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Prof. Dr. İsmail H. Tuncer
Head of Department, Aerospace Engineering

Assoc. Prof. Dr. Ercan Gürses
Supervisor, Aerospace Engineering, METU

Assoc. Prof. Dr. Özgür Aslan
Co-supervisor, Mechanical Engineering, Atılım University

Examining Committee Members:

Prof. Dr. Demirkan Çöker
Aerospace Engineering, METU

Assoc. Prof. Dr. Ercan Gürses
Aerospace Engineering, METU

Prof. Dr. Hasan U. Akay
Automotive Engineering, Atılım University

Assoc. Prof. Dr. Ahmet H. Argeşo
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ABSTRACT

MODELING OXIDATION AND PLASTICITY INDUCED DAMAGE IN
THERMAL BARRIER COATINGS (TBCS)

Sait, Ferit
Ph.D., Department of Aerospace Engineering

Supervisor: Assoc. Prof. Dr. Ercan Gürses
Co-Supervisor : Assoc. Prof. Dr. Özgür Aslan

June 2020, 150 pages

Computational analysis and simulation of multi-physics phenomena taking place in

coating systems is still a challenging task. Specifically, for ceramic coatings used as

protective systems for base materials against elevated temperatures, known as thermal

barrier coating (TBC) systems, construction of continuum level models which can ex-

press coupled nonlinear phenomena has attracted great attention. Thermal stresses,

oxidation, creep and numerous other mechanisms and phenomena make it even harder

to model and simulate the behavior of TBCs and bring a need for the development of

premier models. In this effort, a new numerical model that allows simulation of oxi-

dation and thermally grown oxide (TGO) in bond-coat is presented. Phase field theory

is used with finite strain formulation and implemented using user element subroutine

(UEL) in ABAQUS software for the finite element method. Results are compared

with experimental data available for TGO in the literature. Initiation and develop-

ment of damage were also modeled considering plasticity induced failure. Results

were also compared with experimental data available for damage and stress develop-

ment in isothermal conditions.
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ÖZ

ISIL BARİYER KAPLAMALARDA OKSİDASYON VE PLASTİSİTE
ETKİLİ HASARIN MODELLEMESİ

Sait, Ferit
Doktora, Havacılık ve Uzay Mühendisliği Bölümü

Tez Yöneticisi: Doç. Dr. Ercan Gürses
Ortak Tez Yöneticisi : Doç. Dr. Özgür Aslan

Haziran 2020 , 150 sayfa

Kaplama sistemlerinde yer alan çoklu fizik olaylarının hesaplamalı analizi ve simülas-

yonu hala zor bir işdir. Özellikle, ısıl bariyer kaplama (TBC) sistemleri olarak bilinen

yüksek sıcaklıklara karşı temel malzemeler için bir koruma sistemi olarak kullanılan

seramik kaplamalar için, birleştirilmiş doğrusal olmayan fenomenleri ifade edebilen

sürekli seviye modellerin yapım büyük ilgi çekmiştir. Termal stresler, oksidasyon,

sünme ve diğer birçok mekanizma ve olaylar, TBC’lerin davranışlarını modelleme

ve simüle etmeyi daha da zorlaştırır ve önde gelen modellerin geliştirilmesi ihtiya-

cını ortaya koyar. Bu çalışmada, oksidasyonun ve bağ kaplamalarının içinde termal

olarak büyümüş oksit (TGO) simülasyonuna olanak veren yeni bir sayısal model su-

nulmuştur. Faz alan teorisi büyük gerinim formulasyonu için sonlu elemanlar yöntemi

ile ABAQUS yazılımında kullanıcı eleman altprogramı (UEL) kullanılarak uygulan-

miştır. Sonuçlar literatürdeki TGO için mevcut deneysel veriler ile karşılaştırılmıştır.

Plastisite kaynaklı kırılma göz önüne alınarak hasarın başlatılması ve gelişmesi de

modellenmiştir. Sonuçlar ayrıca, izotermal koşullarda hasar ve gerilim gelişimi için

mevcut deneysel veriler ile karşılaştırıldı.
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CHAPTER 1

THERMAL BARRIER COATING

1.1 Introduction

Thermal barrier coating systems (TBC) are prime examples of modern surface en-

gineering technologies to enhance the performance and durability of turbine blades.

We outline below a research that addresses major aspects of mathematical modeling

and the development of computational procedures for the thermo-mechanical struc-

tural design of high-temperature coating systems for advanced turbine technologies.

The research is aimed at modeling and predicting the performance and durability of

TBCs.

Figure 1.1: Thermal barrier coating in gas turbines

The properties and long-term stability of the individual TBC constituents are strongly

dependent on their chemical composition, as well as their morphology. The latter

can vary greatly with the deposition method. A typical thermal barrier coating (TBC)

system shown in Figure 1.1 and Figure 1.2, consists of three layers of dissimilar ma-

terials:

1



1. A substrate or a base material.

2. An oxidation-resistant metallic layer or a bond-coat (BC) deposited on a superal-

loy.

3. A thermal insulator top-coat, which is chosen from ceramics.

Figure 1.2: Porous structure of coating on the bondcoat [5]

Currently, the most advanced thermal barrier coating (TBC) systems consist of a

platinum-modified aluminide bond-coat, and electron beam physical vapor deposi-

tion (EB-PVD) applied yttria-stabilized zirconia (YSZ) top-coat. In the case of depo-

sition with EB-PVD the ceramic top-coat exhibits a columnar structure. The ceramic

columns themselves exhibit a feathery structure and contain internal porosity. Such

a microstructure of the YSZ layer offers not only strain-tolerance but also reduces

thermal conductivity due to the presence of the columnar gaps and porosities (Figure

1.3).

Different mechanisms are reported to control the durability and stability of thermal

barrier coatings. Oxidation induced swelling in the bond-coat, top-coat sintering,

consolidation and failure processes in the multi-layer system are among the most im-

portant mechanisms in the list. Due to the material mismatch in the multi-layer TBC

system, when working in high-temperature environments, extremely high stresses are

induced to the system. Especially, when thermal expansion is associated with stresses

induced by oxidation of the bond-coat, stresses increase to higher levels due to the

constrained structure of the TBC. These high stresses are the reason for the failure

of TBC systems at regions close to growing oxide specifically at material interfaces

(Figure 1.3). Crack initiation and propagation are very dependent on the morphology
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of the constituents of the system and loading conditions. There are several exper-

imental efforts in the literature characterizing the nature of failure mechanisms in

isothermal and cyclic thermal loading cases. One can clearly observe the initiation of

the cracks in and close to a themally grown oxide layer (TGO), which generally leads

to the debonding of the top-coat.

Figure 1.3: spallation of topcoat [6]

Lifetime estimation and failure of TBC systems require sophisticated continuum level

models that can express a variety of physical phenomena altogether. The development

and implementation of these models is a serious challenge that has attracted the atten-

tion of researchers for a while. Oxidation, thermo-elastoplastic deformation, creep,

damage, phase transformation are among physical and chemical phenomena, which

are working in a coupled way through the service period of TBC systems at high

temperatures. It is very clear that the further development of these models will be

researchers’ focus point for quite a long time until they reach to a satisfactory level of

precision.

1.1.1 Thermal barrier coatings

Today’s thermal barrier coatings (TBCs) are mainly manufactured with two differ-

ent techniques. The first coatings brought into service were plasma sprayed coatings

which are still used as thermal barriers. These coatings were first tested in commer-

cial aircraft and owe their acceptance to success in this field. However, this the suc-

cess brought up the demand for research to achieve pioneer coatings that can serve

in higher temperatures and more severe conditions. In cases where many thermal
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cycles may happen, the use of zirconia-based coatings with a high amount of mon-

oclinic phase was proven to be inappropriate for structures (due to high volumetric

changes when transforming to the martensitic phase). Porous atmospheric-pressure

plasma-sprayed (APPS) zirconia-yttria (ZrO2-Y203) on a plasma sprayed NiCrAlY

bond-coat was introduced by NASA Lewis Research Center as an alternative way to

overcome this handicap. This new technology is considered to be the onset of the

thermal barrier coating research era [18, 19].

Using yttria as a stabilizer for the zirconia top-coat, using an oxidation-resistant ma-

terial (MCrAlY ) as a bond-coat for base metallic material and lastly using the bond-

coat system to eliminate the layer mismatches between the ceramic top-coat and the

base metal have been the most critical developments for the success of new coat-

ings. Using a metallic bond-coat as a replacement for the intermediate layer reduces

stresses induced by material mismatch in thermal loading. However, mitigation of

stresses due to material mismatch was not significant when exposed to higher temper-

atures since oxidation of the metallic bond-coat would be highly accelerated causing

also additional stresses [20].

A new type of coating which was deposited using the electron beam technique was

developed in the late 1980s and became commercial in the 1990s. Electron beam-

physical vapor deposited (EB-PVD) zirconia-yttria coating was first used and tested

in the burner rig lives and performance was reported to be much better than the

performance of plasma-sprayed entirely zirconia-yttria coatings [21]. Furthermore,

modifications in the top-coat material made it possible to use these systems at higher

temperatures [22, 23].

Coatings deposited by electron beam technique owe their long life and durability

to the flexible columnar and porous structure, which makes them more strain toler-

ant. There are two types of porosities reported for these coatings, intracolumnar and

intercolumnar vacancies (Figure 1.4). These porosities may disappear by sintering

mechanism during services at high temperatures, but it is efficient enough to extend

coating life by a considerable time. The micro-structure and changes in the mate-

rial properties, especially the thermal diffusion and thermal conductivity of YSZ are

affected as a result of sintering. Aging treatments cause the disappearance of feather-
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like coating structure and generation of a structure with dispersed pores. This will

lead to an increase in thermal conductivity [9].

Figure 1.4: External pores (right) and internal pores (left) in the ceramic structure [7]

EB-PVD is a complex technology and requires expensive equipment, but it provides

much better coating properties than other processes available for the deposition of

coatings. The most basic feature of this kind of coating is the strain tolerant property

provided by the columnar microstructure in the ceramic top-coat. The mechanical

properties and the thermal conductivity of the TBC are dependent on the properties

and microstructure of the upper layer. The bond-coat layer is a metallic layer provid-

ing adherence between the top-coat and substrate. The substrate layer is generally a

single crystal superalloy used as the base material for the fabrication of the blades.

The yttrium stabilized zirconium (YSZ) coating produced by EB-PVD contains columns

laid in the direction perpendicular to the substrate material. The structure of the

columns can be observed in the Figure 1.2. The pores extending between the columns

increase as the thickness of the plane increases. This porosity (outer porosity) extend-

ing between the columns extends the life of the TBC by increasing the flexibility of

the coating. The porosity of the top-coat is known to be affected by high temperatures

during the service time by a sintering process (Figure 1.5). As a result of sintering,

top-coat will become thermally more conductive and structurally brittle.

The top-coat may behave as a transversely isotropic material due to the columnar

structure. This structure can be observed in the Figure 1.6. The orientation of those
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Figure 1.5: Top view of coating a) as deposited b) after 12 hrs of sintering at 1500◦C

[8]

columns is reported to be changing in the vicinity of the TC/BC interface.

Figure 1.6: Change in the orientation of columnar structure (adapted from [9])

Oxidation of the bond coat is often considered as one of the prime mechanisms

that can lead to failure of TBC systems. Evans et al. [24, 25] claimed that due to

anisotropic swelling of the thermally grown oxide layer and uneven development of

the TGO layer, residual stresses can rise and lead to the nucleation of micro-cracks.

Therefore, they become the dominant failure mechanism which can affect the long-

term durability of TBC systems. However, the mechanism through which the oxida-

tion occurs, different species travel through materials and meet to form TGO is pretty

complicated, and a significant amount of research has been conducted to clarify this
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problem. For bond-coat alloys containing yttrium, diffusion of aluminum is affected

by this reactive component, which decelerates diffusion of aluminum cations, thus ox-

ide components meet in the regions closer to bond-coat material [26]. Consequently,

the presence of yttrium leads to the formation of oxide mainly on the oxide-bond coat

interface.

1.1.2 Numerical analysis and simulation of TBC systems

It seems that the very first computational analysis of thermal barrier coating systems

was carried out by Chang et al. [27]. In this study, they have developed a finite ele-

ment model using MARC to calculate isothermal stress mismatches between different

layers of a TBC in a cylindrical model coated with APS (Air Plasma Spray). The si-

nusoidal pattern was also defined for the bond-coat/ceramic interface as an outcome

of experimental researches conducted previously. For the simulation of oxidation, an

artificial large thermal expansion coefficient was defined causing residual stresses in

the medium. The results of this analysis emphasize the importance of oxidation in

coating failures. It was also proposed that cracking may happen as a result of residual

stresses at the peak of the sinusoidal interface.

In 1998 a finite element model for oxidation induced failure in a plasma-sprayed TBC

was developed by Freborg et al. [28]. They focused on the creep behavior and oxi-

dation of the bond coat. Oxidation was modeled by changing the bond-coat elements

with oxide elements in time and assigning a higher thermal expansion coefficient and

a small amount of dummy temperature change. Thermal cyclic loads were used and

a steady-state conduction was assumed for the thermal analysis.

Cheng et al. [29] used a more realistic model in the analysis. The material property

change by temperature was also considered. Thermal expansion mismatches between

the TGO and the ceramic layer was also taken into account. Instead of elastic material

models used in previous efforts, an elastic-perfectly plastic model was used.

Hsuiee et al. [30] investigated the relationship between the surface roughness and

localized residual stresses generated due to the material thermal expansion mismatch.

The material expansion mismatch is reported to have a significant role in coating
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spallation and failure. The finite element method was used for the analysis of various

interface profiles. It was observed that cracks predominantly were located in convex

parts of asperities in thicker oxide layers.

A coupled thermo-mechanical code was developed by He et al. [31, 32, 33] to an-

alyze the durability of TBC systems by investigating the fracture process and crack

initiation due to thermal cyclic loading. The oxidation growth was also taken into

account also by applying a definite growth strain at every step of the analysis.

In an experiment conducted in 2003 [34], it was discovered that the mechanical prop-

erties of the bond-coat change significantly not only with temperature change but also

with cyclic loading. In this work, changes in the properties of the bond-coat due to

dynamic micro-structure evolution are investigated.

Caliez et al. [35], used Zebulon (developed by Ecole des Mines de Paris and ON-

ERA) to develop a weakly coupled FEM code. The staggered scheme used in the

implementation, coupled the mechanical response and the Fick’s law of diffusion.

The strain growth is bonded to a parabolic strain growth with time for calculation of

induced stresses .

Rosler et al. [36], used the finite element method to determine the effect of creep

on the TBC life and the effect of crystal size of TGO on the relaxation to see if it is

possible to tailor the micro-structure of TGO to extend the TBC life. The analysis was

thermo-mechanical with isothermal and cyclic thermal loading. The TGO layer was

simulated by a time-dependent property change of bond coat elements. Later they

also conducted a parametric study of the effect of the creep strength and the surface

undulation on the stress state in TBC systems [37].

The sintering process of EB-PVD coatings was also studied in 2005. According to

this experimental effort, there may be several mechanisms for the transportation of

pores in the structure of ceramic while sintering. The sintering initiates at 900◦C and

the diffusion and the migration of pores occur from convex to concave sites [38].

Taking the oxidation of the bond-coat into account Busso et al. [17], presented a

model which includes also the solidification process of the topcoat. In this study, it is

mentioned, that the aging causes external porosities of the columnar structure of the
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ceramic to impinge together and form thicker columns which would mean a decrease

in overall external porosity. But since there are cracks found all over the the surface

this change in the structure can be neglected [8]. Then, the main mechanism which

changes the material property after sintering would be, the change in internal porosity

of the columnar structures. They also used a definite model to include creep in their

analysis. A staggered scheme for coupling the oxide generation with the analysis was

considered, in which oxygen concentration was calculated prior to themo-mechanical

analysis.

Himanshu et al. [39], conducted a parametric FEM study to investigate delamination

and spallation of the top-coat due to buckling in EB-PVD coatings, where isotropic

material response was assumed. The thermally grown oxide layer was modeled as a

layer with constant thickness and definite material properties existing between the TC

and the BC layers. They also introduced a method for the simulation of the oxidation

in the bond-coat. A coupled temperature-displacement model was used and a finite

difference analysis was conducted to establish a table of phase proportions in the

bond-coat material as a function of time. Then, this table was linked to UMAT in

ABAQUS to simulate the TGO growth in time.

In 2011, Anand [40] proposed a model for the diffusion of hydrogen in metals. A

thermodynamically consistent model for large deformation elastoplasticity account-

ing for the species transport was developed. Later in 2011, Loeffel and Anand [41]

carried out a chemo-thermo-mechanical analysis accounting for the oxygen diffusion

in the model and the chemical reaction, which is a version of the previous model

taking chemical reaction into account . They also implemented this model for the

analysis of thermal barrier coatings later in 2013 and also included the cohesive-zone

methodology to model the decohesion of ceramic top-coat [42].

In contrast to the classical models, where the interphase region of a multi-phase sys-

tem was investigated using discrete solutions with possessing severe computational

challenges, Cahn-Hilliard [12] and Ginzburg-Landau models (Allen-Cahn model)

treat those systems as continuous domains which bring certain ease to the implemen-

tation of the model. In these approaches, the free energy is defined to be a function

of either the species concentration or the order parameter (phase field variable) and
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gradients of the corresponding parameters along with any other thermodynamic vari-

able that may also be included in the model. According to these theories, a previously

predetermined interfacial energy for a restricted thickness is taken into account. It is

also noted that the existence of free energy due to the non-equilibrium of phases in the

diffuse interface of two-phase systems was not considered at the time. The treatments

proposed by Cahn-Hilliard, Allen-Cahn, and Ginzburg-Landau are general equations

that can be used in the fields with a spatial variation of a parameter (composition, den-

sity, etc.). The modeling and the simulation of the oxide formation process in TBC

systems have been a hot topic in the past decade and an extensive variety of models are

available in the literature, but only a few of them tackle with coupled multi-physics

oxidation and failure problem in the same numerical framework. Ammar et al. [43]

have used the Allen-Cahn phase field model to simulate oxidation and oxide propa-

gation in the bulk metal. This model has the nature of flattening initial phase interface

undulations. In the case of the oxidation of bulk metal, the initial surface undulation

smoothing is observed in time. In contrast, when the coating is present on the metal,

interface undulations maintain their shape during the oxide growth due to the material

mismatches [31]. The most recent and inclusive model available is proposed and im-

plemented by Loeffle et al. [41, 42], where a modified version of the classical Fick’s

law for the diffusion of oxygen through ceramic is used. Thus, the model generates a

sharp interface of diffusing oxide in the bond coat. The numerous simplifications and

formulation difficulties raised due to modification in the Fick’s law is the motive for

formulating a new model in this study.

As already pointed out major contributions have been made in the past decade in

chemo-thermo-mechanical modeling of oxidation of metals and phase precipitation

induced swelling in two essential ways:

1. Numerical tools have been used to simulate the new phase growth and temporal

evolution of the mechanical properties of the oxided domain in the bulk material (eg.

[25], [44], [45]).

2. Standard (eg. [46], [47], [48]) or non-standard phase field ([49], [50]) approaches

have been coupled with mechanics to simulate isotropic and anisotropic swelling/shrink-

ing in the material undergoing phase change process.
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However to be best knowledge of authors a model and the corresponding simulation

utilizing standard phase field theories coupled with mechanics in large deformation

framwork for formulating anisotropic swelling/shrinking is lacking. In this thesis, a

comprehensive model based on the Allen-Cahn’s theory, which can retain undulations

during the growth of oxide by modifying a gradient term in the diffusion and phase

field equation is proposed. The model is implemented in the finite strain framework

using ABAQUS user element subroutine (UEL) for the finite element analysis.
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CHAPTER 2

OXIDATION OF BOND-COAT ALLOY AT HIGH TEMPERATURES

2.1 Oxidation in TBC systems

The top-coat is almost transparent to the oxygen diffusion and provides nearly no oxy-

gen insulation. The bond-coat constitutes a reservoir of aluminum reacting with the

oxygen allowing the formation of a protective alumina layer at the bond-coat/ceramic

interface. This layer is called the thermally grown oxide (TGO). In the following

chapter the kinematics of the growing alumina is presented. The growth strain is cal-

culated in a typical manner using the modified Pilling-Bedworth ratio, which is used

for volume change calculations in chemical reactions.

2.1.1 Growth kinematics

Probably the very first research in this field was carried out by Pilling and Bedworth

in 1927 [51, 52]. They have related stresses generated by the thermally grown oxide

to the molar volume of traveling species. In the literature, the Pilling-Bedworth ratio

(PBR) [10] for growth stresses is known to be accurate for many years but it is too

simplistic since it is incapable of explaining mechanism of the oxidation and stress

generation. However, this theory can be used for calculation of total volume change

of a unit volume of a metal and can be related to the swelling eigenstrains. The PBR

theory states that in the oxidation process of metals, when oxygen diffuses through

the oxide already present on the metal face, a new oxide forms in the oxide-metal

interface. Then, the PBR ratio can be calculated as
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PBR =
Oxide Volume
Metal Volume

(2.1)

Thus, when PBR > 1 or PBR < 1 the stress generated in the oxide constrained

by the old oxide and the metal is compressive or tensile, respectively. According to

Chunhua and Gao [10], this theory should be extended for alloys, since in most of the

cases alloys are used instead of pure metals. They proposed an improved version of

the formula by calculating the PBR based on the difference of molar volume of the

metal in the pure metal and the alloy. This method, however, does not provide any

information about the scale of the stress generated.

In the oxidation of metals, the formation of one mole ofBxOy consumes xmole ofB.

But the volume of consumed B is different when B comes from the alloy. According

to the modified PBR calculation proposed by Chunhua et al. [10] the PBR can be

calculated using the following formula.

PBR =
Volume of a mole of BxOy

Volume of x moles of B in alloy
(2.2)

The volume (V ) of one mole of oxide is calculated via its molar mass (W ) and density

(ρ),

V = W/ρ (2.3)

On the other hand, molar volume of the metal is calculated as

V = N · a3/n (2.4)

where N is the Avogadro’s number (6.02× 1023), a3 is the volume of a unit cell and

n is the number of molecules or atoms per unit cell.
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Consider the chemical reaction given in (2.5) for the generation of one mole ofBxOy.

xB + (y/2)O2 → BxOy (2.5)

The reaction (2.5) consumes x mole of B which is going to be afforded by the rep-

resentative alloy AuBv (x, y, u and v are mole fractions). Then, one can compute

the amount of the alloy AuBv needed to provide x mole of B (x[B]) for oxidation as

follows. The components of x mole of AuBv is

x[AuBv ] = x(u[A] + v[B]) (2.6)

Then, the equation can be rearranged in the following form

x[B] = (x/v)[AuBv ] − (ux/v)[A] (2.7)

Equation (2.7) shows that in order to provide x mole of B for oxidation, (x/v) moles

of AuBv have to lose (ux/v) moles of A metal. The molar equation (2.7) can be

written volume-wise using equation (2.4),

Volume of x[B] = Volume of((x/v)[AuBv ])− Volume of(ux/v)[A] (2.8)

Equation (2.8) is valid for the case when diffusion of B is slow in the alloy, which

results anA-rich region in the alloy as presented in Figure 2.1. However, in the case of

oxidation at high temperatures, as pointed out in the previous chapter, the migration

of ions will be faster. Thus, the region will not be rich in A and will contain AuBv

[10]. As a result in equation (2.7), A can be replaced by AuBv. For this purpose one

should find the number of moles of AuBv (D) that should be replaced by a mole of A

in equation (2.7).

u[A] = D[AuBv ] (2.9)
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Figure 2.1: Oxidation schematic for a typical AuBv alloy (adapted from [10])

Then, equation (2.9) can be written as

u[A] = D(u[A] + v[B]) (2.10)

Then, D is computed as

D = u/(u+ v) (2.11)

Rewriting equation (2.8) would result the following.

Volume of x[B] = Volume of (x/(u+ v))[AuBv ] (2.12)

Equation (2.12) gives the volume of a metal in the alloy in extreme conditions where

the diffusion of the B ions is very fast.

Specifically speaking, for TBC systems with FeAl bond-coat, the oxidation reaction

of the FeAl alloy (2.13) occurring at the bond-coat/ceramic interface can be analyzed

for the volume change of a mole of the alloy. For this purpose, first the volume of the

Al in the FeAl and in the Fe3Al will be calculated. Then since the volume of a mole

of Al2O3 can also be calculated through equation (2.3), the total volume change can

be computed according to the chemical balance below.

3FeAl +
3

2
O2 → Fe3Al + Al2O3 (2.13)

The density of a crystal solid can be calculated using its atomic mass and lattice

parameters. According to Rossi et al. [53] the molar weight and the density of Al2O3
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Table 2.1: Structural and material properties of the alloys and alumina [1, 2].

Alloy n a(nm) W (g/mol) ρ(g/cm3)

FeAl 1 0.291 - -

Fe3Al 16 0.579 - -

Al2O3 - - 102 3.987

are measured to be 102 g/mol and 3.987 g/cm3 respectively. Thus, using equation

(2.3) the molar volume of Al2O3 can be calculated as below:

VAl2O3 = 102/3.987 = 25.58 cm3 (2.14)

Using (2.4) and (2.12) volume of one mole of Al in the alloys is calculated using

intermetalic alloy properties given in Table 2.1 as below.

Volume of 1 mole of Al in FeAl = (
1

2
)(

0.602× 1024 × (0.291× 10−7)3

1
)

= 7.415 cm3

(2.15)

Volume of 1 mole of Al in Fe3Al = (
1

4
)(

0.602× 1024 × (0.579× 10−7)3

16
)

= 1.825 cm3

(2.16)

According to the reaction equilibrium (2.13) the change of the volume in the overall

chemical process may be calculated as [45],

VAl2O3 + VFe3Al
VFeAl

=
25.58 + 1.825

3× 7.415
= 1.23 (2.17)

The calculated ratio can only show whether the generated growth stresses are tensile

or compressive. However, construction of the kinematic equations of the problem

involves calculation of the eigenstrains induced by the oxidation process. The deter-

mination of the growth mechanism has been one of the most challenging researches
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in TBCs. In 1970 Rhines et al. [54], experimented oxidation of nickel at high temper-

atures in order to understand microstructural changes in the specimens and stresses

induced by oxidation growth. It was observed that the rod specimens used show an

increase in length and a decrease in the diameter, moreover the length increase in

the specimens with smaller thicknesses was larger. The author’s interpretation of this

phenomenon is the generation of an in-plane compression in the oxide in the sense

that the extent of lengthening is associated with the thickness. It is proposed that the

generation of the new TGO grains in the internal boundaries of the grains can be the

source of in-plane (in the direction parallel to the interface plane) stresses since scale

thickening (thickening in the direction normal to the interface) in no way can gener-

ate an in-plane pressure in planar bodies (Figure 2.2). It should be mentioned that the

study was conducted for pure Ni oxidation.

Figure 2.2: Schematic diagram for diffusion of paths of components for formation of

Alumina.

For the MCrAlY alloy with generic M component, the diffusion of aluminum is

effected by the reactive component yttrium, which decelerates the diffusion of alu-

minum cations, thus oxide components meet at regions closer to the BC [26]. As a

result, the presence of yttrium in the composition of the alloy leads to formation of

the oxide mainly on the oxide/bond-coat interface. The yttrium doped FeCrAl alloy

shows quite small amount of in-plane strain while getting oxidated at high tempera-

tures [55]. This property makes the alloy a proper candidate for usage as a bond-coat

material in TBC systems. Thus FeCrAlY is chosen for the bond-coat through this

study.
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Anisotropy of the growing strains is observed in the experimental researches but it is

not well understood and completely verified [24]. For a schematic representation of

the growth, the inter-grain growing TGO responsible for the induced in-plane strain

is depicted in Figure 2.3. If the magnitude of the in-plane is known, then using the

PBR one can calculate the magnitude of the lateral strain as well. In an effort pub-

lished by Tolpygo et al. [11], the lateral strain of the growing oxide was calculated

for FeCrAlY assuming that the oxide and the alloy interface will remain planar. The

in-plane strain is calculated using the geometric representation in Figure 2.3, where

L0t, δt, L0l and δl show initial length and stretch in transverse (t) and lateral (l) direc-

tions, respectively. The results for the strains generated at 1200oC are given in Figure

2.4. However an exact calculation of the lateral strain is lacking due to the complex

nature of the growth.

Figure 2.3: Schematic of lateral and in-plane stretching due to oxide growth.

The change in a unit volume of the bond-coat after oxidation (PBR) is related to the

elements of the anisotropic swelling strain tensor. The global swelling stain tensor is

given as

εg =


εt 0 0

0 εl 0

0 0 εt

 (2.18)

where εl and εt correspond to the lateral and the transverse strain components of the
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Figure 2.4: Evolution of the in-plane growth strain in alumina at 1200oC [11].

strain tensor, respectively. By neglecting higher order terms the change of the volume

in a unit volume can be approximated as:

V = V0 + ∆V = 1 + εt + εl + εt (2.19)

Using the PBR value obtained in equation (2.17) one can write

V

V0

= PBR = (1 + εl + 2εt) = 1.23 (2.20)

Thus, the sum of normal strain components is

εl + 2εt = 0.23 (2.21)

Then assuming maximum transverse growth strain εt = 0.04 [4], the lateral growth

strain is computed as

εl = 0.15 (2.22)
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CHAPTER 3

TIME-DEPENDENT GINZBURG-LANDAU PHASE FIELD MODEL

The Ginzburg-Landau (G-L) theory was originally used in the calculation of the

second-order phase transitions in electromagnetic fields [56]. Later this model was

used in a variety of phenomena and a variety of materials such as metals, polymers,

and ceramics. Precipitation of new phases, phase growth, grain growth, dendrite for-

mation, solidification, competitive particle ripening, spinodal decomposition, etc. are

among physical and metallurgical phenomena that have been simulated using G-L

model [12, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68].

In the Ginzburg-Landau theory, it is assumes that the local energy depends on the

regional composition and the inter-facial composition of the environment as well as

the phase field. The Cahn-Hilliard theory [12] (the fundamental theory behind G-L)

assumed that the gradient of the concentration of the species c (if the non-uniform

field is chosen to be the molar fraction of a definite phase) is small enough with

respect to the reciprocal of the inter-molecular distance, then ∇c can be accounted

to be an independent variable. A similar assumption can be made for the gradient of

the field variable (phase field), which leads to the definition of a form of free energy

dependent on the phase field, the phase field gradient and the concentration of species

ψ(c, φ,∇φ,∇2φ, ...). The Taylor series expansion of the function around a single

phase point, ignoring higher-order terms, using divergence theorem and neglecting

species inlet from boundary surface, one can a write a specific form Helmholtz free

energy density as below [69],

ψ(c, φ,∇φ) = ψ0(c, φ) +
1

2
α∇φ · ∇φ (3.1)
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where ψ0(c, φ) is the local free energy density and the second part of the equation is

the non-local contribution of the phase field to the total energy. α > 0 is a coefficient

with energy per unit volume times length square unit.

According to the time-dependent Ginzburg-Landau equation the evolution of the non-

equilibrium field variable φ can be expressed as follows [70],

βφ̇ = α∆φ− ∂ψ0

∂φ
(3.2)

where ∆ is the Laplace operator. The classical derivation of the chemical potential in

the form of a variational derivative is,

µ =
∂ψ

∂c
(3.3)

Then the flux of species can be written as,

j = −M(φ)∇µ (3.4)

withM(φ) known as the Onsager coefficient, which is a parameter generally defined

dependent on the phase field. The species balance is then defined to be [71],

ċ = Div
(
M(φ)∇(

∂ψ(c, φ,∇φ)

∂c
)
)

(3.5)

ψ for solution composition of symbolic A and B phases is a non-convex double-well

function as depicted in Figure 3.1. Then using equations (3.2) and (3.5) the interphase

interface diffusion can be described.


ċ = Div(M(φ)∇(

∂ψ(c, φ,∇φ)

∂c
))

βφ̇ = α∆φ− ∂ψ0(c, φ)

∂φ

(3.6)

22



Figure 3.1: Double-well free energy at temperature below critical temperature [12].

As can be observed from equation (3.6) in order to describe the behavior, a system of

second-order equations has to be solved. The substitution of the G-L equation in the

diffusion equation will result in a fourth-order PDE. Therefore, for finite element so-

lution of the problem C1-continuous basis functions should be used [72] but to get rid

of this kind of basis functions phase field can also be defined as a new degree of free-

dom together with concentration to solve the system of two second-order equations

instead of a fourth-order one [43].

3.1 Specialization of the free energy function

It is known, that any kind of phase diffusion without taking the free energy of the

interphase region into account is mathematically ill-posed and physically wrong [73,

74]. Taking the interfacial free energy into account, phase segregation phenomena can

be modeled as described and implemented in Appendix B. Separation into binodal

points (labeled as cα and cβ in Figure 3.1) will be a consequence of using non-convex

double-well free energy.
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The diffusion of oxygen in a solid material is considered as diffusion of a gas in a

porous media. Therefore, phase separation models of diffusion which additionally

include the free energy of the interphase region in the calculation seem to be im-

proper for simulation of oxygen diffusion dependent oxide phase precipitation in the

sense that oxygen in the porous media may not have a sharp boundary. Furthermore,

the phase segregation is not needed if merely diffusion of oxygen is to be modeled.

However, use of phase-field models proper for the interface propagation of aluminum

oxide in the bond-coat can be quite reasonable [75].

A special type of alumina that is stable at 12000C is α−Al2O3, which is the dominant

alumina phase in the oxide in our isothermal analyses. Around 10000C two different

phases θ−Al2O3 and α−Al2O3 are the stable phases. A phase spinal decomposition

may be used in this case, but it will be quite far from the scope of this research

[76, 77]. Thus, we have focused on a single alumina phase precipitation in the metal

as the first step. Earlier models used for the oxidation process do lack the oxide/metal

interface [78] or assume a smooth transition from the metal to the oxide phase [45].

However, a sharp change of phase is observed in SEM micrographs (Figure 3.2) [79,

80].

Figure 3.2: The metal/oxide interface in bulk metal oxidation captured by SEM [13]

These experimental results are the main motives for the utilization of a definite and

special diffusion model to catch a sharp phase interface between alumina and sub-

strate material. In this case, the oxide (TGO) and the metal (bond-coat) will be con-
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sidered as two phases that are in equilibrium. The Cahn-Hilliard model implemented

and presented in Appendix B can clearly show that a modified version of this model

is needed for the simulation of moving interface. Thus, a time-dependent G-L (the

equivalent model used in material science is called as the Allen-Cahn model) is found

to be suitable. For this purpose, the total free energy of diffusion can be written to be

as [71],

ψ0(c, φ) = φ2(3− 2φ)ψ1(c) + (1− φ2(3− 2φ))ψ2(c) + χφ2(1− φ)2 (3.7)

where χ is a parameter related to the interface energy and ψi(c) is defined as below

[81],

ψi(c) =
1

2
ki(c− ci)2, i = 1, 2 (3.8)

In the equation above ki are the curvatures of the free energy with respect to concen-

tration and are chosen to be positive to ensure convexity at equilibrium concentrations

ci [81].

3.2 Finite Element Implementation

For the implementation purpose, now an additional degree of freedom should be con-

sidered as explained before. Two scalar fields, the concentration c and the phase field

variable (order parameter) φ, are approximated. The approximations of the fields and

the gradients can be written as below

c =
n∑
i=1

Nici,∇c =
n∑
i=1

Bici (3.9)

φ =
n∑
i=1

Niφi,∇φ =
n∑
i=1

Biφi, (3.10)

where n is the number of nodes and Bi = ∇Ni is a matrix consisting of the derivatives

of the shape function of node i. Details can be found in Appendix D).
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3.2.1 Diffusion Equation

For simplicity, the diffusion constantD of the metal and the oxide phases are assumed

to be equal. Since the propagation of the oxide phase in the metal is controlled by

calibrated phase field parameters after setting diffusion constant to a definite value,

the exact value of the mobility in different phases is not required.M is known as the

Onsager coefficient and for a two phase system defined as [82, 83]

M = φ2(3− 2φ)
D1

k1

+ (1− φ2(3− 2φ))
D2

k2

(3.11)

where D1 and D2 are diffusion constants for two different phases. In this study for

simplicity diffusion constants and curvatures of free energy for both phases are taken

to be equal so that the Onsager coefficient will be simplified to mobility coefficient.

Substituting (3.7) in (3.5), after some algebraic manipulations the balance equation

can be written as,

ċ− Div
[
M∇(φ2(3− 2φ)k1(c− c1) + (1− φ2(3− 2φ))

k2(c− c2))
]

= 0
(3.12)

In order to derive the weak form of this equation, (3.12) is multiplied by a weighting

function w and integrating over the reference volume domain.

∫
Ω

w

[
ċ− Div

[
M
[
∇c
(
k1φ

2(3− 2φ) + k2(1− φ2(3− 2φ))
)

+ 6φ∇φ(1− φ)

(
k1(c− c1)− k2(c− c2)

)]]]
dV = 0

(3.13)

where Ω denotes deformed body in the material configuration and approximated using

finite elements Ω =
∑

Ωe. The boundary is decomposed into two parts such that

∂Ω = ∂Ωc∪∂Ωj , where Ωc and Ωj denote the boundaries where the essential and the
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natural boundary conditions are prescribed, respectively.

c = c0 on ∂Ωc

−D ∂c
∂X = j0 on ∂Ωj

(3.14)

Next we define,

a = k1φ
2(3− 2φ) + k2(1− φ2(3− 2φ)) (3.15)

b = k1(c− c1)− k2(c− c2) (3.16)

The shape function for a definite node of an element is denoted by NA. Then the

weight function is approximated as w = NAwA. With the help of the integration by

parts and the divergence rule, the weak form is calculated as

∫
Ωe

[NAwAċ+MawA∇NA∇c+(6Mbφ(1− φ))wANA∇φ] dV

−
∫
∂Ωj

wANAj · n dS = 0
(3.17)

Then the residual vector reads

RA
c =

∫
Ωe

[NAċ+Ma∇NA∇c+ (6Mbφ(1− φ))NA∇φ] dV −
∫
∂Ωj

NAj · n dS

(3.18)

with
∂c

∂Xi

=
∂NB

∂Xi

cB and
∂φ

∂Xi

=
∂NB

∂Xi

φB, where X is an arbitrary material point

of Ω. The evolution of the concentration is calculated in the following manner using

backward-Euler method.

ċ =
ct+1 − ct

∆t
(3.19)
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where ct+1 and ct are the values of c at time t+ 1 and t respectively. Stiffness matrix

is also calculated to be,

KAB
cc = −∂R

A
c

∂cB
= −

∫
Ωe

[NANB

∆t
+Ma∇NA∇NB + 6Mφ(1− φ)

∂b

∂c
NB∇NA∇φ

]
dV −

∫
∂Ωj

NANB
∂j
∂c
· n dS,

(3.20)

where

∂b

∂c
= k1 − k2. (3.21)

The non-zero off-diagonal term of the stiffness matrix is as following,

KAB
cφ =− ∂RA

c

∂φB
= −

∫
Ωe

[
NB(M

∂a

∂φ
)∇NA∇c+ 6(M ∂b

∂φ
)φ(1− φ)NB∇NA

∇φ+ 6Mb(1− 2φ)NB∇NA∇φ+ 6Mbφ(1− φ)∇NA∇NB

]
dV

(3.22)

It should be noted that all the calculations are carried out in the reference config-

uration and a special care must be taken in definition of the species flux boundary

condition, because the change in the configuration must be taken into account [84].

However, since the subroutine does not support surface fluxes, the calculated residu-

als and tangent tensors are presented in a general form.

3.2.2 G-L Equation

The boundary for phase field domain is also decomposed into two parts such that

∂Ω = ∂Ωφ ∪ ∂ΩE , where Ωφ and ΩE denote the boundaries where the essential and

the natural boundary conditions are prescribed, respectively.

φ = φ0 on ∂Ωφ

α ∂φ
∂X = E on ∂ΩE

(3.23)
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Considering the balance equation (3.2) and using the divergence theorem, the Ginzburg-

Landau equation related part of the weak form is found to be as below

C = k1(c− c1)2 − k2(c− c2)2 (3.24)

D = 4φ3 − 6φ2 + 2φ (3.25)

∫
Ωe

NAwA
[
βφ̇+ 3φ(1−φ)C +NAχD) +α∇NA∇φ

]
dV +

∫
∂ΩE

NAwAE · n dS = 0

(3.26)

Then the residual vector reads

RA
φ =

∫
Ωe

NA

[
βφ̇+ 3φ(1− φ)C + χD] +α∇NA∇φ dV +

∫
∂ΩE

NAE · n dS (3.27)

The evolution of the order parameter is calculated in the following manner using

backward-Euler method.

φ̇ =
φt+1 − φt

∆t
(3.28)

The tangent can be also written in the following manner,

KAB
φφ = −

∂RA
φ

∂φB
= −

∫
Ωe

[
β
NANB

∆t
+α∇NA∇NB + 3NANB(1− 2φ)C+

NANBχ
∂D
∂φ

]
dV −

∫
∂ΩE

NANB
∂E
∂φ
· n dS

(3.29)

Non-zero off-diagonal terms of stiffness matrix are as follows,

KAB
φc = −

∂RA
φ

∂cB
= −

∫
Ωe

3NANBφ(1− φ)
∂C
∂c

dV (3.30)
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3.3 Results

The parameters related to the thickness of the interphase region and kinetics of phase

interface are found by analyzing 1D equilibrium state of the phases (static interface)

following Kim et al. [71]. In the equilibrium state equation (3.2) reduces to,

α
∂2φ

∂x2
=
∂ψ0

∂φ
(3.31)

A non-equilibrium initial state for the system is used to validate the evolved numer-

ical solution with the analytical one. The initial values for φ are varied in the range

[0.,1.] with a hyperbolic change in the interphase region, which coincides with the

analytically calculated interface profile. The energy σ and the interphase thickness δ

can be found as [71],

δ = 2.94

√
2α

χ
(3.32)

σ =

√
2

6

√
αχ (3.33)

The analytical solution of equation (3.31) for φ reads,

φ =
1

2
(1− tanh(

√
χ√

2
√
α
x)) (3.34)

For the normalized concentration, an initial value equal to c = 0.5 is used in order

to make the system unstable, since at a specific state the homogeneous domain has

to segregate into two distinct phases predefined as c1 = 0.8 and c2 = 0.2. In this

test an initial condition was defined for the order paramter φ and the evolution of the

concentration was investigated. A system of two following equations were solved for
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the one dimensional problem specified.


ċ = Div(M(φ)∇(

∂ψ(c, φ,∇φ)

∂c
))

α
∂2φ

∂x2
=
∂ψ0

∂φ

(3.35)

The analytical solution was carried out using commercial software MATLAB and for

the initial-boundary value problem the following solution was achieved.

c = 4.5× 105
(
tanh(105x− 15)2 − 1

)
(3.36)

As Results for initial phase value and no flux boundary conditions show, a perfect

match between two solutions as depicted in Figure 3.3.

A further analysis is carried out for a 2D model, which would be suitable for simu-

lation of oxidation phenomena in TBC systems in the non-equilibrium state with a

moving interface. To this end, the actual concentration used in equation (3.8) for c1

and c2 are 0.14 and 0.90 respectively. Parameters used in the analysis can be found

in Table 3.1. An initial condition obeying equation (3.34) is given for the phase field

and the concentration in the domain. The initial condition in the domain is defined

by a hyperbolic function with the minimum and the maximum values 0.12 and 0.92

for the normalized concentration and φ = 0 and φ = 1 for the order parameter at the

right and left domains, respectively (Figure 3.4). These values are adopted in order to

trigger diffusion, boundary conditions are supersaturated and undersaturated at two

sides of the interface.

In Figure 3.2 it can be seen that the phase transition interphase region length should

be in nano-meters scale, however due to the limitations in the computational power

the length is set to total length of 1µm. A mesh dependency test was carried out for

1µm, 0.5µm and 0.25µm size quadrilateral elements. The results for concentration

are given in the Figure 3.4. It can be observed that 0.5µm size mesh is small enough

to provide a mesh independent solution.

Figure 3.6 shows the propagation of the phase interface in the domain. The evolution

of the interphase concentration profile with respect to time is also presented in Figure

31



Table 3.1: Material and analysis parameters at 1200oC

Material parameters Value Unit

D 1.6× 10−13 m3 · s
β 1.× 108 −
α 1× 10−10 m2

χ 0.392 −
k1 8.314 J ·mol−1 ·m−3

k2 8.314 J ·mol−1 ·m−3

c1 0.90 −
c2 0.14 −

3.7.

A parameteric study was conducted to investigate the effect of the change in the G-L

parameters α and k. According to the equation (3.32) an increase in the α should in-

crease the thickness of interphase region, which can be clearly observed in the results

in Figure 3.8.
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Figure 3.4: Schematic of hyperbolic initial conditions and no-flux boundary condition

imposed on the model
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Figure 3.5: Normalized concentration profile after 10 hrs for different mesh sizes.
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Figure 3.6: Normalized concentration contour evolution in time t0 < t1 < t2.
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Figure 3.7: Time evolution of the interfacial concentration in 50 hrs.
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Figure 3.8: Diffuse interface thickness for different values of α.
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CHAPTER 4

PHASE TRANSFORMATION AND DEFORMATION COUPLED ANALYSIS

4.1 Kinematics

Considering a smooth function x = χ(X, t) mapping the motion of a point of body

B in the reference configuration denoted by X to the spatial point x at time t, the

deformation gradient, the velocity, the velocity gradient and the Jacobian are given

by

F = ∇χ, v = χ̇, L = grad(v) = ḞF−1, J = detF (4.1)

Note that vectors and second order tensors are shown in bold. The Kröner’s decom-

position [85] is used for the deformation gradient,

F = FeFi (4.2)

where Fe is the elastic distortion which represents the stretch and rotation and Fi is

the inelastic distortion. Then the velocity gradient is decomposed in the following

form.

L = Le + FeLiFe−1 (4.3)

where,

Le = Ḟ
e
Fe−1, Li = Ḟ

i
Fi−1 (4.4)
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The right polar decomposition of Fe yields,

Fe = ReUe (4.5)

in terms of the right stretch tensor Ue and the rotation tensor Re. The Hencky’s strain,

Ee = ln(Ue) (4.6)

is chosen as the strain measure. Following the decomposition given in equation (4.2),

the Jacobian can also be decomposed as,

J = JeJ i, Je = detFe > 0, J i = detFi > 0. (4.7)

The elastic and inelastic stretching and spin tensors are,

De = symLe, Di = symLi (4.8)

We = skewLe, Wi = skewLi (4.9)

Assuming an irrotational plastic flow i.e.,

Wi = 0 (4.10)

the total inelastic deformation gradient would be,

Ḟ
i

= DiFi. (4.11)

The total stretching tensor is decomposed in an additive manner [50],

D = De + Di. (4.12)
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From here on, the equations defining the plastic response of the different layers are

formulated separately for the top-coat ceramic material and the bond-coat/TGO two-

phase material.

Inelastic stretching tensor for a multiphase region (the bond-coat and the TGO) is

defined as,

Di = Ds + Dp (4.13)

where Ds is the swelling stretching and Dp is due to the viscoplastic deformation. The

swelling stretching Ds due to oxidation is defined as below,

Ds = φ̇S (4.14)

where φ is the phase field variable defining the content of the new phase in the region,

and S is the swelling strain tensor defined using βl (normal to interface), βt (in-plane)

growth parameters [10, 86] and n is the surface normal to the interface profile as

follows.

S = βln⊗ n + βt(1− n⊗ n) (4.15)

Dp is assumed to be the volume average of inelastic stretching of the bond-coat and

the TGO, i.e.,

Dp = (1− φ)Dp
bc + φDp

ox (4.16)

where Dp
bc and Dp

ox are the viscoplastic flow rate in the bond-coat and the TGO respec-

tively. For both the oxide (α = ox) and the bond-coat material (α = bc) the plastic

stretching is

Dp
α =

√
3

2
Np ˙̄εpα (4.17)

where ˙̄εpα is the plastic strain rate. Np is the plastic flow direction and assumed to be

colinear to the Mandel stress Me and codirectional for both phases. The second Piola
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stress can be expressed as,

Te = Fe−1Fe−TMe (4.18)

Thus, the Cauchy stress can be computed using the equation below.

T = J−1FeMeFeT (4.19)

Under isotropy assumption the Cauchy stress may also be expressed as [41],

T = J−1ReMeReT (4.20)

The first Piola stress then reads,

TR = JTF−T (4.21)

Calculating the deviatoric part of the Mandel Stress,

Me
0 = Me − 1

3
tr(Me)1 (4.22)

the plastic flow direction is expressed as,

Np =

√
3

2

Me
0

σ̄
(4.23)

where σ̄ is the equivalent stress. The equivalent stress is defined as,

σ̄ =

√
3

2
|Me

0| (4.24)

The microforce balance including a power-law rate dependence reads,

σ̄ = g(Sα, ˙̄εpα) = Sα(
˙̄εpα
ε̇0

)m + ∆th ˙̄εpα when ˙̄εpα > 0 (4.25)
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Parameter Sα is known as the material or deformation saturation resistance. m is the

rate sensitivity parameter, ε̇0 is the reference plastic flow rate and h is the hardening

parameter.

4.2 Balance Equations

The balance equations solved through the numerical process are presented below.

The definitions for the variables used in this section is given in Table 4.1. Neglecting

inertial effects in the body, the balance of linear momentum can be expressed as,

Div(TR) + b = 0 (4.26)

where TR and b are the 1st Piola-Kirchhoff stress tensor and the body force vector,

respectively. The isotropic version of the Allen-Cahn phase field model, which is also

known as time dependent Ginzburg-Landau model is used previously by [43] for the

modeling of oxide growth in a bulk metal. In contrast to bulk metal oxidation, the

TGO/bond-coat interface profile would not undergo shape smoothing evolution. The

isotropic model is then incapable of maintaining the interface profile shape, due to

the interface smoothing solution of the phase kinetic equations. In other words, in

the case of undulation smoothing, the Fick’s and the Allen-Cahn (Ginzburg-Landau)

models work pretty well since according to the nature of these equations, gradients of

the concentration and field variable in 3D affect the solution. The surface smoothen-

ing property of the Fick’s law can be accepted to be physically feasible, since nor-

mally it is used to express diffusion of a phase in another one and retreat of species

from regions already occupied by the diffusing phase is possible. However, in the

case of oxidation and TGO interface propagation, an already oxided region can not

get back to the base metal. To demonstrate this difficulty the classical Allen-Cahn

model is implemented for undulated interface and results for phase propagation are

presented in Figure 4.1.

To overcome this handicap of the Allen-Cahn model, the model is extended such

that it allows anisotropic interface propagation in accordance with the experimental

observations.
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Figure 4.1: Phase propagation with an initially undulated surface.

The anisotropic Fick’s law can be expressed as below,

ċ = Div(M∇(
∂ψ0(Φ)

∂c
)) (4.27)

where the symmetric second order tensorM is expressed as,

M =


M11 M12 M13

M12 M22 M23

M13 M23 M33


Then the Fick’s law can be written in the following explicit manner for two-dimensional

problems,

ċ =M11
∂2ψ0(Φ),c
∂x2

1

+ 2M12
∂2ψ0(Φ),c
∂x1∂x2

+M22
∂2ψ0(Φ),c
∂x2

2

(4.28)

where (·),c = ∂(·)
∂c

.

For our purpose definingM22 �M11 'M12 results undulation shape maintenance,

since undulation profile has a large gradient in transverse direction. Thus neglecting
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minor terms,

ċ =M11
∂2ψ0(Φ),c
∂x2

1

(4.29)

In a similar way a modification is needed for the G-L equation. The standard G-L

equation reads

βφ̇ = α∆φ− ∂ψ0

∂φ
(4.30)

Parameter α now can be defined as a tensor. With this modification equation (4.30)

can be rewritten in the following form.

βφ̇ = Div(α∇φ)− ∂ψ0

∂φ
(4.31)

The symmetric α matrix is defined as,

α =


α11 α12 α13

α12 α22 α23

α13 α23 α33


Then equation (4.31) can be expressed as,

βφ̇ = α11
∂2φ

∂x2
1

+ 2α12
∂2φ

∂x1∂x2

+ α22
∂2φ

∂x2
2

− ∂ψ0

∂φ
(4.32)

Assuming α22 � α11 ' α12 is assumed. Neglecting the minor terms,

βφ̇ = α11
∂2φ

∂x2
1

− ∂ψ0

∂φ
(4.33)

Implementing the modified model, the phase propagation changes as shown in Figure

4.2.
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Figure 4.2: Phase propagation in undulated surface after modification.

In conclusion, the modified equations for the normalized concentration of species c

(0 ≤ c ≤ 1) and the phase field φ (0 ≤ φ ≤ 1) balance proposed in [86] are as

follows,

ċ = Div(M∇(
∂ψ0(c, φ,Ee)

∂c
)) (4.34)

βφ̇ = Div(α∇φ)− ∂ψ0

∂φ
(4.35)

where ψ0,M, α and β represent the free energy density, the mobility tensor, a ten-

sorial and a scalar phase field parameter, respectively. Furthermore, following [87]

an auxiliary equation is defined with a scalar parameter π, providing the gradient of

tr(Ee) term needed in numerical implementation of the equations coupling diffusion

and mechanical solutions.

P = πtr(Ee) (4.36)

In the equation above, P is a scalar auxiliary field variable, and Ee is the elastic strain
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tensor. Briefly, the system of equations solved for the analysis is as follows,



Div(TR) + b = 0

ċ = Div(M∇(
∂ψ0(c, φ,Ee)

∂c
))

βφ̇ = Div(α∇φ)− ∂ψ0

∂φ

P = πtr(Ee)

(4.37)

Following [88, 89] neglecting the kinetic energy, and assuming that the variation of

any independent variable in the system will cause an energy change, the balance of

energy in the reference configuration can be written as,

d

dt

∫
V

ε dV =

∫
S

(TRn) · v dS +

∫
V

b · v dV −
∫
S

q · n dS +

∫
V

q dV

−
∫
S

µj · n dS −
∫
V

Pφ̇ dV +

∫
V

E · ∇φ̇ dV
(4.38)

where ε, j, P and E are the internal energy, species flux, energy conjugate variables

of φ and ∇φ, respectively. µ, q and q represent the chemical potential, the heat flux

and the external heat supply.

The term with species flux j in the equation above refers to the amount of energy

carried into the system by diffusing species. Application of divergence theorem leads

to

∫
V

[dε
dt
− [Div(TR) + b] · v− TR : Ḟ + Div(q)− q + µDiv(j) + j · ∇µ

+ Pφ̇− E · ∇φ̇
]
dV = 0.

(4.39)

Knowing the local balance of diffusion equation,

ċ = −Div(j), (4.40)
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equation (4.39) can be written as,

ε̇ = TR : Ḟ− Div(q) + q + µċ− j · ∇µ− Pφ̇+ E · ∇φ̇ (4.41)

The second law of thermodynamics for the imbalance of entropy (η) reads,

d

dt

∫
V

η dV ≥
∫
V

q

ν
dV −

∫
S

q · n
ν

dS (4.42)

where ν is the temperature. Using the divergence theorem, the energy balance equa-

tion and also keeping in mind that
q
ν

(Entropy flow) is present, whenever the heat flux

is available and neither of them can vanish without the other one [88], one can write,

η̇ ≥ q

ν
− Div(

q
ν

) (4.43)

Then using equations (4.41) and (4.43) one obtains,

(ε̇− νη̇)− TR : Ḟ− µċ+
1

ν
q · ∇ν + j · ∇µ+ Pφ̇− E · ∇φ̇ ≤ 0 (4.44)

Having introduced a specific free energy,

ψ = ε− νη (4.45)

the following local imbalance of energy can be written,

ψ̇ + ην̇ − TR : Ḟ− µċ+
1

ν
q · ∇ν + j · ∇µ+ Pφ̇− E · ∇φ̇ ≤ 0 (4.46)
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4.3 Constitutive Equations

Considering the balance of energy found in the previous section, following forms are

assumed for the free energy, the stress, the chemical potential and the entropy.



ψ = ψ̄(Φ)

Te = T̄(Φ)

µ = µ̄(Φ)

η = η̄(Φ)

P = P̄(Φ)

E = Ē(Φ)

(4.47)

where Φ represents the set of variables {Ce, ν, c, φ,∇φ}. Stress power for a unit

volume of the material may be written as

TR : Ḟ = TR : (ḞeFi + FeḞi)

= (JFe−1TFe−T ) : (FeT Ḟ
e
) + (CeJFe−1TFe−T ) : Li

(4.48)

Knowing that the right Cauchy-Green tensor is defined as,

Ce = FeTFe (4.49)

then the time derivative reads

Ċ
e

= ˙FeTFe + FeT Ḟ
e

(4.50)

Thus using equation (4.18), (4.19) and (4.50) the stress power (4.48) for a unit volume

of the multiphase material can be written as,

TR : Ḟ =
1

2
Te : Ċ

e
+ Me : Li (4.51)
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Then using equation (5.8), (4.14) and (4.16)

TR : Ḟ =
1

2
Te : Ċ

e
+ (1− φ)Me : Dp

bc + φMe : Dp
ox + φ̇Me : S (4.52)

Then the free energy imbalance equation (4.46) can be written as,

ψ̇ + ην̇ − 1

2
Te :Ċ

e − (1− φ)Me : Dp
bc − φMe : Dp

ox − φ̇Me : S

− µċ+
1

ν
q · ∇ν + j · ∇µ+ Pφ̇− E · ∇φ̇ ≤ 0

(4.53)

Considering the dependence of the free energy given in equation (4.47), it is possible

to reformulate equation (4.53) as,

(
∂ψ(Φ)

∂Ce −
1

2
Te) : Ċ

e
+ ν̇(

∂ψ(Φ)

∂ν
+ η)− (1− φ)Me : Dp

bc − φMe : Dp
ox

− φ̇(Me : S− ∂ψ(Φ)

∂φ
+ P)− (µ− ∂ψ(Φ)

∂c
)ċ+ (

∂ψ(Φ)

∂∇φ
− E)∇φ̇

+
1

ν
q · ∇ν + j · ∇µ ≤ 0

(4.54)

This equation must hold for all values of Φ. Therefore, the following equations can

be inferred,



Te = 2
∂ψ(Φ)

∂Ce

η = −∂ψ(Φ)

∂ν

µ =
∂ψ(Φ)

∂c

E =
∂ψ(Φ)

∂∇φ
P =

∂ψ(Φ)

∂φ
−Me : S

(4.55)

with dissipative thermodynamic force P and energetic constitutive response function
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Ã,

Ã(Φ) = −∂ψ(Φ)

∂φ
(4.56)

Then the inequality simplifies to the following form,

(1− φ)Me : Dp
bc+φMe : Dp

ox −
1

ν
q · ∇ν − j · ∇µ ≥ 0 (4.57)

Using the heat conduction equation q = −K∇ν, diffusion of species (4.34), and

defining K as the thermal conductivity tensor andM as the mobility tensor, inequality

(4.57) can be rewritten as,

(1− φ)Me : Dp
bc + φMe : Dp

ox +
1

ν
K∇ν · ∇ν +M∇µ · ∇µ ≥ 0 (4.58)

4.4 Specialization of the Constitutive equations

4.4.1 Bond-coat

Considering the Allen-Cahn definition of total free energy density, ψ is given by,

ψ(Φ) = ψ0(Φ) +
1

2
∇φ.(α∇φ) (4.59)

As a consequence of isotropy of the material, the free energy density, given in terms of

Φ(Ce, ν, c, φ,∇φ), can also be defined in terms of Φ(Ee, ν, c, φ,∇φ) [41]. A specific

form of free energy density for isothermal analysis can be written as,

ψ0(Φ) = ψM(φ,Ee) + ψφ(φ, c) + ψP (φ,Ee, c) (4.60)
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with mechanical part of the free energy density defined as,

ψM(φ,Ee) = G(φ)|Ee|2 +
1

2
[K(φ)− 2

3
G(φ)]tr(Ee)2 (4.61)

where G(φ) and K(φ) denote the shear and the bulk modulus of the two phase mate-

rial, respectively. Material properties which have phase field variable dependency are

defined as a linear function of phase field.

K(φ) = Kbc(1− φ) +Koxφ (4.62)

G(φ) = Gbc(1− φ) +Goxφ (4.63)

The phase field part is adapted from [90],

ψφ(φ, c) = φ2(3− 2φ)ψ1(c) + [1− φ2(3− 2φ)]ψ2(c) + χφ2(1− φ)2 (4.64)

ψi(c) =
1

2
ki(c− ci)2 (i = 1, 2) (4.65)

where ki and χ are material phase parameters. c1 and c2 are the maximum and min-

imum normalized concentration of species in the domain. The coupling part of the

free energy density is formulated as,

ψP (φ,Ee, c) = −cmaxK(φ)P (c− c0) (4.66)

where cmax is the maximum oxygen concentration in the alumina [91] and c0 is the

initial normalized concentration.
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Using (4.18), (4.55), (4.60) and (4.59), the Mandel Stress Me, dissipative thermody-

namic force Ã(Φ), E and P can derived in the following form,

Me = 2GEe + λtr(Ee)1 (4.67)

Ã(Φ) = (3φ−2)(ψ1−ψ2)−2χφ(1−φ)(1−2φ)−(Kox−Kbc)(c−c0)cmaxP (4.68)

E = 2(α∇φ) (4.69)

P = Me : S + Ã(Φ) (4.70)

where, λ is the lame constant and 1 is the identity tensor. The chemical potential µ

can be calculated using equation (5.16).

µ = k1(c− c1)φ2(3− 2φ) + k2(c− c2)(1− φ2(3− 2φ))− cmaxK(φ)P (4.71)

4.4.2 Topcoat

Creep resistant bond-coats are more desirable due to less interface oxidation rough-

ening under severe thermo-mechanical conditions [92]. However the top-coat creep

is believed to be one of the major mechanisms extending coating life via lowering

stress levels in the TBC system. Thus, in our modeling attempt, the top-coat creep

is considered and a rate-dependent Gurson type plasticity [93] for porous material

is adopted to the overall model. In addition to volumetric plasticity, the model can

also describe creep relaxation and plastic flow due to deviatoric stresses, [94]. For

the top-coat, the pure mechanical free energy density presented in equation (4.61) is

considered by taking φ = 0. The plastic stretching tensor is defined as

Dp =

√
3

2
Np∂ϕ

∂σ̄
+

1

3

∂ϕ

∂σ̄v
1 (4.72)
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where,

Np =

√
3

2

Me
0

σ̄
(4.73)

σ̄v =
1

3
tr(Me) (4.74)

σ̄ =

√
3

2
|Me

0| (4.75)

In equation (4.72) Np, σ̄v , σ̄ and ϕ are the plastic strain direction, the equivalent

volumetric stress, the equivalent deviatoric stress and the viscoplastic potential re-

spectively. In order to include creep in the model the volumetric plastic deformation

rate tensor is also added to the plastic deformation rate tensor [95].

The effective equivalent plastic strain rate of the dense material was described using

an evolution function formulated for creep at elevated temperatures [96].

˙̄εpm = ε̇0(
σ̄m
S

)
1
m (4.76)

Expressing a rate-dependent behavior for the porous material, the viscoplastic po-

tential function ϕ and the effective equivalent stress in the matrix (material without

pores) σ̄m are formulated as,

ϕ = F (X,m)[
ε̇0S

1/m+ 1
(
σ̄m
S

)1/m+1] (4.77)

σ̄m = κ(F )
m

m+1 · σ̄ (4.78)

where, F is a function amplifying potential due to presence of the voids. κ, m and

X represent a porosity parameter, the rate sensitivity parameter and the triaxiality
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respectively. F and X are given as,

F = A1 + (A2X
2 + A3)(1/m+1)/2 (4.79)

X =
σ̄v

σ̄
(4.80)

where A1, A2 and A3 are adopted in the specific form introduced in [94]. The evolu-

tion of deformation resistance for top-coat material is defined as,

Ṡ = h ˙̄εpm(1− S

Ssat
)q (4.81)

where S0, Ssat, q and h respectively denote the initial deformation resistance, the

saturation resistance and the hardening parameters.

4.5 Surface Undulation

Surface roughness is usually modeled as a sinusoidal profile, but in order to determine

an average value of the wave amplitude in the profile several experiments have been

carried out in the literature [45]. Image processing analyses of samples show that a

profile can be taken as,

y(x) = a · cos(
πx

w
) (4.82)

Image processing techniques are used to determine the roughness parameters and the

interface surface profile. The interface profile function is then approximated as a

sinusoidal function by the means of the Fourier transformation. The amplitude and

wavelength of the profile are assumed to be equal to the average amplitude value of

the TGO-YSZ and TGO-BC interfaces and the average wavelength. This values are

found using the images captured by an electron microscope (SEM), see Figure 4.3

[97].
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Figure 4.3: Image captured by SEM

The profile amplitude a and wavelength w are set to be equal to 10µm and 30µm

respectively. Then after choosing a proper origin for the coordinate system, the unit

normal vector to the surface is found to be,

nR(x) = (−π
3

sin(
xπ

30
)i + j)/N (4.83)

where N , i and j are the magnitude of normal vector and unit vectors in horizontal

and vertical directions respectively. The unit surface normal vector in the current

configuration n can be found by pushing forward nR to the deformed configuration

as expressed below [88],

nRdaR = J−1FTnda (4.84)

and,

nda = JF−TnRdaR (4.85)

Then following expression is achieved for the normal vector of the undulated surface,
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which can be addressed in the geometry dependent parts of the model.

n =
F−TnR
|F−TnR|

(4.86)

4.6 Numerical Implementation

Implementation of the model is carried out by using a User Element (UEL) subrou-

tine in ABAQUS software. In addition to the displacement degrees of freedom (u1

and u2 in two-dimensional problems), the normalized concentration of species (c),

the phase field variable (φ) and the mechanical coupling term P defined in equation

(4.36) are defined as nodal degrees of freedom of the finite element formulation. The

extra degree of freedom (P ) provides ease in the calculation of its gradient through

shape functions. This gradient term is used in the calculation of the residual vector

given in equation (4.101) for the normalized concentration, Rc.

For the displacement degrees of freedom the boundary is decomposed into two parts

such that ∂Ω = ∂Ωu∪∂Ωt, where Ωu and Ωt denote the boundaries where the essential

and the natural boundary conditions are prescribed, respectively.

u = u0 on ∂Ωu

t = t0 on ∂Ωt

(4.87)

Div(TR) + b = 0 (4.88)

The boundary conditions and the governing differential equation of the problem are

defined.

c = c0 on ∂Ωc

−D ∂c
∂X = j0 on ∂Ωj

(4.89)
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ċ = Div(M∇(
∂ψ0(c, φ,Ee)

∂c
)) (4.90)

The G-L equation the related boundary conditions are as below.

φ = φ0 on ∂Ωφ

α ∂φ
∂X = E on ∂ΩE

(4.91)

βφ̇ = Div(α∇φ)− ∂ψ0

∂φ
(4.92)

The additional equation solved for auxiliary field variable is given as

P = πtr(Ee) (4.93)

The displacement u, the mechanical-diffusional coupling term e, the concentration c

and the phase field variable φ and their spatial derivatives are interpolated with the

help of shape functions

u =
n∑
i=1

Niui,∇u =
n∑
i=1

Biui (4.94)

e =
n∑
i=1

Niei,∇e =
n∑
i=1

Biei (4.95)

c =
n∑
i=1

Nici,∇c =
n∑
i=1

Bici (4.96)

φ =
n∑
i=1

Niφi,∇φ =
n∑
i=1

Biφi (4.97)

The calculated residual vectors and tangent matrices are presented in the equations

below. It should be mentioned that implementing off-diagonal terms in the tangent

tensor will only effect the convergence speed and will not change final solution of
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the problem. The element residual vector and the tangent matrix can be presented as

below,

R =


[Ru]

[Rc]

[Rφ]

[Re]



K =


[Kuu] [Kuc] [Kuφ] [Kue]

[Kcu] [Kcc] [Kcφ] [Kce]

[Kφu] [Kφc] [Kφφ] [Kφe]

[Keu] [Kec] [Keφ] [Kee]


We define,

a = k1φ
2(3− 2φ) + k2(1− φ2(3− 2φ)) (4.98)

b = k1(c− c1)− k2(c− c2) (4.99)

for a compact representation. Let NA be the shape function for the interpolation of

node A, then the residuals for the displacement u, phase field φ, normalized concen-

tration c and the mechanical coupling term P for each element are expressed as,

Ru =

∫
Ωe

(NAb−∇NATR) +

∫
∂Ωt

NAt dS (4.100)

Rc =

∫
Ωe

(
NAċ+cmaxK(φ)∇NA∇P −Ma∇NA∇c+ 6Mbφ(1− φ)∇NA∇φ

)
dV

−
∫
∂Ωj

NAj · n dS = 0

(4.101)
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Rφ =

∫
φe

(
NA(βφ̇+ 3φ(1− φ)C + χD)+α∇NA∇φ

)
dV +

∫
∂ΩE

NAE · n dS

(4.102)

Re =

∫
Ωe

NA

(
P − πtr(Ee)

)
dV (4.103)

where E is an energy conjugate for∇φ and scalar values C and D are defined as,

C = k1(c− c1)2 − k2(c− c2)2 (4.104)

D = 4φ3 − 6φ2 + 2φ (4.105)

Note that the mobility of the speciesM and parameter α are second order tensors.

The components of these tensors are chosen such that they prevent lateral propagation

of the oxide supporting the experimental results claiming negligible lateral growth

against rapid growth in the direction normal to the interface. All the elements of

these tensors other than the diagonal element that defines the mobility normal to the

interface are assumed to be sufficiently small. This modification results in a control-

lable oxidation interface profile shape in agreement with the experiments. Neglecting

body forces, non-zero elements of the stiffness matrix are derived in the following

form,

KAB
cc = −

∫
Ωe

(NANB

∆t
+aM∇NA∇NB + 6Mφ(1− φ)

∂b

∂c
NB∇NA∇φ)

)
dV

−
∫
∂Ωj

NANB
∂j
∂c
· n dS

(4.106)

KAB
φφ = −

∫
Ωe

(
β
NANB

∆t
+α∇NA∇NB + 3NANB(1− 2φ)C +NANBχ

∂D
∂φ

)
dV

−
∫
∂ΩE

NANB
∂E
∂φ
· n dS

(4.107)
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KAB
ee = −

∫
Ωe

(NANB) dV (4.108)

KAB
cφ = −

∫
Ωe

(
NANB

∂K(φ)

∂φ
+ 6bM∇NA∇NB

)
dV (4.109)

KAB
ce = −

∫
Ωe

(
3NANBK(φ)

)
dV (4.110)

KAB
φc = −

∫
Ωe

(
2NANBk1φ(1− φ)(c− c1)

)
dV (4.111)

Kuu for the viscoplastic material is obtained from the work [98].

KAB
uu =

∫
Ωe

GTAG dV (4.112)

where G is known as element discrete spatial gradient operator (Appendix D). A is

the consistent tangent modulus.

Aijkl =
∂Tij
∂Fkm

Flm − Tilδjk (4.113)

Aijkl =
∂TRij

∂Fkl
(4.114)

Details regarding
∂T
∂F

for viscoplastic material can be found in Appendix A.

Kuφ can be written as,

KAB
uφ =

∫
Ωe

∇NA
∂TR

∂φ
NB dV (4.115)

Expression for
∂TR

∂φ
can be calculated using equations (4.67), (4.62), (4.63) and

(A.34) in the following manner. Solution parameters used in the analysis can be
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found in Table 4.2. Making an approximation for the derivative of the Piola stress we

get

∂TR

∂φ
≈
∂Me

∂φ
= 2

∂G

∂φ
Ee +

∂K

∂φ
tr(Ee)1 + 2GS +Ktr(S)1 (4.116)

where,

∂G

∂φ
= Gox −Gm (4.117)

∂K

∂φ
= Kox −Km (4.118)

The rest of the elements in the tangent matrix are either zero or because of complexity

adopted as zero.

It should be noted that the residual vector and the tangent matrix for the displacement

degrees of freedom are formulized and implemented in the current configuration to

keep the symmetry of the tangent tensor following the finite element implementation

of Chester [84]. For the rest of the DOFs these vectors and matrices are formulated

and implemented in the reference configuration. Mechanical properties are taken

from a previous work by He et al. [32], assuming that temperature at interface is

around 400oC [99] (see Appendix C for more details).

For the simulation of a TBC system a two-layer geometric model is created with a

top-coat and a bond-coat (see Figure 4.4) with a total number of 8235 elements. The

problem is assumed to be isothermal at 1200oC. No species flux boundary condition

is applied on the left and right edges of the medium. In a similar manner explained in

the previous chapter, the phase field and the concentration variables are set as φ = 1

and c = 0.92 at the top edge and φ = 0 and c = 0.12 at the bottom edge. The ini-

tial conditions for the phase field and the concentration variables are consistent with

the boundary conditions and follow a hyperbolic tangent transition function in the

interphase region. Although the physical length of the transition region is not clearly

defined in the literature for a growing oxide in a TBC system, 2µm transition length

is chosen for the hyperbolic tangent transition function (Figure 4.4). This length is
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in accordance with the mesh sizes in the interface region of our finite element model

[90, 43]. The displacement of the left edge is constrained in the horizontal direction

and the vertical displacement is constrained at the bottom boundary as depicted in

Figure 4.5. The right boundary is constrained to remain vertical to mimic the conti-

nuity of the sinusoidal pattern in the system. The mesh used has a minimum size of

0.5µm as a result of the mesh sensitivity study presented in the previous chapter.

The top-coat/bond-coat interface is magnified in Figure 4.5, where the progression

of the oxide front in the bond-coat can be clearly observed. There is no experiment

in the literature showing the effect of volumetric pressure on the species diffusion in

porous materials to the best knowledge of the authors, but numerical and physical

validation of the hypothesis can be observed in the result presented in Figure 4.6. The

results show that for higher values of the parameter π the TGO growth speed is lower

as expected due to the increase in the scaled compressive pressure. The parameter π

is calibrated in accordance with the experimental data provided in [14].

Due to the lack of creep data for EB-PVD coatings, experimental results provided

for APS ceramic tested at 1050oC are used for the calibration of creep parameters q

and A3 [100]. The remaining creep parameters A1, A2 and κ are taken from [94].

The numerical results showing creep strain for one element medium under different

compressive loads are presented in Figure 4.7.

After identification of some material constants a brief parametric study investigating

the effects of the mobility parameterM and the phase field parameter β is conducted.

The results are shown in Figure 4.8 and Figure 4.9. As expected, an increase inM
and a decrease in β accelerates the growth of TGO.

The contour plots showing the distribution of Cauchy stress components σ11, σ22,

equivalent deviatoric stresses and the plastic strain are shown in the bond-coat and

the top-coat in Figure 4.10 and Figure 4.11. During the phase transformation, large

plastic strains due to high compressive stresses are generated in the multiphase region,

which later transforms into a single oxide phase. Figure 4.12 shows the evolution of

stress components σ11 and σ22 at a point in the vicinity of the interface in the TGO

region. Figure 4.13 shows evolution of the same stress components in the vicinity

of the interface in the top-coat region. The stress magnitudes generated in the oxide
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region are in good agreement with the experimental results provided in [101] for a

similar system, which reports a maximum of 800 MPa compressive stress (see Figure

4.12 and Figure 4.13). Figure 4.15 shows two stress distributions in the bond-coat for

the purely elastic top-coat and plasticity-creep included top-coat material models. It

can be seen from the figure that the maximum tensile and compressive stresses in the

TGO and the bond-coat are significantly reduced.

Figure 4.4: Intial conditions specified for the concentration and phase field variable.

Results for the model with creep is compared with no-creep condition for the top-coat

in Figure 4.15. As it was expected the normal stress in lateral direction is considerably

higher in the model with no creep due to absence of relaxation mechanism. In Figure

4.11 results related to stress and plastic strain in the bond-coat is demonstrated. Al-

though the yield stress of the TGO is high, during phase transformation large plastic

strain is generated in multiphase region, which later transforms to single oxide phase.

The contour results for the stresses presented in Figure 4.11 is incapable of showing

the stress level in the TGO/bond-coat interface due to the small thickness of the inter-

face and the result averaging in the region. The stress transition along the interphase

region is shown in Figure 4.14, where a stress level as high as 3 GPa can be observed.

These results are also confirmed by the experiments reporting a maximum of 2 − 4
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GPa stresses in the TGO/bond-coat interface [102].
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Table 4.2: Material and analysis parameters

Parameters Top-coat Bond-coat TGO Unit

G 15.68× 103 92.31× 103 154.× 103 MPa

K 19.27× 103 200.00× 103 231.× 103 MPa

Sα 3.0× 104 5.× 102 1.× 104 MPa

S0 2.2× 102 3.5× 102 7.0× 104 MPa

h 9.0× 103 1.0× 103 1.0× 103 MPa

m 0.25 0.25 0.25 -

ε̇0 0.5× 10−10 1× 10−4 1× 10−4 -

M22 2× 10−17 2× 10−17 2× 10−17 m5 · s ·mol · J−1

α22 3.62× 10−7 3.62× 10−7 3.62× 10−7 J ·m−1

β 0.95× 106 0.95× 106 0.95× 106 J ·m−3

χ 3.92× 10−1 3.92× 10−1 3.92× 10−1 -

k1, k2 6.0× 103 6.0× 103 6.0× 103 J ·mol−1 ·m−3

c1 0.14 0.14 0.14 -

c2 0.90 0.90 0.90 -

βl - - 1.4× 10−1 -

βt - - 1.6× 10−3 -

π - - 1× 10−2 -

q 1.3 - - -

A1 1.0 - - -

A2 20.3× 105 - - -

A3 1.3 - - -

κ 1.02 - - -
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Figure 4.6: Calibration of parameter π of mechanical stresses on TGO growth. Ex-

perimental data is taken from [14].
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Figure 4.7: Validation of creep strain in 1050oC

Figure 4.8: TGO thickness versus time for the increasing values of mobility parameter

M.
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Figure 4.9: TGO thickness versus time for the increasing values of phase field param-

eter β.

71



Fi
gu

re
4.

10
:T

he
no

rm
al

C
au

ch
y

st
re

ss
co

m
po

ne
nt

s
(M

Pa
)a

nd
eq

ui
va

le
nt

pl
as

tic
st

ra
in

in
th

e
to

p-
co

at
af

te
r1

00
hr

s
of

is
ot

he
rm

al
se

rv
ic

e.

72



Fi
gu

re
4.

11
:T

he
no

rm
al

C
au

ch
y

st
re

ss
co

m
po

ne
nt

s
(M

Pa
)a

nd
eq

ui
va

le
nt

pl
as

tic
st

ra
in

in
th

e
bo

nd
-c

oa
ta

ft
er

10
0

hr
s

of
is

ot
he

rm
al

se
rv

ic
e.

73



Figure 4.12: Evolution of stress component in TGO, in transverse σ11 (left) and lateral

σ22 (right) directions.

Figure 4.13: Evolution of lateral and transverse stresses in top-coat in downhill (left)

and uphill of the interface (right).
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Figure 4.14: Evolution of stresses along the TGO/bond-coat interface, in transverse

(left) and lateral (right) directions.

Figure 4.15: The normal Cauchy stress component (MPa) in the lateral direction in

the bond-coat and the TGO without top-coat creep (elastic top-coat) (left) and with

creep (right) after 100 hrs.
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CHAPTER 5

FAILURE MODELING IN THERMAL BARRIER COATINGS

In the previous chapters a model capable of describing the oxidation process and

oxidation induced elasto-viscoplastic deformation was introduced and implemented.

Knowing the stress state in time, the simulation will be more valuable if the lifetime

estimation mechanism of the TBC is also incorporated into the model. The following

section is dedicated to the failure analysis of the system with an EB-PVD top-coat.

Lifetime estimation of the coating systems has always been a major challenge for the

researchers, for the reason that these systems are utilized in technically critical and

expensive elements. In the past two decades numerous experimental and numerical

analyses have been conducted to understand and model the mechanisms playing role

in the failure of those systems. In 1987 Chang et al. [27] numerically analyzed the

thermo-mechanical behavior of a PS (Plasma sprayed) coating system using the finite

element method. An elastic behavior for the materials was adopted and an initially

existing crack for the failure was taken into account. In most of the cases the metal/ce-

ramic interface is not a planer one [27]. To this end Evans et al. [103, 104] searched

for the reason for the formation of initial crack leading to failure in undulated inter-

faces. Buckling and crack propagation were already known to be the reasons for the

spallation of the ceramic coat [105], but searching for the mechanisms controlling

the durability of the TBC, Evans et al. [24, 104] claimed that the initial crack is a

result of cyclic plastic strain. Later, they [32] investigated the change in the mate-

rial parameters and stresses induced by cycling loading by changing the number of

cycles. They found that the TGO growth induces tensile stress in the TBC which is

linearly dependent on the number of cycles. This dependency is related to the TGO/-

topcoat interface undulation change because of the instabilities in the displacement
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of the EB-PVD type ceramic topcoats. They also found the fracture parameters for

a predefined crack in a TBC system and their relation with thermal cycling. Caliez

et al. [106] used a damage failure model based on the critical thickness of the TGO

for an isothermal test. The finite element method was used to find the evolution of

stress in the system along with cohesive elements for the delaminating region to sim-

ulate the failure propagation. Aktaa et al. [107] simulated the TGO growth using

the controlled movement of the nodes in a thermo-mechanical analysis. They also

carried out a fracture analysis procedure for a crack at probable initiation site for the

simulation of failure. Later, Bialas [108] used the swelling option of commercial soft-

ware ABAQUS [109, 110] for simulation of the TGO growth and also took creep of

the system materials into account to observe its effect on residual stresses and failure

mechanism. There are also failure simulations based on cohesive element modeling,

which are capable of predicting failure at the TC/TGO interface or the TGO/BC in-

terface or any predefined failure surface [111, 108, 106, 109]. However, these models

are incapable of predicting failure in the whole domain.

In this chapter of the study, a plasticity induced damage model is implemented using

a model with a plastic material response for softening. The damage planes of the

coating system are chosen in accordance with the experimental results published for

the TBC failure in both the isothermal and cyclic loading. The presented model a

simplistic approach toward modelling the initiation and progress of the failure over

the entire simulated domain which should be further improved.

5.1 Kinematics

Defining Fd to be the damage related part of the deformation gradient and using the

Kröner’s decomposition [112, 113] one can write,

F = FeFd (5.1)

Ḟd = LdFd (5.2)
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where Fe is the elastic distortion which represents the stretch and rotation and Fd is

the damage distortion. Then the velocity gradient is decomposed in the following

form.

L = Le + FeLdFe−1 (5.3)

where,

Le = ḞeFe−1, Ld = ḞdFd−1
(5.4)

The right polar decomposition of Fe yields,

Fe = ReUe (5.5)

The Hencky’s strain,

Ee = ln(Ue) (5.6)

is chosen as the strain measure. Following the decomposition given in equation (5.1),

the Jacobian can also be decomposed as,

J = JeJd, Je = detFe > 0, Jd = detFd > 0. (5.7)

The elastic and damage related stretching and spin tensors are,

De = symLe, Dd = symLd (5.8)

We = skewLe, Wd = skewLd (5.9)
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An irrotational damage flow is assumed, i.e.,

Wd = 0 (5.10)

The damage stretching is defined as

Dd = ˙̄εdNd (5.11)

where ˙̄εd is the equivalent damage strain rate and,

Nd = n (5.12)

In this model for simulation of the delamination of the TBC layers and crack initi-

ation and propagation in the top-coat only mode I fracture is assumed. Thus, n is a

predefined unit vector normal to the damage plane (normal to the opening face). The

trial Mandel stress is defined as

Me = C : Ee (5.13)

The Mandel stress is projected on the normal of the damage plane. The magnitude of

the projected vector is calculated as follows

M e
d = |n ·Men| (5.14)

The Cauchy stress is defined as,

T = J−1ReMeReT (5.15)

The microforce balance reads,

M e
d = g( ˙̄εd, Sd) when ˙̄εd > 0 (5.16)
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The parameter Sd is known as the material or deformation saturation resistance. g is

a specific softening function defined in the next section.

5.1.1 Time integration

A summary of the time integration procedure for the model is presented below. Terms

with ∗ are trial values. For a displacement driven analysis, the deformation gradient

is known, so the trail elastic deformation gradient using the Kröner’s decomposition

can be calculated.

Fe∗n+1 = Fn+1(Fd)−1
n (5.17)

The polar decomposition is applied to the elastic deformation gradient and Ee∗ is

found to be

Ee∗ = ln(Ue∗
n+1) (5.18)

The trail Mandel stress is calculated as,

Me∗ = C : Ee∗ (5.19)

Then, the projection of the trial Mandel stress reads,

M e
d
∗ = |n ·Me∗n| (5.20)

The damage resistance (Sd) function is assumed to obey the following evolution with

initial value Sd0 .

Ṡd( ˙̄εd, ˙̄εp) = h ˙̄εp + h1 ˙̄εd + Sd
( ˙̄εd

ε̇d0

)md

(5.21)

where h, h1, md and ε̇d0 are the hardening, softening, rate sensitivity and the reference

damage flow rate parameters, respectively. h1 is chosen to be a negative value so that
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softening will occur instead of normal hardening. The definition of a rate-dependent

behavior for plasticity provides a smooth transition from plasticity to the damage,

which can be observed in the stress-strain curve plotted for a one-dimensional anal-

ysis in Figure 5.1. Including the plastic strain in the damage resistance function will

provide dependency of the damage initiation stress on plastic deformation. As plastic-

ity occurs in the material, damage occurrence would be easier through the oxidation

process. Similarly as expressed in Appendix A the corrected Mandel stress can be

written as

Me = Me∗ − C : (∆tDd
n+1) (5.22)

where,

Dd
n+1 = ˙̄εdNd (5.23)

Substituting the expression for stretching tensor Dd one can get,

Me = Me∗ −∆t ˙̄εdC : Nd (5.24)

Since C and Nd are constant tensors the following tensor can be replaced with the

multiplication those tensors.

Cn = C : Nd (5.25)

Equation (5.24) can be rewritten as

Me = Me∗ −∆t ˙̄εdCn (5.26)

Calculating the magnitude of the projection of both sides of the equation (5.26) on n

n ·Men = n ·Me∗n−∆t ˙̄εd(n · Cnn) (5.27)
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n ·Cnn represents an elastic modulus in the direction of the damage plane and can be

represented as Cd. Using equation (5.20) the equation can be rewritten as,

M e
d = M e

d
∗ −∆t ˙̄εdCd (5.28)

Then the following equations have to be solved for ˙̄εd [114].

M e
d −M e

d
∗ + ∆t ˙̄εdCd = 0 (5.29)

Sdn+1 − Sdn −∆t[h ˙̄εp + h1 ˙̄εd + Sd(
˙̄εd

ε̇d0
)m

d

] = 0 (5.30)

As a consequence of the microforce balance and using equation (5.21) and (5.29),

(5.30) and assuming that ˙̄εp = 0 when ˙̄εd > 0, one can write

Sdn + ∆th1 ˙̄εd −M e
d
∗ + ∆t ˙̄εdCd + ∆tSd(

˙̄εd

ε̇d0
)m

d

= 0 (5.31)

Thus, only equation (5.31) has to be solved for ˙̄εd. Having found the equivalent

plastic strain rate, the updated stresses can be found using the following equations.

The exponential mapping for the solution of equation (5.17) is used.

Fdn+1 = exp(∆tDd
n+1)Fdn

−1
(5.32)

Fen+1 = exp(−∆tDd
n+1)Fd−1

n+1 (5.33)

Then, the Piola stress and the Mandel stress are computed.

Te
n+1 = C : Ee

n+1 (5.34)

Me
n+1 = FeTn+1Fen+1Te

n+1 (5.35)
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Finally, the Cauchy stress reads

Tn+1 = J−1Re
n+1Me

n+1ReT
n+1 (5.36)

5.2 Analysis

A plane-strain one-element analysis is initially carried out for a uniaxial tension test.

The material parameters used are presented in Table 5.1. The stress-strain curve with

hardening and a sharp softening region is observable in Figure 5.1. The initial failure

strength of the model was defined to be Sd0 = 400MPa, but as it can be seen in

the stress-strain plot, the softening mechanism initiates at approximately 290MPa,

confirming the plasticity induced early failure.

Figure 5.1: Stress-strain curve for one element simple tension test.

The next analysis is carried out for a strip under uniaxial tensile load, where the

loading is applied at a constant strain rate, see Figure 5.2. A defected element is

defined in the middle of the strip with lower deformation resistance (Sd0 = 6.48MPa).
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Table 5.1: Material and analysis parameters

Parameters Value Unit Parameters Value Unit

G 150.× 103 MPa ε̇0 1.0× 10−4 -

K 225.× 103 MPa Sd0 4.0× 102 MPa

S0 2.5× 102 MPa h1 −4.0× 103 MPa

h 2.0× 103 MPa md 0.2 -

m 0.4 - ε̇d0 1.0× 10−4 -

The material properties for the analysis can be found in Table 5.2. The damage and

stress contours are presented in Figure 5.2. Furthermore, the axial stress-strain curves

in the defected element and in a regular element are depicted in Figure 5.2 as well.

The elastic relaxation in the regular element is due to the damage progress in the

defected element.

The model is also used in a uniaxial tension test with a weakened element to check its

capability to model crack propagation. Propagation of the crack and the stress-strain

curve for the damaged element are shown in Figure 5.3.

Table 5.2: Material and analysis parameters

Parameters Value Unit Parameters Value Unit

G 150.× 103 MPa ε̇0 1.0× 10−4 -

K 225.× 103 MPa Sd0 6.5× 102 MPa

S0 3.5× 102 MPa h1 −4.0× 103 MPa

h 2.0× 103 MPa md 0.2 -

m 0.4 - ε̇d0 1.0× 10−4 -

Transverse cracks are reported to be appearing usually at the material interfaces and

in the TGO. In the case of EB-PVD top-coats lateral (normal to the TC/TGO inter-

face in the direction of ceramic columns)cracks are responsible for the final spallation

of the coatings in addition to the transversal (laying parallel the TC/TGO interface)

cracks which may be also present in the structure. The transversely propagated cracks

join the lateral ceramic cracks and this leads to the delamination and spallation of the
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Figure 5.2: Uniaxial tensile loading of a strip with a defected element.

ceramic topcoat [115, 116, 6](Figure 5.4). In the case of isothermal analysis (Figure

5.5), the major transversal crack seems to be initiated from the downhill of the in-

terface undulation (red arrow) and lateral cracks are observable mainly at the turning

points of the interface profile (yellow arrows). It can be also observed that the location

of the failure site depends on the shape of the undulation. Figure 5.6 shows damage

in the same specimen after 200hrs of isothermal service. Finally, in this chapter an

analysis is carried out by coupling the model presented in the previous chapter with

the damage model for a TBC specimen with an undulated interface similar to the to-
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pography of the failed region in the SEM image marked in Figure 5.6. The normal

vector of the damage plane for the top-coat is defined to be on the x axis and for the

bond-coat, this vector lays on the y axis.

The damage resistance of the top-coat, the bond-coat, and the TGO are calibrated with

the experimental results so that the crack initiation will neither start too early nor too

late in the domain. According to the SEM images damage is observed not earlier than

96hrs of isothermal service [15]. The crack initiation region in the medium depends

strongly on the defects already present in the as-deposited coating system. However,

for this analysis a homogeneous low damage resistance top-coat is assumed instead.

Table 5.3: Damage parameters

Parameters Top-coat Bond-coat TGO Unit

Sd0 1.55× 102 8.2× 102 8.2× 102 MPa

h1 −1× 103 −1× 103 −1× 103 MPa

md 0.2 0.2 0.2 -

ε̇d0 1× 10−4 1× 10−4 1× 10−4 -

The analysis conducted in the previous chapter for the oxidation of the TBC system

at 1200oC is repeated with the same geometry and boundary conditions. However,

damage model takes the control of the kinematics this time after the damage thresh-

old is reached (see Figure A.1). The parameters in the Table 4.2 are used for this

analysis and additional parameters used in the damage model is as presented in Table

5.3. Figure 5.7 shows the damage evolution in the domain after 200hrs of service.

A comparison of the result with the experimental result in Figure 5.6 reveals the

similarity in the initiation point and extent of the damage in these two results. As

it was expected damage is initiated at the turning point of the profile mainly in the

top-coat/TGO interface. Another site for the damage is the TGO/bond-coat interface

where the material mismatch is responsible for the high stresses. Figure 5.8 shows

that the maximum projected stress is moving with the oxidation front.

The normal stresses, equivalent plastic strain, and the damage resistance contour

which is evolving due to plasticity and damage are shown for the TC and the BC/TGO

in Figure 5.9 and Figure 5.10. It can be seen that the damage resistance is lower in

87



the regions with high plastic strain. The stress relaxation due to the damage in the

top-coat can be observed but since there is not considerable damage in the TGO the

relaxation can not be detected in the presented contour. It should be also noted that

evolution of Sd is dependent on the hardening parameter before damage is initiated.

Since hardening parameter is lower in the TGO, the decrease in the damage resistance

is lower in this region in comparison with the top-coat.

A parametric study is also conducted for the initial damage resistance Sd0 in the top-

coat and the TGO and the results are presented in Figure 5.11 and Figure 5.12. The

results show that change in the resistance only changes the extent of the damage, but

the initiation point does not change both for the top-coat and the bond-coat.
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Figure 5.3: Damage evolution and crack propagation in a mode I fracture test.
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Figure 5.4: lateral and transverse cracks in the system and spallation of the top-coat

due to coalescence of the cracks.

Figure 5.5: Cracks in the top-coat (yellow) and in the TGO (red) in an isothermally

tested specimen after 96 hrs [15].
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Figure 5.6: Cracks in an isothermally tested specimen after 200 hrs [15].
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Figure 5.7: Damage contour for isothermal analysis after (a) 10 hrs, (b) 100 hrs and

(c) 200 hrs.
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Figure 5.8: The TGO vs. the projected stress in the TGO after 100 hrs (left) and 200

hrs (right).
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Figure 5.9: The normal Cauchy stress components (MPa), equivalent plastic strain,

and damage resistance (MPa) in the top-coat after 200 hrs of isothermal service.
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Figure 5.10: The normal Cauchy stress components (MPa), equivalent plastic strain,

and damage resistance (MPa) in the bond-coat after 200 hrs of isothermal service.
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Figure 5.11: Damage contour for Sd = 800MPa (left) and Sd = 820MPa (right) after

200 hrs in the bond-coat.

Figure 5.12: Damage contour for Sd = 155MPa (left) and Sd = 205MPa (right) after

200 hrs in the top-coat.
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CHAPTER 6

CONCLUDING REMARKS

A finite element based phase-field model is developed in the large deformation frame-

work for the oxidation of TBC systems at high temperatures. The phase-field ap-

proach and mechanics are fully coupled within the model, where the thermodynamic

consistency is also ensured.

A numerical analysis is carried out for the progression of the TGO in a TBC system at

1200oC. The residual stresses achieved by the numerical simulation in the bond-coat

are shown to be in good agreement with the experimental data.

The parametric study of the model is also conducted to investigate the effect of in-

dividual phase field and coupling parameters on the oxide growth rate. The results

related to the calibration of the mechanical coupling parameter π demonstrate that the

coupling parameter strongly connects the volumetric stress to the TGO growth rate.

The effect of creep on the oxidation induced stresses in the top-coat is also studied

by including a Gurson-type inelasticity model in the ceramic coating. A considerable

creep strain is observed in the ceramic coating, which leads to significant stress re-

laxation in the system in contrast to the models, where the top-coat is assumed to be

elastic. The assumption of pure elastic behavior in the top-coat increases the stresses

generated in the bond-coat, which results in shorter lifetime estimations.

Coupling the Allen-Cahn phase-field approach with mechanics, the presented model

shows great potential for predicting the lifetime of TBC systems. Thus, additionally

a damage model is coupled with the model. This approach successfully simulates

the damage initiation in the TBC system, however much remains to be done for both

propagation of TGO in the bond-coat and damage in the whole system.
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6.1 Future works

In the context of future works, a few suggestions can be proposed for the further

improvement of the main subroutine and individual models presented throughout this

thesis. These are listed below.

a) Coupling temperature as an additional degree of freedom for thermal cyclic anal-

ysis. Thermal cyclic loading plays a very intense role in the evolution of residual

stresses and the spallation of TBC systems. Thermo-mechanical coupling of the

present subroutine will also provide a proper tool for analyzing structural instabilities

like ratcheting in the bonding interface, which can be a critical factor in the failure

mechanism [31].

b) Individual phase transitions of TC and TGO layers at different temperatures which

affect the residual stresses in the structure can be also included in the model [76, 117,

118].

c) Non-local damage effects can be also considered using higher-order damage mod-

els for the ceramic top-coat. Localization of the micropores in the structure of the

EB-PVD ceramic can lead to the development of micro-cracks. The effect of coales-

cence of these pores on the damage can be modeled via special gradient dependent

plasticity enhanced damage models [119].

d) Due to the high mesh dependency of phase-field models, nanometer-size elements

can be utilized in the case of access to a high computational power. Thus, phases

interface length can be decreased to more realistic dimensions. Proper computational

power can also facilitate 3D simulation of the entire blade geometry additionally.

e) Top-coat sintering is also an effective mechanism in TBC durability. High service

temperature leads to a decrease in the intercolumnar and intercolumnar porosity and

a decrease in the flexibility of the EB-PVD top-coat. Including a simple model for

sintering in the top-coat can considerably affect the results [120].

f) The column orientation of top-coat is reported to be changing in the vicinity of the

TC/BC interface. This anisotropy can be also considered in the mechanical behavior

of the ceramic top-coat.
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It worth noting that including all models in the routines may lead to divergence from

the solution because coupling all these phenomena involves complex consistent tan-

gent matrices in the FEM procedure, which can not always be calculated easily.

g) The amplitude of the undulations of the material interfaces can effect the magnitude

of the stresses dramatically. The effect of the undulation shape on the stresses in the

domain can be further investigated.
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APPENDIX A

TIME INTEGRATION FOR VISCOPLASTIC RESPONSE

A.1 Time integration for bond-coat material model

A summary of the time integration procedure for the model is presented blow. Terms

with ∗ are the trial values. For a displacement driven analysis the deformation gradient

is known, thus a trail elastic deformation gradient using the Kröner’s decomposition

can be calculated.

Fe∗n+1 = Fn+1(Fi)−1
n (A.1)

where,

Fin+1 = exp(∆tDi
n+1)Fin (A.2)

The polar decomposition is applied and elastic strain tensor Ee∗
n+1 and elastic right

Cauchy-Green tensor Ce∗
n+1 are found.

Fen+1 = Re
n+1Ue

n+1 (A.3)

Fe∗n+1 = Re∗
n+1Ue∗

n+1 (A.4)

Ee∗
n+1 = ln(Ue∗

n+1) (A.5)
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Ce∗
n+1 = (Ue∗

n+1)2 (A.6)

Ce
n+1 = (Ue

n+1)2 (A.7)

The elastic right Cauchy-green tensor is defined as,

Ce∗
n+1 = Fe∗Tn+1Fe∗n+1 (A.8)

Ce
n+1 = FeTn+1Fen+1 (A.9)

Hence, using equations above one can obtain,

Re
n+1Ue

n+1exp(∆tDi
n+1) = Re∗

n+1Ue∗
n+1 (A.10)

Here we make the following assumption to further simplify the procedure,

Re
n+1 = Re∗

n+1 (A.11)

Ue
n+1exp(∆tDi

n+1) = Ue∗
n+1 (A.12)

thus,

Ce
n+1 = exp(−∆tDi

n+1)Ce∗
n+1exp(−∆tDi

n+1) (A.13)

Using the series expansion of the exponential function and eliminating the higher

order terms by assuming a small time step one can write,

exp(−∆tDi
n+1) = 1−∆tDi

n+1 (A.14)
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As a result the elastic right Cauchy-Green tensor can be written as,

Ce
n+1 = (1−∆tDi

n+1)Ce∗
n+1(1−∆tDi

n+1) (A.15)

The trail elastic Green strain tensor is,

Ee∗
n+1

g =
1

2
(Ce∗

n+1 − 1) (A.16)

Assuming strains are not very large the expression for the right Cauchy-Green tensor

can be simplified to the expression below bu neglecting higher order terms.

Ce
n+1 = Ce∗

n+1(1− 2∆tDi
n+1) (A.17)

Taking the logarithm of the both sides one can write,

Ee
n+1 = Ee∗

n+1 +
1

2
ln(1− 2∆tDi

n+1) (A.18)

Knowing that function f(x) = ln(1−x) for x ≈ 0 can be approximated to f(x) = x,

the equation above can also be approximated to,

Ee
n+1 = Ee∗

n+1 −∆tDi
n+1 (A.19)

The Mandel stress is then calculated.

Me
n+1 = C : Ee

n+1 (A.20)

Thus (A.20) together with equation (A.19) can be written as,

Me
n+1 = Me∗ − C : (∆tDi

n+1) (A.21)
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where,

Me∗ = CEe∗
n+1 = 2µEe∗

n+1 + λtr(Ee∗
n+1) (A.22)

C is the fourth-order isotropic elasticity tensor and µ and λ are the Lame constants.

Then, the deviatoric Mandel stress is obtained as,

Me∗
0 = Me∗ +

1

3
P ∗1 (A.23)

where P ∗ is the pressure.

P ∗ = −1

3
tr(Me∗) (A.24)

The equivalent stress is,

σ̄∗n+1 =

√
3

2
Me∗

0 Me
0
∗ (A.25)

From equation (5.16) one can write,

σ̄n+1 = Sαn+1(
˙̄εpα
ε̇0

)m + ∆th ˙̄εpα (A.26)

Having found the equivalent plastic strain rate, the new plastic stretch tensor for mul-

tiphase region can be found using the following equation.

Dp
n+1 =

√
3

2
˙̄εpαNp

n+1 (A.27)

where,

Np∗
n+1 = Np

n+1 =

√
3

2
(

Me∗
0

σ̄∗n+1

) (A.28)
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The swelling stretching tensor is calculated using order parameter rate and the swelling

tensor Sn+1 defined in equation (4.15).

DS
n+1 = φ̇n+1Sn+1 (A.29)

Then inelastic stretch tensor is calculated as,

Di
n+1 = Dp

n+1 + Ds
n+1 (A.30)

The evolution equation Ḟi = DiFi is integrated using the exponential mapping [114].

Fin+1 = exp(∆tDi
n+1)Fin (A.31)

Using equation (A.19) and (A.22),

Me = Me∗ − 2G∆tDi
n+1 − λ∆t(trDi

n+1)1 (A.32)

For the bond-coat material due to oxidation induced volumetric swelling is,

trDi
n+1 = φ̇tr(Sn+1) (A.33)

Then using equations (A.27)-(A.33) for the bond-coat it can be written that,

Me = Me∗ − 2G∆t(

√
3

2
˙̄εpαNp

n+1 + φ̇n+1Sn+1)− λ∆t(φ̇tr(Sn+1))1 (A.34)

Using equations (A.28), (A.29), (A.34) and doing some calculations one can write

(for details see [78]) the following equation containing ˙̄εp as the only unknown.

σ̄n+1+3G∆t ˙̄εpα−
√

(σ̄∗n+1)2 − 2G∆tφ̇(
√

6σ̄∗n+1Np∗
n+1 : S0n+1 − 2G∆tφ̇(βt − βl)) = 0

(A.35)

where S0n+1 is the deviatoric part of the swelling tensor Sn+1.
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A.2 Summery of the time integration

Step 1. The trial elastic deformation gradient is calculated.

Fe∗n+1 = Fn+1(Fin)−1 (A.36)

Step 2. The trail strain tensor is calculated by decomposing the deformation gradient.

Ee∗
n+1 = ln(Ue∗

n+1) (A.37)

Step 3. The trail Mandel stress and its deviatoric part are calculated.

Me∗ = C : Ee∗
n+1 (A.38)

σ̄∗n+1 =

√
3

2
Me∗

0 : Me
0
∗ (A.39)

Step 4. Plastic flow direction is calculated.

Np∗
n+1 = Np

n+1 =

√
3

2
(

Me∗
0

σ̄∗n+1

) (A.40)

Step 5. Solving the following equation implicitly ˙̄εp is calculated.

σ̄n+1 + 3G∆t ˙̄εpα −
√

(σ̄∗)2 − 2G∆tφ̇(
√

6σ̄∗Np∗
n+1 : S0n+1 − 2G∆tφ̇(βt − βl)) = 0

(A.41)

where σ̄ is defined to be,

σ̄n+1 = Sα(
˙̄εpα
˙̄ε0

)m + ∆th ˙̄εpα (A.42)

120



Step 6. Total equivalent plastic strain rate is calculated.

˙̄εpα = φ ˙̄εpox + (1− φ) ˙̄εpbc (A.43)

Step 7. Inelastic stretching tensor is calculated.

Dp
n+1 =

√
3

2
˙̄εpNp

n+1 (A.44)

DS
n+1 = φ̇n+1Sn+1 (A.45)

Di
n+1 = Dp

n+1 + Ds
n+1 (A.46)

Step 8. The inelastic deformation gradient is calculated.

Fin+1 = exp(∆tDi
n+1)Fin (A.47)

Step 9. Elastic strain is updated using polar decomposition and stresses are updated.

Me
n+1 = C : Ee

n+1 (A.48)

A.3 Time integration for top-coat material model

A summary for the time integration for the Gurson type material model used for top-

coat is presented below, see [93].

Step 1. The trial elastic deformation gradient is calculated.

Fe∗n+1 = Fn+1(Fin)−1 (A.49)
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Step 2. The trail elastic strain tensor is calculated by decomposing deformation gra-

dient.

Ee∗
n+1 = ln(Ue∗

n+1) (A.50)

Step 3. The trail Mandel stress and its deviatoric and volumetric parts are calculated.

Me∗ = C : Ee∗
n+1 (A.51)

σ̄′∗ =

√
3

2
Me∗

0 : Me∗
0 (A.52)

σ̄∗v =
1

3
tr(Me∗) (A.53)

Step 4. The equivalent deviatoric stress and equivalent plastic strain rate for the

matrix are calculated.

σ̄∗m = κ(F )
m

m+1 · σ̄′∗ (A.54)

where κ and F are the porosity parameter and function, respectively.

˙̄εpm = ε̇0(
σ̄∗m
Ssat

)
1
m (A.55)

where a specific saturating deformation resistance is assumed for the model.

Ṡ = h ˙̄εpm (A.56)

h = h0[1− S

Ssat
]qsign(1− S

Ssat
) (A.57)

where h0, q and Ssat are material constants.
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Step 5. Solving following set of equations implicitly σ̄∗v , σ̄′, S are calculated.


σ̄′ = σ̄′∗ − 3G∆t

∂ϕ

∂σ̄′

σ̄v = σ̄∗v −K∆t
∂ϕ

∂σ̄v

Sn+1 = Sn + ∆tg(σ̄∗m, Sn+1)

(A.58)

where ϕ, G and K are the viscoplastic potential, shear modulus and bulk modulus,

respectively.

Step 6. stresses are updated.

Me
n+1 = Np∗

n+1σ̄
′ +

1

3
σ̄v1 (A.59)

Step 7. Plastic deformation gradient is updated.

Ee
n+1 =

1

2G
Me

0 +
1

3K
σ̄′1 (A.60)

Fpn+1 = (
3∑
i=1

λi
∗

λi
ei ⊗ ei)Fpn (A.61)

where λi∗, λi and ei are the eigenvalues and eigenvectors for trail and updated strech

tensor U.

A.4 Calculation of
∂T
∂F

The details of the calculation of the
∂T
∂F

for implicit finite element implementation

is given in [98]. The summary of the time integration is presented in the equations

below.

∂T
∂F

= C− 3

2
ρ−1
n+1M̃⊗ M̃ (A.62)
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where ρn+1 is calculated as

ρn+1 =
3µ

ηn+1 − ζn+1

(A.63)

ζn+1 =
(
a1 + a2

b1

b2

)−1 (A.64)

ηn+1 =
σ̄n+1

σ̄∗n+1

(A.65)

a1 = 1 + 3µ∆t(
∂f

∂σ̄
)n+1 (A.66)

a2 = 3µ∆t(
∂f

∂S
)n+1 (A.67)

b1 = ∆t(
∂g

∂σ̄
)n+1 (A.68)

b2 = 1−∆t(
∂g

∂S
)n+1 (A.69)

and C is the elastic tangent modulus. f is defined as f = g−1, where g is defined in

equation (5.16). M̃ is given as below,

M̃ = 2GNp (A.70)
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Figure A.1: Flowchart of the user element subroutine.
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APPENDIX B

NUMERICAL IMPLEMENTATION OF CAHN-HILLIARD MODEL FOR

PHASE SEPARATION

In the following section, the implementation of the Cahn-Hilliard model is presented

for the smooth phase transition in the interphase region of a two-phase domain. This

implementation is considered as the initial stage of the Allen-Cahn model.

According to Cahn and Hilliard [12], if the non-uniform field is chosen to be the molar

fraction of a definite phase, then the free energy density function can be expressed as,

ψ(c,∇c) = ψ0(c) +
1

2
λ|∇c|2 (B.1)

where ψ0(c) is the free energy density of the homogeneous solution composition c

and the second part of the equation is the interface energy of the composition. λ > 0

is a coefficient with energy per unit volume times length square unit. The classical

derivation of the chemical potential in the form of variational derivative gives,

µ =
∂ψ(c)

∂c
− λ∆c (B.2)

which will yield the classical Fick’s law when λ = 0. Note that ∆ is the Laplace

operator. Then, the species flux j can be written as,

j = −M(c)∇µ (B.3)

where M(c) is the mobility of the species which is a parameter generally defined
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dependent on the concentration. The equation for species balance is given as,

ċ = Div(M(c)∇(
∂ψ(c)

∂c
− λ∇2c)) (B.4)

ψ0(c) for the solution composition is a non-convex double-well function as depicted

in Figure 3.1.

As can be observed in equation (B.4) instead of classical second-order species flux

equilibrium a fourth-order equation has to be solved. For finite element solution of

the problem, a C1-continuous basis function should be used [72]. In order to get rid

of this kind of basis functions a solution proposed by Ubachs et al. [121] is generally

used. Using the same scheme as Peerlings et al. [122] the relation between the local

and non-local terms of the equation (B.4) can be written as a Helmholtz type partial

equation [122],

C − l2∇2C = c l > 0 (B.5)

which can be also written in the following form,

λ∇2C + β(c− C) = 0 with l =

√
λ

β
(B.6)

where C is a new variable named "micromorphic concentration" and l is an internal

length parameter. Then equation (B.2) can be written as,

µ =
∂ψ(c)

∂c
− β(c− C) (B.7)

and equation (B.4) for the species concentration reads,

ċ = Div(M(c)∇(
∂ψ(c)

∂c
+ β(c− C)) (B.8)
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B.1 Constitutive equations

An additive total free energy is considered in the following form,

ψ(ν, c, C, |∇C|) = ψdiff (ν, c) + ψinterface(∇C) + ψpenalty(c, C) (B.9)

For the diffusion part of the total free energy density the following expression is given

[87],

ψdiff (ν, c) = µ0c+ cmax[Rν(clnc+ (1− c)ln(1− c))− χc(1− c)] (B.10)

where cmax is the maximum concentration of the diffusing species in the site. The

penalty part of the free energy is defined as,

ψpenalty(c, C) =
1

2
cmaxβ(c− C)2 (B.11)

The free energy for gradient of the micromorphic concentration is [87],

ψinterface(∇C) =
1

2
cmaxλ|∇C|2 (B.12)

Then the total free energy density for diffusion can be written as,

ψ(c) = cmax
[
µ0c+Rν

(
clnc+(1−c)ln(1−c)

)
−χc(1−c)+

1

2
β(c−C)2 +

1

2
λ|∇C|2

]
(B.13)

where µ0 is the reference chemical potential.

Micro-stresses:

From outcomes of energy balance of the system, following equations can be written
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[87],



µ =
∂ψ(Φ)

∂c

P =
∂ψ(Φ)

∂C

E =
∂ψ(Φ)

∂∇C

(B.14)

Using equations (B.11), (B.12) and (B.14) following micro-stresses are calculated.

P = −β(c− C)

E = λ∇C
(B.15)

Chemical potential:

Using equations (B.10) and (B.14) for the chemical potential one can write,

µ = µ0 +Rν[lnc− ln(1− c)]− χ(1− 2c) + β(c− C) (B.16)

B.2 Numerical Implementation

For the implementation purpose, now an additional degree of freedom should be con-

sidered in the FEM process as explained before. The approximations of the fields can

be written as below.

c =
n∑
i=1

Nici, ∇c =
n∑
i=1

Bici (B.17)

C =
n∑
i=1

NiCi, ∇C =
n∑
i=1

BiCi (B.18)
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where n is the number of nodes and Bi = ∇Ni. For simplicity a relation between

the diffusion coefficient (D) and mobility of the material is assumed in the following

form [123] on the basis of constant diffusion coefficient.

M =
D

Rν
c(1− c) (B.19)

D = D0 (B.20)

where D0 represents the initial value for the diffusion coefficient. Substituting (B.19)

in (B.4) and doing some algebra the balance equation can written as,

ċ− Div
[ M
cmax

(
(

Rν

c(1− c)
− 2χ+ β)∇c+ β∇C

)]
= 0 (B.21)

Multiplying equation (B.21) with the weighting function w and integrating over the

element volume Ωe one can get

∫
Ωe

w
[
cmaxċ− Div

(
M
(
(

Rν

c(1− c)
− 2χ+ β)∇c+ β∇C

))]
dV = 0 (B.22)

Then the weak form of the equation (B.22) is found for the boundary value problem.

The boundary conditions read as follows.

c = c0 on ∂Ωc

−D ∂c
∂Xi

= j0 on ∂Ωj

(B.23)

Defining,

a =M(
Rν

c(1− c)
− 2χ+ β) (B.24)

b =Mβ (B.25)
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Using integration by parts and the divergence theorem the residual vector is calcu-

lated.

Rc =

∫
Ωe

[cmaxwċ+ a∇w · ∇c− b∇w · ∇C] dV −
∫
∂Ωj

j · n dS = 0 (B.26)

Let NA be the shape function for the interpolation of node A, then the residuals can

be calculating substituting the approximation w = NAwA,

RA
c =

∫
Ωe

[cmaxNAċ+ a∇NA · ∇c− b∇NA · ∇C] dV −
∫
∂Ωj

j · n dS = 0 (B.27)

Considering the balance equation (B.5) the residual for micromorphic concentration

can be calculated in the same manner,

RA
C =

∫
Ωe

NAβ(c− C)− λ∇NA · ∇C dV +

∫
∂ΩE

NAE · n dS = 0 (B.28)

The elements of stiffness matrix are also calculated to be,

KAB
cc = −

∫
Ωe

[cmax
NANB

∆t
+ a∇NA∇NB +

∂a

∂c
NB∇NA∇c

− ∂b

∂c
NB∇NA∇C] dV −

∫
∂Ωj

NANB
∂j
∂c
· n dS

(B.29)

where,

∂a

∂c
=
∂M
∂c

(
Rν

c(1− c)
− 2χ+ β) +

M
cmax

Rν(2c− 1)

c2(1− c)2
(B.30)

∂b

∂c
= β

∂M
∂c

(B.31)

KA
CC = −

∫
Ωe

−βNANB − λ∇NA∇NB dV +

∫
∂ΩE

NANB
∂E
∂C
· n dS = 0 (B.32)
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The non-zero off-diagonal elements of the stiffness matrix are as following,

KAB
cC =

∫
Ωe

b∇NA∇NB dV (B.33)

KAB
Cc = −

∫
Ωe

β∇NA∇NB dV (B.34)

An analysis was carried out for the geometry and boundary conditions depicted in

Figure B.1. The initial conditions for the normalized concentration were defined to

be c = 0.8 in the upper half of the model and c = 0.2 in the lower half. Two different

models were used to test the diffusion of the species from the upper half to the lower

half via changing the parameter β in equation (B.8). It is very obvious that defining

β = 0 will change this equation to classical Fick’s law and defining a non-zero value

for β leads to the higher-order diffusion model. The material properties used in the

simulation are given in Table B.1. Figure B.2 shows the species concentration after

12hrs in the domain. It can be observed that diffusing species has no definite boundary

in the case with β = 0 and when β = 1× 108 an interphase region with a hyperbolic

distribution of the concentration is formed.

Table B.1: Material and analysis parameters

Material parameters @ 1473 K unit

D 1.6× 10−17 m2/s

β 1× 108 -

λ 1× 10−10 m2

χ 1× 107 -

R 8.314 J/mol · K

Figure B.3 and Figure B.4 show the evolution of the concentration on a path that lies

along the diffusion direction for two different models. It can be seen that the C-H

solution reaches a steady state where stationary interface forms. The steady-state

limits of concentration may appear to be above or below initial condition values due

to the high or low interfacial energy, which can be calibrated by solution parameters.

133



Figure B.1: No-flux condition at boundaries and initial concentrations in upper and

lower regions.
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Figure B.3: Time evolution of normalized concentration on the path presented in the

previous figure for diffusion with the Fick’s law
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Figure B.4: Time evolution of normalized concentration on the path presented in the

previous figure (b) for diffusion with the C-H law
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APPENDIX C

MATERIAL AND ANALYSIS PARAMETER CALIBRATION

C.1 Top-coat elasticity

Due to brittleness of the YSZ material, when deposited via the EB-PVD technique

this material may owe its plastic behavior to defect and crack already present in the

structure. Thus, early damage and fracture are inevitable in the ceramic structure and

a damage model has to associate the viscoplastic model used for the material.

Determining elastic modulus of a severely anisotropic structure like EB-PVD YSZ is

not an easy task, but using a technique called amplitude-dependent damping (ADD)

an estimation of this material property was found in [16]. Furthermore, the Poisson’s

ratio was reported as ν = 0.29 . It has been also reported, that the substrate plays a

critical role in the results for the elastic modulus of deposited ceramic (Figure C.1).

Figure C.1: Young’s modulus for TBC deposited on different bondcoats [16].
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An average value of 40GPa was chosen for the elastic modulus of the top-coat. Fur-

thermore, the top-coat is assumed to be isotropic, but The transversely isotropic be-

havior would be more appropriate for this layer. A specific anisotropic model may be

also used taking change of column orientation into account [17] (Figure C.2). How-

ever, for simplicity an isotropic structure is assumed for the top-coat in this study.

Figure C.2: Change of column orientation in the EB-PVD deposited ceramic layer

[17].

C.2 Bond-coat elasto-viscoplasticity

As discussed in previous chapters an elasto-viscoplastic material model was used for

FeCrAlY bond-coat. The model parameters were calibrated using experimental data

available in the literature for the material at 700K [4], since thermal analysis for the

TBC at 1000oC reveal that the TGO and the BC layers are approximately around

400oC in the APS coating system. It should be noted that in this thesis 1200oC is

accepted as the service temperature, the temperature in the TGO and the bond-coat

layers are roughly estimated to be around 400oC [99]. The material properties at

400oC are given in Table C.1. The calibrated material parameters can be found in

Table 4.2. The result of a uniaxial tension test and the comparison with test data

is presented in the Figure C.3. The medium was pulled with constant strain rate
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ε̇ = 2.16×10−6m/s in accordance with the experiment. The ultimate tensile strength

was reported to be σu = 520MPa, but since the failure was expected to happen in the

TGO, ceramic, and most probably in the material interfaces no failure stress limit was

defined for the bond-coat.

Figure C.3: Stress-strain curve for FeCrAlY experimental (black) and numerical

(red) result comparison [4].

Table C.1: Material parameters for FeCrAlY at 400oC [3, 4]

Material parameters Value Unit

G 92.31 GPa

E 240 GPa

K 200 GPa

νp 0.3 -

C.3 Alumina layer

The same material model as bond-coat is used for the thermally grown oxide layer.

Material properties for for 99.6% grade alumina with less than 2% porosity in room

temperature is given in Table C.2 [124, 125, 126].
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Following functional rule is accepted for the change of properties (the Young’s modu-

lus E, the shear modulusG and the Poisson’s ratio νp) with respect to the temperature

[127].

E = E0(1− ηE(ν − 25)) (C.1)

G = G0(1− ηG(ν − 25)) (C.2)

νp = νp0(1− ηνp(ν − 25)) (C.3)

where ν represents the temperature. The parameters with subscript 0 correspond to

room temperature values. ηE , ηG and ηνp are the constant coefficients for interpola-

tion. The values for the material properties and coefficients at room temperature is

given in Table C.2.

Table C.2: Material parameters for alumina at room temperature

Material parameters Value Unit

G0 163 GPa

E0 403 GPa

K0 254. GPa

νp0 0.23 -

ηE 1.2× 10−4 1/oC

ηG 1.4× 10−4 1/oC

ηνp 6.2× 10−5 1/oC

Using functions in equation (C.1), (C.2) and (C.3) material parameters at 400oC can

be found as shown in Table C.3.

The compressive strength of the alumina is reported to be around 2 − 4GPa [128].

This property for this material at 400oC (Interface temperature) can be assumed to be

around 1GPa [129].
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Table C.3: Material parameters for alumina at 400oC

Material parameters Value Unit

G 154.44 GPa

E 384 GPa

K 231 GPa

νp 0.224 -
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APPENDIX D

FINITE ELEMENT IMPLEMENTATION

Implementation of the model is carried out by using User Element (UEL) in ABAQUS

software, where ABAQUS is basically used as a solver and a visualiser. Two dimen-

sional quadrilateral elements with four linear nodes are developed for the plane-strain

analysis. Since ABAQUS does not support graphical output of the user elements, for

the visualization of the results, a mock mesh is created using dummy CPE4T plane

strain elements already defined in ABAQUS. These elements are attached to the user

elements to share the outputs. A total of five degrees of freedom (u1, u2, e, c, φ) are

defined for the elements. Considering the two dimensional four node isoparametric

element used for the analysis of the plane strain problem, the interpolation of the of

the DOFs and their gradients in an element can be expressed as,

u =
n∑
i=1

Niui,∇u =
n∑
i=1

Biui (D.1)

e =
n∑
i=1

Niei,∇e =
n∑
i=1

Biei (D.2)

c =
n∑
i=1

Nici,∇c =
n∑
i=1

Bici (D.3)

φ =
n∑
i=1

Niφi,∇φ =
n∑
i=1

Biφi (D.4)

whereN i are the shape functions used for the interpolation. For the specific four node
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linear isoparametric element shape functions are given by,



N1 = 1
4
(1− ξ)(1− η)

N2 = 1
4
(1 + ξ)(1− η)

N3 = 1
4
(1 + ξ)(1 + η)

N4 = 1
4
(1− ξ)(1 + η)

(D.5)

The velocity and rates of change of the DOFs can be calculated using the values at

time t (beginning of the step) and time (t+ 1) end of the time step (dt) as follows:

Vt+1 =
ut+1 − ut

dt
(D.6)

ċt+1 =
ct+1 − ct

dt
(D.7)

φ̇t+1 =
φt+1 − φt

dt
(D.8)

ėt+1 =
et+1 − et

dt
(D.9)

The isoparametric mapping of a typical element is schematically shown in Figure

D.1.

Figure D.1: Isoparametric mapping.
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The following relation is given for mapping the derivatives of the shape functions

using Jacobian J .


dN

dx

dN

dy

 = J−1


dN

dξ

dN

dη

 (D.10)

For plane strain analysis B matrix for an element has the following standard form.

B =


N1,1 0 N2,1 0 ... NnNode,1 0

0 N1,2 0 N2,2 ... 0 NnNode,2

N1,2 N1,1 N2,2 N2,1 ... NnNode,2 NnNode,1

 (D.11)

where Ni,1 and Ni,2 represent
∂Ni

∂x
and

∂Ni

∂y
, respectively. G matrix is also defined as

below[130].

G =



N1,1 0 N2,1 0 ... NnNode,1 0

0 N1,2 0 N2,2 ... 0 NnNode,2

N1,2 0 N2,2 0 ... NnNode,2 0

0 N1,2 0 N2,2 ... 0 NnNode,2


(D.12)

The deformation gradients at at the beginning and end of the time step are calculated

as below:

Ft = 1 +∇ut Ft+1 = 1 +∇ut+1 (D.13)

where ut and ut+1 are displacements at time t and t+ 1.
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D.1 F-bar method

The volumetric locking is an important issue in 4 node elements [130], however us-

ing F-bar method the deformation gradient can be modified to avoid the locking. The

locking happens in the incompressible limit when low-order elements are used. Thus,

if an isochoric (Fd) and a volumetric (Fv) split for the deformation gradient is consid-

ered in the following form

F = FdFv (D.14)

the volumetric part of the deformation gradient Fv can be replaced by the volumetric

deformation gradient at the centroid of the element (Fo)v. Then the modified defor-

mation gradient F̄ is given as

F̄ = Fd(F0)v = [
det(F0)

det(F)
]
1
3 F (D.15)

As pointed out before, for high-order elements (e.g. 8 node element) this modification

is not needed since numerical locking would not occur during the analysis.
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