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ABSTRACT

INTERFERENCE ALIGNMENT ON MULTIGROUP MULTI WAY RELAY
CHANNELS

Okutan, Mehmet Akif
Master of Science, Electrical and Electronics Engineering
Supervisor: Prof. Dr. Temel Engin Tuncer

December 2019, 88 pages

Interference is a major problem for reliable multiuser communications. There are
several ways to manage interference which are applied according to the power of
interference compared to the power of desired signal. If interference is powerful than
the desired signal then interference signal is decoded. Otherwise if it is much weaker
than the desired signal it may be considered as noise. If signal powers of the desired
signal and the interference are comparable then orthogonalizing all the signals from
all the users can be a solution. By orthogonalizing user signals, capacity is shared in

between users.

Interference alignment is a relatively new technique used for interference cancellation
in multiuser networks. It is based on aligning unwanted signals and desired signals
into distinct and orthogonal subspaces. Theoretically, in a K user interference channel,

every user can use half of the sum capacity by applying interference alignment.

In this work, we consider interference alignment on multi group multi way relaying
channels. Each node in each group is interested in the data streams transmitted by
other nodes in the same group. Data streams of the other groups are considered as
interference. We develop an interference alignment solution for this scenario, by

aligning M nodes in each group into the same subspace at the relay. Therefore the



number of antennas needed at the relay are reduced by an order of M. The price paid
for this is the increase in the number of time slots needed for the communication

between nodes.

Keywords: Interference Alignment, Multiway Relay Channel, Multi Group Multi
Way Relaying
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COK GRUPLU COK YONLU ROLE KANALLARINDA GiRiSIM
HIiZALAMA

Okutan, Mehmet Akif
Yiiksek Lisans, Elektrik ve Elektronik Miihendisligi
Tez Danigsmani: Prof. Dr. Temel Engin Tuncer

Aralik 2019, 88 sayfa

Girisim ¢ok kullanicili haberlesme sistemlerinde giivenilir haberlesme i¢in major bir
sorundur. Girisimi yonetmek i¢in, istenen sinyal ve girisim sinyalinin giiciine gore
uygulanabilecek birka¢ yontem vardir. Eger girisim sinyalinin giicii, istenen sinyalin
giiciinden daha yiiksek ise, girisim sinyali ¢oziiliir. Yada girisim sinyalinin giicii
istenen sinyalin giiciine gére cok diisiikse giiriiltii olarak kabul edilebilir. Istenen
sinyalin giicii ile girisim sinyalinin giicii birbirine yakin ise tiim kullanicilarin
sinyalleri ortogonalize edilmesi bir ¢6ziim olabilir. Kullanicilarin ortogonalizasyonu

kapasitenin kullanicilar arasinda paylasilmasina yol agacaktir.

Girisim Hizalama yontemi, girisim yok etme icin kullanilan nispeten yeni bir
yontemdir. Girisimin ve istenen sinyallerin birbirinden ayr1 ve ortogonal alt uzaylara
hizalanmasina dayanir. Teorik olarak, girisim hizalanma yonteminin uygulanmasiyla
K kullanicili girisim kanallarinda, her kullanict toplam kapasitenin yarisini

kullanabilir.

Bu ¢aligmada ¢ok gruplu ¢ok yonlii role kanallarinda girisim hizalama ydntemi ele
alimmistir. Her grupta yer alan her kullanici, kendi gurubundaki diger tiim
kullanicilarin verisiyle ilgilenir. Diger gruplardaki kullanicilarin verileri girisim

olarak degerlendirilir. Her gruptaki M kullanicinin sinyalini rélede ayni alt uzaya

Vil



hizalayarak, bu senaryo i¢in bir girisim hizalama yontemi gelistirildi. Bu sekilde
rOlede ihtiyag duyulan anten sayist M oraninda azaltildi, ancak buna karsilik
kullanicilar arasindaki tiim haberlesmenin saglanmasi i¢in gerekli toplam zaman

dilimi sayis1 artt1.

Anahtar Kelimeler: Girisim Hizalama, Cok Yonlii Role, Cok Gruplu Cok Yonlii Role

Kanah
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CHAPTER 1

INTRODUCTION

1.1. Preliminaries

There are two main capacity limiting factor of a single user point to point
communication system to decrease its capacity. One of them is signal to noise ratio
(SNR), the other one is bandwidth. If these two parameters are determined, then
capacity of the related channel is specified by the channel capacity theorem of

Shannon.

Capacity of multiuser communications systems are also limited by SNR and
bandwidth like point to point systems, however interference also plays an important
role in limiting capacity of multiuser systems. Number of mobile devices requiring
internet connection increase day by day. These devices can connect internet through
local area connections or cellular networks. In order to support more users in a dense
environment, cellular cells split into smaller cells. In return, intercell interference
increases and throughput of the cell reduces due to intercell interference. Local area
networks suffer from interference as the number of access points increase which use

same frequency [4].

Traditionally, interference is handled based on interference power compared to
desired signal power. This can be summarized as follows [1]:

e Treat as Noise: If the power of interference signal is weak compared to desired
signal then interference can be considered as noise and signal detection and
decoding can be interpreted under this assumption. Although the power of
interference is weak, it is still not noise in nature, and therefore this leads to

suboptimal solution.



e Decode: If the power of interference signal is strong compared to desired
signal, decoding of interference signal may be preferred. This way rate of
desired signal may increase at the cost of reducing other users rate. Moreover
it is very complicated when number of users is more than 2.

e Orthogonalization: When the power of interference and desired signal are
compared to each other, then orthogonalization of the users channel access is
preferred generally. This way every user can communicate interference free,
however by orthogonalizing, total sum capacity is shared in between users and
as the number of users increase data rate per user will decrease accordingly.

Time Division Multiple Access (TDMA) and Frequency Division Multiple Access
(FDMA\) can be considered as most common orthogonalizing schemes. While TDMA
relies on letting each user transmit distinct time slots, FDMA relies on letting each
user at a distinct frequency. Spread spectrum systems such as Code Division Multiple
Access (CDMA) is also another technigque used to eliminate interference, in which

interference is averaged out [5].

Although less efficient compared to orthogonalization, medium access protocol is also
used to cope with interference. No matter which scheme is used, total sum capacity of

channel is shared in between users [5].

Interference Alignment is a relatively new technique which aims to align interference
into one of the signal dimensions which is most of the time antennas, but can also be
time slots or frequency blocks. By aligning interference into one of the signal
dimensions, desired signals can be resolved using rest of the signal dimensions which

are interference free [3].
1.2. Motivation

Multiway relay channels are defined as multiple groups of nodes and multiple nodes
in each group, where nodes in a group willing to share its data with other nodes in the
same group under the assistance of a relay [6]. Many practical systems can be modeled

as multiway relay channel. Social networking scenario where a group can be



considered as a friend group willing to share its information with other friends in the
same group can be an example. A satellite communication system can be another
example. Local information of one node could be wanted to be streamed other nodes
in the same group via satellite and since a single satellite would serve a large area, it
also would need to serve more than one group [6].

Connecting the nodes in these examples without a relay may not be practical most of
the time because of large area coverage requirement. Moreover, relays will be useful

in case of power limited nodes and against channel variations.

In multiway relay channels, data stream of nodes which are in a different group are
considered as interference for the receiving node. Therefore interference cancellation
schemes need to be incorporated into the system, enabling interference free reliable

communication.

Relaying schemes for multiway relay systems which have multiple (L) groups and
multiple (K) nodes in each group are designed in [10] and [11] where interference
alignment is not applied. In [10], a non-regenerative relaying scheme which aims sum
rate maximization by making use of several beamforming methods such as zero
forcing and minimum mean square error beamforming for broadcasting is presented
with R > LK antennas needed at the relay. In [11], a half-duplex relaying scheme is
presented where network coding is applied for interference cancellation with R >
LKd — d antennas needed at the relay. Recently interference alignment algorithms are
designed for interference cancellation purposes in multiway relay systems for generic
scenarios such as L groups, K nodes in each group and each node streams “d” data
streams to other nodes. In [8] an upper bound for DoF for L groups and K users in
each group is found. In [14] a MIMO Y Channel in which signal space alignment and
network coding used together to cancel self-interference at receiving nodes. In [13],
an interference alignment algorithm for multi group multiway relay channel for any
number of groups but only 2 users in each group is presented. This can also be

considered as a K-user interference channel in which node pairs communicate with



each other not directly but with assistance of a relay. In [7], an interference alignment
scheme for a Multigroup Multiway Relay Channel for any number of groups and any
number of nodes is presented where nodes send their information to relay in a single
MAC phase, and broadcast the data in several broadcast phases. Each node needs to
know CSI of the nodes in the same group. In [7] by aligning K = d data streams into
(K — 1) = d dimensional subspace at relay, number of relay antennas is reduced by an
amount of L = d compared to algorithms which spatially decodes nodes. A multicast
interference alignment algorithm for multigroup multiway relay channels is presented
in [9]. Transmission scheme in [9] consists of multiple MAC and multiple MC
(multicast) phases. At MAC phase, only a portion of the nodes inside a group
transmits. In order to avoid self-interference at the nodes, MC phases are designed
such that one of the nodes data is not streamed at a specific MC phase. To achieve
this, relay spatially decodes data of nodes at MAC phase. Relay processing matrix
consists of receive zero forcing for MAC phase and transmit beamforming based on
an algorithm which finds the eigenvectors corresponding to minimum eigenvalues of
the interference subspace at the nodes. In [9], every node needs to know global CSI.
In [17], an interference alignment based solution is given for the communication of K
pair of nodes where there are multiple relays and some of the nodes may be connected
to more than one of the relays. In [18], K pair of nodes communicates through a relay,
where signal spaces of the pairs are aligned at the relay only partially by utilizing the
extra antennas at the relay. In [19], an interference alignment solution and an iterative
minimum mean square error (MMSE) based solution, and a comparison of these
methods for the relay aided communication of K pair of nodes for multiple relay case
is presented. In [20], a similar problem to the one given in [17] is investigated. There
are multiple groups and each have multiple nodes, and a whole group is connected to
more than a single relay, compared to the multi pair system given in [17]. An
interference alignment solution is presented to enable the nodes in the same group to

exchange their data stream through the relays.



1.3. Outline of the Thesis

In section 2, we present K-user interference alignment scheme which shows
asymptotically every user can have half of the total capacity as in [1] and [2]. In section
3, we present interference alignment scheme on multigroup multiway relay channels
described in [7] and present some extensions on system parameters of the system. In
section 4, we propose an interference alignment scheme based on aligning some

fraction of nodes (subgroup) in the same group into same subspace at the relay.






CHAPTER 2
INTERFERENCE ALIGNMENT

2.1. Interference Channel

Interference channel is the abstract system model in which multiple transmitters aim
to send its data to its pair receiver and all the receivers in the channel hear not only its
pairs’ signals but also other transmitters’ signals. Therefore, each receiver is exposed
to other transmitters’ signals which are actually interference, since each receiving

node is willing to communicate only with its partner.
2.2. Degrees of Freedom

Degrees of Freedom (DoF) is a fundamental concept while calculating capacity of
wireless channels theoretically. It is very commonly used in interference alignment

solutions, therefore we present a mathematical explanation of DoF here as given in
[2].

A rate tuple of (R, Ry, ...,R,,) is considered as achievable, if for long enough
codewords, m independent messages W;, W,, ..., W, can be decoded with almost zero
probability of error. And the capacity region is the closure of (Ry,R,, ..., R,,). Like
SISO capacity, capacity region for wireless networks is dependent on noise power and
received signal power. Therefore, capacity region is dependent on signal power,
channel coefficient from transmitter to receiver and noise power. DoF is a tool defined
to understand capacity under the assumption that power is infinite while other

parameters unchanged.
If total transmit power is P then the DoF is defined as follows:

i C(P)
= poe log(P)

n (2.1)



This equation can also be written as follows:

C(P) =nlog(P) + o(log(P)) (2.2)

Here o(log(P)) is some function f such that
i L () _ 0

poolog(p)
For a SISO channel, when the power is infinite, capacity is also infinite. However, for

(2.3)

interference channel, although power is infinite, capacity still will be limited due to
interference. DoF is the metric which indicates the interference free signal dimensions
in the system, and therefore it is an indicator of the capacity as it is seen from above

equations.
2.3. Interference Alignment for 3-User Interference Channel

The main idea of interference alignment is aligning all the interference signals for a
receiver into one of the signal dimensions and desired signals into another signal
dimension. Since all the transmitters and receivers have only single antenna, symbol
extensions is used in order to provide signal dimension for interference and desired

signals to be aligned into distinct subspaces.
For 3 — user interference channel, 3n + 1 degrees of freedom can be obtained by

2n + 1 of symbol extension for the channel. Therefore for each symbol % degrees

of freedom can be obtained. Apparently as n increases, degrees of freedom per symbol

will approach 3/2.
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Figure 2.1. Interference Alignment for 3-User Interference Channel

In Figure 2.1 interference alignment scheme for 3-user interference channel with 1

symbol extension can be seen. Letting n =1 we will have 2n + 1 = 3 symbol

extensions for the channel and therefore 4/3 degrees of freedom will be obtained.

User 1 transmit same data along two independent beams which are obtained using the

beamforming vectors v[ll] and vgl] and user 2 and 3 transmit their data along a single

beam which are obtained using the beamforming vectors v!?! and v!3l. Hence user 1

has 2 DoF and users 2&3 has 1 DoF. Based on this, interference alignment solution is

configured as follows:

o Letvl?l=[111]

e Atreceiver 1, interference from user 2 and 3 needs to be aligned. This requires

the following condition to be satisfied:

Hl121p2] —

H(131p03]

(2.4)



and therefore,

pl3l = g3~ gliz]yl2] (2.5)

e Similarly at receiver 2, interference from user 1 and user 3 needs to be aligned.
Since user 1 transmits along two independent beamforming vectors, only one
of them is determined here by aligning with user 3. Alignment condition is as
follows:

H231p13] = H[zuv[ll] (2.6)
and therefore,

-1

v[11] — g2t yl23] g3~ gli2],02] 2.7

o Likewise at receiver 3, interference from user 1 and user 2 needs to be aligned.
This time, user 2 will be aligned with 2" beam of user 1. So the alignment

condition is as follows:

HI32pl2] = g3yl (2.8)
and therefore,
vgl] — 317 gi321,02] (2.9

2.4. Asymptotic Interference Alignment for K-User Interference Channel

K user interference channel consist of K transmitters and K receivers. Each receiver
is only interested in its pairs’ signal and all transmitters and receivers have only one
antenna. Signal received by receiver k € {1,2,..,K} at time slot t € N is given as

follows:

YEI(t) = IR () xM () + HIF () x2(6) + -
+ HFE () X K1 (1)

where XKI(t) is k" transmitters’ message signal to be transmitted, H*/1(¢) is the

(2.10)

channel coefficient from transmitter j to receiver k at time slot ¢t and Z*1(¢t) is white
Gaussian noise input to receiver k at time slot t. It is assumed channel coefficients are

i.i.d and drawn from a continuous distribution.
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As the number of users increase, number of constraints at each receiver to be satisfied
increases also. This problem is overcome in [1] asymptotically, by constructing a finite
cardinality set which is almost invariant to an arbitrarily large number of linear

transformations. We go through the solution as given in [1] and [2].

Suppose we have N linear transformations as T4, T, ..., Ty which will apply on set V

elementwise. So for the set V output of applying linear transformation T; is as follows:

TiV = {Tivl,TiUZ, ey Tiv-[|[/|} (211)
Another assumption made about linear transformations T; is that they are

commutative, i.e.

T.T;vy = T;T;vy (2.12)
Main purpose was to construct a set invariant to arbitrarily large number of
transformations. This means union of sets which are obtained by application of T; on
set V and set V itself will not have a greater cardinality then set V, almost.
Mathematically this situation can be expressed as follows:

U

Ll RN (2.13)
V]

where

I2VUT,VUT,VU..UTyV (2.14)
which means applying transformations T; on set V will align with set V again

approximately.

In [1] an iterative scheme is presented to construct set V which will satisfy above

conditions. A block diagram of this iterative algorithm is shown in Figure 2.2.
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Figure 2.2. Iterative construction of set V

Starting with V; = 1 and after first iteration we will have

11 = {1, Tll, T21, ...,TNl} (215)
Remember that% — 1 needs to be satisfied. At this point [I| = N + 1 while |[V| = 1.

Since at each iteration, V,, will get previous version of I,, at 2" iteration V, will be set

to I;. So at second iteration we will have the following sets,

V,={1,T,1,T,1,..,Ty1} (2.16)
L={1,.,T1,.,TT]1,.., T} (2.17)

But again the condition % — 1 is not satisfied since |I| = (N +2) * (N +1)/2 and

|V| = N. Atstep n, V,, and I,, can be expressed in a more generic way as follows,

V, = { (T (Ty)% ... (T,)%1, (2.18a)
s. t.i o <n-—1, (2.18h)
ay, ..,y €27} (2.18.)
and
I, = { (T))® (T ...(T,)%1, (2.19a)

12



N

S. t.z a; <n, (2.19b)
i=1
ay, ., 0, €Z,} (2.19¢)

All combinations of column vectors satisfying Y~ , @; < n — 1 constraint will yield

combination of N + n — 1 taken by N, and so cardinality of V,, is as follows:

_(N+n-1
val=(" Ty T) (2.20)
and likewise for I,,,
_(N+n
="y ") (2:21)
By this result we see that required condition for interference alignment to be successful
Is satisfied,
I +N
u:n - lasn—- o (2.22)
V| n

This result says that, using this scheme one can construct a set which is invariant to an

arbitrarily large number of commutative linear transformations.

In a K-user interference channel, every user wants to decode only one of the K
transmitting users’ data, therefore rest of the K-1 user signals are interference for that
node. Considering this for each receiving node there will be K*(K-1) interference
channels to be aligned into the same subspace throughout the system. An illustration
of interference channels can be seen in Figure 2.3. Aligning N = K*(K-1) channels
into same subspace is solved by the above algorithm, so interference is aligned
asymptotically. Receiving node can only decode desired signal if this aligned
interference subspace is independent of desired signal subspace. Since interference
alignment achieved, the only requirement needs to be shown is interference and signal

subspaces are distinct.
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Figure 2.3. Interference which is input to Receiver 0
At this point it can be seen that each user precode their signals into the signal space V
which also the space interference are aligned. So how will the desired signals can be
separable from interference signals? Since H** transformations are not used for
constructing I (which satisfies ~ I') H** x V spans a distinct space at the nodes since
H™* is a generic transformation. As long as total space at the nodes is large enough to
contain both the interference and signal space, they will not overlap, hence signal and
interference will be separable at the nodes. So the total space size available at the

nodes needs to satisfy following condition:

S=1\V|+|I| (2.23)
If the equation (2.23) is satisfied then,

span(Hkk « V) N span(V) = {0} (2.24)
|H" « V| V| 1

= - 2.24

s i+ 2z T (.29

So as we see, signal space size for every receiving node is half of the total signal space
size which means as claimed every user can have half of the total capacity.
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CHAPTER 3

INTERFERENCE ALIGNMENT ON MULTIGROUP MULTIWAY RELAY
CHANNELS

3.1. Introduction

In a multigroup multiway relay channel, there are L groups in the system and there are
K nodes in each group. In the assistance of a relay, each node tries to send its data
stream to all the other nodes in its own group. Data streams of other groups’ nodes are

not aimed to be decoded and they are considered as intergroup interference.

A relay assisted interference alignment scheme is suggested as a solution to this
problem in [7]. We go through the complete solution given in [7] and present some
considerations about constraints of system parameters given in the reference. Next,
we extend the given solution for asymmetric number of nodes across the groups and
propose a method to exploit this situation to improve the capacity of the nodes in the
group with less number of nodes compared to other groups. Finally, we analyze the
behavior of the given algorithm when the nodes have rank deficient channel matrices
and propose a method to enable the system keep working under this condition.
Moreover, we present the sum rate performance of the method proposed for rank

deficient channel matrix case.
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3.2. System Model

Figure 3.1. Multigroup Multiway Relay Channel Model Example — 3 Groups and 3 Nodes

We summarize the main parameters and assumptions of the system given in [7] as
follows. There are L groups, and in each group there are K nodes and each node wants
to share d data streams with the nodes in the same group using the assistance of a relay
which has R antennas. Each node has Ny, antennas. Global Channel State Information
is assumed to be known by every node and relay. It is assumed that every node can
cancel self interference. There is no direct link between nodes. Since every node can
cancel self interference, signals in a group can be mapped on a (K — 1)d dimensional
subspace at the relay. Therefore, L(K — 1)d dimensional subspace is needed at the
relay for L groups. So, the relay needs to have
R=L(K-1)d (3.1)

antennas.

Communication between nodes takes places in one MAC (Multiple Access) phase and
(K — 1) BC (Broadcast) phases. It is assumed that Global CSI will not change during
MAC and BC phases. In the MAC phase, every node sends its signal to relay. In the
broadcast phases, relay broadcasts linearly processed received signals. In (K — 1) BC
phases every node will have (K — 1) linearly independent equations and since every
node can cancel self interference, each node will be able to solve (K — 1) linear

equations to obtain (K — 1)d dimensional data streams.
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d,;., denotes the data stream vector to be transmitted to other nodes for node k in group
L.V, denotes the transmit filter matrix. Ul denotes first stage receive filter matrix.
H7} denotes channel matrix between node and relay at MAC phase and it has a
dimension of RxN;;,. GP denotes the relay processing matrix applied on the received
signal vector at MAC phase, to be transmitted at each BC phase. HY, denotes channel
matrix between relay and node at BC phase and it has a dimension of N;xR. n,

denotes the i.i.d. complex Gaussian white noise input to the relay at MAC phase.
Received signal vector after MAC phase at the relay can be expressed as follows:

L K
Z z H?Iévlkdlk + n, (32)

=1k
The received signal vector after p" BC phase at node (I’,k") can be expressed as

follows:

Yoo = Hp G Z H Vydyy + Hin Vi dyye

=1
ki (3.3)
+ H?/k/Gp z Z HﬁV”{dlk + ﬁl'k'
=1 k=1

1SN
In the above equation,

o Yhoi HJ\Vydy, expression is the useful signal for the node (I, k") and it
k=k'

contains data stream of other nodes in the same group.

e H}\/Vydy expression is the self interference.

. Hl,k,GP Y YK _ HM'V,.d,, expression is the intergroup interference. Since
1=l

each node is interested in only the data of the nodes which are in the same
group, signals of the nodes in other groups are called intergroup interference.
e N, denotes the effective noise input to node (I',k’). It is the sum of
processed and transmitted relay noise at MAC phase and noise which is

directly input to node. It can be expressed as follows:
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=~ b
ny, = HlllepnT + n; (34)

Here n;,. follows CN(0,077,1).

Relay processing matrix and transmit filers are designed as at each node all the useful
signals align in a d dimensional subspace and all the intergroup interference are
aligned in a Ny, —d dimensional subspace. This way interference alignment is

achieved and hence interference and useful signal are in disjoint subspaces.

First stage receive filter is designed to cancel intergroup interference during each BC

phase and its output can be expressed as follows:

K
p _ yyH b m
Sl'k' = Ul'k'Hl'k'Gp Z Hl'le'kdl'k
k=1
k+k!
(3.5)
L K
+ U{{k/H?/k/Gp Z z H}T,éVlkdlk + Uﬁk’ﬁl'k’

1l

At Eq.(3.5) one can see intergroup interference is nullified. However, useful signal is
still in the equation. If we write these two cases we will have the required conditions
to achieve interference alignment at each BC phase at each node. For U}},/ to nullify

intergroup interference following equations needs to be satisfied:

Ul HY GPHRV, =0 foralll # U (3.6)
To achieve interference alignment, after applying second stage filter Uﬁk, at each
node, useful signal needs to lie ina d dimensional subspace, hence, following equation
needs to be satisfied:
rank (U, HY GPH Vi dyy) fork k' =1,..,K 37)
and ' =1,..,L
Since there are (K — 1)d data streams to be resolved at each node, and at each BC
phase signal space dimension is only d, (K — 1) linearly processed signals received

at each BC phase needs to be concatenated and using second stage receive filter,
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(K — 1) data streams can be resolved. Therefore, estimates of data streams can be

expressed as follows:

— _ T
dlk = Qf{kl[slllrl;cl SE/Kk/l)T (38)
In the next section, interference alignment algorithm is described in detail. Design of
first and second stage receive filter matrix, transmit filter matrix and relay processing

matrix are described.
3.3. Interference Alignment Algorithm
3.3.1. Group Signal Alignment (GSA)

By GSA itis aimed to make Kd data streams to be in (K — 1)d dimensional subspace
at relay. Although there are Kd data streams broadcasted by the relay for each group,
since every node can cancel self interference at each BC phase, (K — 1)d dimensional

subspace for each group at the relay is adequete.

To achieve GSA, following equation is used to design transmit filter matrices:

Vi
v

(H} H . HRI[U2[=0 (3.9)
Vig

Since every node needs to be in a d dimensional subspace at the relay, V;;, needs to
be of rank d for all k. To solve the above equation with this constraint, null space
dimension of H* = [H]} H}} .. Hjg] needs to be of d dimensional. To satisfy

this condition, following inequality needs to be satisfied:

K
ZleZR-I—d I=1..L (3.10)
k=1

This can be justified as follows: since H]" is Rx YX_, N}, dimensional and full rank,

YK _1 Ny needs to larger than R + d for H]" has a d dimensional null space.
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3.3.2. Group Channel Alignment (GCA)

GCA problem is very similar to GSA problem. Compared to GCA, this time effective
channel from nodes to relay which is expressed as U%, /HY,, needs to span a d

dimensional subspace at the relay and moreover all the effective channels from the

relay to all the nodes in a group needs to span a (K — 1)d dimensional subspace at the
relay. Under these considerations, first stage receive matrix Uffk, can be designed by

solving following equation:

[Hp, ]
vt ut vt IHf"zI—o 3.11
[1’1 'z l'K]l . |— (3.11)
b
lHl’KJ

Just like GSA, U,/ H?,,, needs to span a d dimensional subspace at the relay, and to

satisfy this requirement once again following equation needs to be satisfied:

K
Zle2R+d I=1.L (3.12)
k=1

3.3.3. Transceive Zero Forcing

After GSA and GCA there are L(K — 1) data streams and effective channels. By
transmit and receive zero forcing at the relay, L(K — 1) data streams will be
transmitted to nodes. GP matrix is the multiplication of three matrices which are
receive zero forcing matrix Gy, random block diagonal matrix P,, in order to setup

K — 1 linear combinations at the nodes and transmit zero forcing matrix G,:

GP = G, P,GY, (3.13)
Receive zero forcing matrix is the inverse of the basis of subspaces spanned by all the
nodes from all the groups. However since, Kd data strems from a group [ spans (K —
1)d dimensional subspace at relay, when computing receive zero forcing only (K —

1) nodes from group [ is taken into account.
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So, let columns of ﬁf" denote basis for for the (K — 1)d dimensional subspace that

all of the nodes in group [ span at relay in the MAC phase. Then ﬁf’l can be described

as:

ﬁfnz[HﬁVn H?;Vlz H?(lK—l)Vl(K—l)] (3.14)

Therefore, receive zero matrix at the relay is expressed as follows:

¢h =[Am m .. HY (3.15)
Similarly let the rows of I??, denote basis for the (K — 1)d dimensional subspace

spanned by K nodes in group | in the BC phase. Then transmit zero forcing matrix is

expressed as follows:

cws[@) (@) @] e

After transmit zero forcing at BC phase, nodes receive broadcast signals and apply
first stage receive filter and eliminate intergroup interference. After first stage receive
filter U‘[j- applied at node, we will have d linear combinations of (K — 1)d streams
(useful signals). Since d linear combinations will not be enough to decode (K — 1)d
data streams, we need to broadcast K — 1 times each time processing with GP the
MAC signal captured by the relay. For this purpose Pp matrix is changed at each

broadcast phase as a random block diagonal matrix.
3.3.4. Group Signal Separation

After K — 1 BC phases each node has K — 1 linearly independent equations of d data
streams of K — 1 nodes. By inverting MAC channel, relay processing and BC channel,
hence the effective channel from each TX node to specified RX node, and for each
BC phases, each node can decode (K — 1)d data streams. The effective channel can

be expressed as follows:

meff _ yyH ggb
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And all the effective channels from K — 1 nodes to the receiving node in group I’ can

be expressed as follows:

@eff _ [ygWeff (eff Deff
HPI = [HEET . HEET o HDT (3.18)

And finally effective channel in all BC phases can be expressed as follows:

HYL = [(00) (H27) L (BEVOTY] @19)

As stated before, by inverting effective channel we can decode (K — 1)d data streams

from K nodes. Therefore second stage receive filter is expressed as:
H _ (geff\"1
Q) = (Hl’k’ (3.20)
3.4. Sum Rate Performance
3.4.1. Sum Rate Calculation

For MIMO systems where interference is input to receiver in addition to noise,
achievable data rate in between transmitting node i and receiving node j is given as
follows[12]:

R =log,|I + SINR| (3.21)
where SINR is defined as signal covariance matrix multiplied by inverse of sum of

noise covariance matrix and interference covariance matrix.

Sum rate calculation is done for every transmit receive node pairs throughout the
whole communication. Signal covariance matrix of the transmitting node,
interference(namely intergroup interference) and noise covariance matrix at receiving
node is calculated. For each pair, achievable data rate of the link is calculated based

on the following formula:

R = %logz (|r+a4;(8;+0)7"|) (3.22)
where,

Rfj: Achievable rate between transmitter node ([, i) and receiver node (L, j)
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A; : Signal covariance matrix at node (I, j) due to node (I, i)
B; : Interference covariance matrix at node (1, j) due to intergroup interference
D; : Noise covariance matrix

T : Number of time slots that all the communication take place

Noise free signal received by node (I’,k") at p" BC phase is given as follows by

simply discarding noise and intergroup interference terms in (3.5):

b
x?’k' = Uﬁk'Hl'k’GpH?le’kdl'k (323)
So concatenated noise and interference free signal vector for transmitting nodes of

subgroup vector over (K — 1) BC phases will be as follows:

=

Ikl

~

[ x
Ix’k’
| .

(K 1)
lxlk’ J

~

Xl’k’ = (3.24)

N
T

As explained before, second stage receive filter matrix fo ' 1s applied to signal vector

and therefore signal covariance matrix can be expressed as follows:

H
Apo = E{QM o Xu (@ Xp) ) (3.25)
Likewise, interference only signal input to node (I',k’) at p"" BC phase can be

expressed as follows:

L

=D

Xll, Ul k’H k’G ZH;?le’kdl’k (326)
=1
1=l

Concatenated signal vector over (K — 1) MAC phases for intergroup interference will

be as follows:
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[ iy ]
.2
XI, =| e (3.27)
| (K—1)

xll'k'

And, interference covariance matrix can be calculated as follows:
H
Bl’k’ = E {QﬁerIllkl(QﬁerIllkl) } (3.28)
Concatenated noise vector and noise covariance matrix can be calculated based on

noise term in (4.23):

ﬁf'k' = U?k/(H?,k,Gpnr + nf/k/) (329)

[ ﬁll'k’ ]

2

XNy =| e | (3.30)

et

xnlrkr
H H H

Dy = E{QN XNy (QH XNy)" ] (3.31)

Sum rate will be different for each link due to channel variations. There will be K-1
links from each node to rest of the group. Since MAC phase is common for all
receiving nodes data rate for the transmitting node has to be the minimum of all the
links originating from that transmitting node. And sum rate of the group will be sum
of all rates from all nodes to the other nodes in the same group, and sum rate of the

whole system will be sum of group sum rates. This can be expressed as follows:

Rl =(K—1)* min R} (3.32)

K

SR = R! (3.33)

L
1=1i=1
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3.4.2. Performance Results

We reproduce sum rate graphics given in [7] for the following scenarios:

Table 3.1. Scenario Parameters for Sum Rate Simulation

Scenario

R Pr d Nik

A
B

w X
o

9 1 [223]
4 9 12 1 [2233]

sum rate in bits per channel use

100

80 -

70 -

60 -

50

—*¥—— Scenario A
—O— Scenario B

5 10

Figure 3.2.

15 20 25 30 35 40 45 50
P/o? in dB

Sum Rate Graphics for Scenario A and B
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3.5. Some Considerations on System Parameters
3.5.1. Number of Antennas of the Nodes

Number of antennas of the nodes are constrained by group signal alignment and group

channel alignment feasibility conditions and the constraint expression is as follows:

K
Zle2R+d I=1.L (3.33)
k=1

Namely the expression above states that total number of node antennas in a group
must be at least larger or equal to number of relay antennas plus number of data

streams.

Number of node antennas in different groups are not constrained nor mentioned in the
related work. However in all the scenarios in the given work, number of antennas are
symmetric in different groups. However, as long as the constraints discussed above
are satisfied, number of node antennas in different groups can be completely different.

3.5.2. Number of Nodes in Different Groups

In the related work it is clearly stated that there are L groups with K nodes in each
group. However if we change the relay antenna constraint according to this new
situation, interference algorithm can be used when number of nodes in different groups

are not equal.

In order to find out constraint on number of relay antennas for this case we can follow
a similar way in the related work. In the interference algorithm, relay does not need to
spatially separate all the nodes of all groups, instead if each group lies in K;d — d
dimensional subspace at the relay, then at each node after cancelling self interference
in K; — 1 BC phases all (K; — 1)d data streams can be decoded. Therefore we need

to constrain number of relay antennas as follows:

R=) (K,—1)d (3.34)
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Another problem to be solved in case of different number of nodes is number of BC
phases. Since we want data to be interchanged in-between nodes, number of BC
phases is determined based on group with maximum number of nodes. In some groups
there will be BC phases more than needed, and these extra BC phases can be utilized.
We will consider this case in section 3.5.4.

3.5.3. Extra Antennas at Nodes

In this scenario we have investigated when nodes have more than required minimum
number of antennas by interference alignment algorithm. We used scenario A given
in the related work, and changed number of antennas of the nodes. For scenario A the

parameters are given as below:

Table 3.2. Parameters for Scenario A and Scneario Ay

Scenario L K R Pr Nik Pk
A 3 3 6 9 [223] [111]
Ay 3 3 6 9 [333] [3/2 3/2 1]

We tested four variants of scenario A, in which we changed Nk = 3; Nik =4; Nk =5
and Ny = 6 for all nodes. In Figure 3.3 we can see the results:
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Figure 3.3. Performance results when NIk =3,4,5,6 for scenario A

We can see that sum rate decreases as the number of antennas increase. We explain
this fact in the following discussion. Since we are investigating only the number of
antenna nodes we kept d-number of data streams constant in scenario A and therefore,
having a larger null space dimension of H}* wouldn’t be utilized. Since null space
dimension of H}" is larger than needed, we can increase d too, but in that case we
need to increase R also, and even we need to increase number of antennas of the nodes
more then we planned. Moreover, changing parameters this way is nothing but another

scenario for the given formulation and interference alignment algorithm.

Without changing 1A algorithm, adding extra antennas to nodes more than needed is
not only useless but also decrease the sum rate because there is a power constraint for
the node, and since we distribute power on extra antennas which are not needed, we
have a lower SNR at the relay receive and node receive eventually. In return, sum rate

decreases, since each link capacity will decrease due to decrease in SNR. To test our
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hypothesis that decrease in SNR is due to decrease in power per antenna, we increased
power of nodes with extra antennas by the same factor that number of antennas
increase. That is to say for the case N = 3 for all nodes, we increased power of nodes
which have originally 2 antennas by a factor of 3/2. Parameters and power
compensation factors for Scenario A can be seen in Table 3.1

Senaryo A vs Senaryo AV
80

70 //J
60 //'
A

50 /
40 A
//

30
)4

20 /
/ —=— Senaryo A
10

2 —e— Senaryo AV ]

L

15 20 25 30 35 40 45 50
P/sigma2 in dB

sum rate in bits per channel use

Figure 3.4. Comparison of Scenario A and Scenario Av
We can see that with power compensation, the two scenarios give the same sum rate.
This verifies the reason of sum rate decrease is due to power reduction per antenna,
and adding extra antennas does not have any role in this interference alignment

solution unless these extra nodes are used in a different way.
3.5.4. Groups with Unequal Number of Nodes

In section 3.5.2 it was mentioned that interference alignment algorithm given in [7]
can be modified to support different number of nodes for different nodes. However,

since necessary number of BC phases is (K — 1) and whenever K is dependent on [
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then for the group which has less nodes compared to other nodes will receive BC phase
tranmissions from relay more than it needs to decode data streams of the nodes in the

same group.

These “extra” BC phases for the group with less number of nodes can be utilized to
increase sum rate for the specified group. The main idea is, since BC transmissions
are linearly processed MAC phase receive signal and additive noise to node at each
BC phase is uncorrelated, we can add up extra BC phases at the receiving node and
improve SNR. We change scenario A given before as in the following table:

Table 3.3. Modified Scenario A for Groups with Unequal Number of Nodes

Scenario L K R Pr Niz, Ni2 Ni3 PNk
Au 3 [332] 6 9 [223] [3 4] [111]

Since, sum rate will only improve for the group with less nodes, we focus on sum rate
of two nodes in third group. In the following figure we see sum rate for node (3,1)

compared when extra BC phases are utilized and not utilized.
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sum rate in bits per channel use
w
T
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Figure 3.5. Utilizing Extra BC Phases for group with less nodes

3.5.5. Rank Deficient Channel Matrix Considerations

It is assumed that channel matrix of nodes are drawn from an i.i.d. and continuous
distribution which guarantees full column rank channel matrices. However, due to
several reasons such as poor scattering, too few paths and faulty antenna design which
leads to insufficient antennas spacing, channel matrices may be rank deficient [16].
Under this condition we want to know behavior of the interference alignment

algorithm given in [7].

When MAC phase channel matrix of one of the nodes is rank deficient, there will be
problems about calculating transmit beamforming matrix since transmit beamforming
matrix of the nodes are designed as null space of MAC phase channel matrix of the

group. Transmit beamforming matrix design formulation is given at (3.9) as follows:
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Vi

vV
[HE HE .. HE][Z[=0
Vik
And as mentioned in 3.3.1, null space of H* = [H}; H}} .. Hig] needs to be “d”

dimensional and to achieve this, following condition needs to be satisfied:

K
k=1

Apparently, if channel matrix of one of the nodes is rank deficient, although (3.10) is
satisfied, null space of H* will not have a vector whose elements are all nonzero.
Therefore, some of the nodes will not be able to make transmission at all and hence

MAC phase communication between nodes and relay will not be possible.
Same applies to broadcast channels and first stage receive matrices too.

In order to solve this problem, diagonal loading concept can be utilized for calculating
beamforming matrices. By applying diagonal loading to channel matrix of rank
deficient node, null space of H]* will consist of vectors with nonzero elements all.
This way, all the nodes will be able make transmission. However, channel itself will
be still rank deficient for the specified node. In this section we will examine capacity
of individual nodes, where in the same group one of the nodes have a rank deficient

channel matrix.

Let MAC phase channel matrix of node (I',k") is rank deficient. Then, while
calculating transmit beamforming matrices instead of original channel matrix we can

use diagonal loaded MAC phase channel matrix for node (I’, k")

H'O' = H) + aX (3.35)
where X is a matrix same size of H},, with diagonal elements are “1” and rest is “0”

as follows:
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1 0 07
0 1 0
00 0
X=/0 0 .. 1 (3.35)
0 0 0O
0 0 0 O
This way HZ‘;{’?L is guaranteed to be full column rank. The parameter « is defined as

diagonal loading coefficient and how to determine the a parameter is an optimization
problem. Increasing the parameter a too much will dominate the null space solution
and hence the beamforming matrices, whereas decreasing it too much will result in
almost rank deficient channel matrix again and produce suboptimal results again.

However, we didn’t study optimizing the a parameter in this work.

By using H??,’(?L at transmit beamforming matrix design at the nodes and receive zero
forcing calculations at the relay, nodes that have a full column rank MAC phase
channel matrix will be able to send its data stream to relay at MAC phase despite the
nodes with a rank deficient MAC phase channel matrix, since null space of H]™* will

have vectors all nonzero.

Diagonal loading can be used for transmit beamforming design and receive zero
forcing at the relay. However channel itself will still be rank deficient, and nodes with
rank deficient channel matrix, will not be aligned its own subspace at the relay, since
receive zero forcing matrix is not designed using original channel matrix which is rank
deficient. Therefore, although diagonal loading is used for transmit beamforming and
receive zero forcing designs, nodes with rank deficient channel matrices will lose

some of their signal power.

For a scenario of L = 3, K=4 and d = 1, we first present sum rate of nodes (l,k) =
(2,1) and (I, k) = (2,4) without rank deficient channel matrix situation. Sum rate of

these individual nodes can be seen in Figure 3.6.
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Sum Rate of nodes (2,1) & (2,4) for No RDM Situation
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Figure 3.6. Sum Rate of Individual Nodes for No RDM Situation

Next, using singular value decomposition we modify channel matrix of node (, k) =
(2,1) and we zeroize one of the eigenvalues of the channel matrix. No modification
is applied to node ([, k) = (2,4). No method used to compensate rank deficient
channel matrix effects. Sum rate simulations under these conditions can be seen in
Figure 3.7. As it is seen on Figure 3.7 not only node (2,1) but also node (2,4) is not
able to communicate at all. This was something expected since the algorithm will

return transmit beamforming matrices which equal to 0.

Next, we apply diagonal loading in order to cope with rank deficient channel matrix
as described above. After applying diagonal loading, node (2,4) achieves sum rate as
before. However node (2,1) still far behind compared to no rank deficient channel
matrix case. This is again something expected since diagonal loading can only be
applied at transmit beamforming design at the nodes and receive zero forcing design
at the relay, but the channel itself is still rank deficient and hence zero forcing at the

relay for node (2,1) is not quite successful.
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Sum Rate of nodes (2,1) & (2,4) RDM Applied
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Figure 3.7. Sum Rate of Individual Nodes for RDM Situation
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Figure 3.8. Sum Rate of Individual Nodes for Diagonal Loading Applied
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CHAPTER 4

SUBGROUP BASED INTERFERENCE ALIGNMENT ON MULTIGROUP
MULTIWAY RELAY CHANNELS

4.1. Introduction

In the given interference alignment scheme number of relay antennas is very close to
the number of total nodes in the whole system (for d = 1), by just adding extra L
antennas to the relay all the nodes can be spatially separated at the relay, hence relay

could decode data streams of all nodes and process accordingly.

With this motivation, we propose another method to reduce number of relay antennas

without disturbing interference alignment at the nodes.

To achieve this goal, nodes need to lie in a smaller subspace at the relay or two or
more nodes need to share same subspace at the relay. If two or more nodes need to
share same subspace at the relay, a method need to be devised to decode these two
nodes data stream at the receiving nodes since they will add up at the relay.

4.2. Number of Relay Antennas

By designing transmit filters accordingly, we can make M nodes align into the same

subspace at the relay. Therefore, relay will need to spatially separate only half of the
nodes, and we will need % dimensional space at the relay. So number of relay

antennas can be expressed as follows:

R=—o (4.1)
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4.3. Signal and Channel Alignment of Any Two Nodes

To reduce the number of antennas at the relay, we need to design transmit
beamforming matrices of the nodes in the same group such that M of the nodes span

the same d dimensional subspace at the relay and this can be expressed as follows:

span(HiiVy) = span(Hij Vi) = -

- (4.2a)
= span(Hy y-1Viiem-1)
i=(G—-1)x*M (4.20)
s=12,..,K/M (4.2¢)

where
i: Node index in subgroups
s:Subgroup index
We define these M nodes which span same subspace at the relay as a subgroup.

In order to satisfy this condition, we need to find a d dimensional intersection between
subspaces that node i can span relay and node j can span at relay. To make this
feasible, the matrix defined below needs to have d dependent columns for any i & j

pair [13]:

m

i = [Hi HYf] (4.3)
Nodes in the same subgroup needs to align not only in MAC phases but also in BC
phases. So, we need to design receive filter of each node in the same subgroup such
that they will align at the relay into the same subspace in BC phases. This can be
achieved similar to MAC phase problem and can be expressed as follows:

span((UGHR)") = span((UjH{)™) (4.4)
Again for feasibility,
H H H
Hy" = [m5" Hy| (4.5)

needs to have d columns dependent to each other for any i & j pair.
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4.4. Design of Transmit Beamforming Matrix

We want to design transmit beamforming matrix of the nodes in the same subgroup
such that they span the same subspace at the relay. If M > 2 then any 2 node and all of
the nodes in the same subgroup needs to span same subspace at the relay. For the pair

to span same subspace following equation needs to hold for any i&j pair:

HiV, = H}jV; (4.6)

which will lead to following equation:

[HE —-HE 0 0 o [ vn
I 0 m O —HY 0 0 I L2
| 0 0 m —HJ} 0 | =0 (47
[ : : : : 0 |l .
m m
l 0 0 0 0 HI(M—1) _HlMJ _Vl(M)_

By satisfying (4.7) we assure that any pair satisfies (4.6).

Since H}, is ((M — 1) x R) x (M = N) (N: Average number of antennas of the nodes)
dimensional, and H7}, needs to have d dependent columns to make the nodes in the

same subgroup span same subspace at the relay, we can infer that

M*xN =>((M—-1)+*R)+d (4.8)
and so
(M-1)*R d
S T 49
> o +7 (4.9)
Since we have
LKd
S — 4.10
R=— (4.10)
then
N 2(M—1)L1’(d+Md (4.11)

MZ
is the necessary average number of antennas at the nodes for the existence of

interference alignment solution.
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If the above constraints are satisfied then transmit beamforming matrices for the

subgroup can be found as follows:

[ Vit
47
Vion] (4.12)
[H} —-HE 0 0 0 0 ]
[ I 0 m mo0 0 0 I
=null|| O 0 . —H} 0 0 ||
\| : : : : 0 0 |/
lo o 0 0 .. HY, -HY

4.5. Design of Receive Filter Matrix

Receive filter matrix can be designed similar to transmit beamforming matrix. To pair

same nodes into the same channel, following equation needs to be satisfied:

m 0 0 0
H m 0 0
0 -—H@ m 0
vt uy® ... ... ... U 0 0 —H 0
[ 1 12 l(M)] : : E14- : (4.13)
0 0 0 o Hity_y
0 0 0 .. —HT, |
=0
and so,
[ULR UL . oo o Uiy
H
mo0 0 o 1
—H}; i 0 0
0 -—Hj 13 0 (4.14)
= | null 0 0 —H}} 0
0 0 0 .. Hjy_y
0 0 0 —HT,
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Examining (4.14) we can reach (4.9) which constraints the average number of
antennas each node in a subgroup needs to have. Therefore we can conclude that
average number of antennas each node needs to have is same for both MAC and BC

phases to make interference alignment feasible.

Subgroup signal and channel alignment given in (4.12) and (4.14) needs to be done
for each subgroup in every group. Then we will have % available spatial slots for

LKd data streams.

One important advantage of the proposed system is hidden in (4.12) and (4.14). As it
is seen nodes in a subgroup does not need the channel knowledge of the nodes in other
subgroups although all of them in the same group. For example, let K=4and M = 2,
then for the proposed system every node will only need to know its own channel state
information and the channel state information of the other node in its subgroup.
However in the reference scheme given in [7], every node needs to know not only its
own channel state information but also channel state information of other three nodes

in the same group.
4.6. Transceive Zero Forcing

We need receive zero forcing and transmit zero forcing matrices at relay in order to
separate pairs in a group and also separate groups after MAC phase and before BC

phases. By designing P matrix appropriately we can transmit data streams to nodes.
4.6.1. Receive Zero Forcing Matrix

Receive zero forcing matrix is the inverse of the basis of subspaces spanned by all the
nodes from all the groups. However, since Md data streams from a subgroup spans d
dimensional subspace at relay, while computing receive zero forcing only one of the

nodes from each subgroup is taken into account.

Let columns of fﬁ" denote basis for the (K — 1)d dimensional subspace that all of the

nodes in group [ span at relay in the MAC phase. Then ﬁ? can be described as:
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i
!
m m . . (4.15)
= [H1Vi HitnVis - Hilgk—omsyVik-2m+1)  Hifk-men)Vik-m1)]

As we can see, since subsequent nodes are designed as pair they span same subspace
at the relay and only one of them is taken into account in order to obtain ﬁf’l And

concatenating all H7* matrices of all groups and taking inverse we get receive zero

forcing matrix:

— —~ ~ 1—1
Gl =[H! H} .. H}| (4.16)

4.6.2. Transmit Zero Forcing Matrix

In order to calculate transmit zero forcing matrix, we need to obtain the matrix whose

rows are a basis for effective channels spanning relay.

Ui H}

b
. UitaeanHi+m)
H} = -

. b
UIZLI(K—ZM+1)HI(K—2M+1)

(4.17)

b
| Uitk menHlk-ms1) |

If we concatenate I?? matrices for all groups and then take inverse we will get transmit

zero forcing matrix:

G = [(HD) (HD) . (iﬁg)T](_l)T (4.18)
4.7. Design of P Matrix

Data received in each MAC phase can only be transmitted in K /M BC phase since we
have only LKd/M antennas at the relay. Therefore at each BC phase we broadcast
MAC phase data of M nodes to all the nodes in each L groups, namely subgroups in

order. These M nodes are the nodes that span same subspace at the relay. We use P
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matrix to broadcast MAC phase data of different subgroups to all the nodes in each

group. P matrixfor L = 2,d = 2and K = 4 is given as follows:

(4.19)

PO R OO OoOOoOO0o

=N el o leNoNe

CoococOoOROR
coocoRroRrO
coococococoo
cocoococococoo
coococococoo
cocoococococoo

(4.20)

Cocoocoococoocoo
cocoocoocococoo
cocoocoocococoo
cocoocoocococoo
ocrRroOoRroocOoO
mPOR OO0 OO

S OO OO KRk O
SO OO RO RO

P, is for BC phase 1 for all MAC phases and P, is for BC phase 2 for all MAC phases.
P, transmits data of nodes 1&2 to all the nodes in the same group (L=2), and P,
transmits data of nodes 3&4 to all the nodes in the same group. After each MAC phase,
K /M BC phases is done. This way data of each MAC phase is transmitted to all nodes

in each group.

Combining receive zero forcing matrix, P matrix and transmit zero forcing matrix, we

will have relay processing matrix:
G, = GtxPprx

By using P matrices we broadcast different subgroups’ MAC phase data to all nodes
in the same group. As mentioned before we still need to resolve data streams of nodes
that are in the same subgroup. This is done by transmitting data in M MAC phases and

pre encoding them before transmit beamforming matrix.
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4.8. Designing Pre-Beamforming Encoding Matrix

Since nodes in the same subgroup span the same subspace at the relay, we need to find
away to separate these M nodes’ data streams. For this, we use a pre-encoding scheme.
Before transmit matrix, we multiply data vector with dxd pre encoding matrix Zjj
which is given for d = 2 as follows:
Zh VAL
w= [ 7] @2

Here, m denotes MAC phase, [ denotes group, and k denotes node k in group L.
Members of Zj} should be such that, after M MAC phases broadcasted to receiving
nodes, data streams of nodes that span same subspace at the relay can be decoded and

this can only be achieved if the following condition is satisfied:
Z}, 7}
Z= l i gzl and rank(Z) = 4 i.e. Z is full rank (4.22)
Z Z
i 12
For subgroup w which contains M nodes, a more general statement for node Z can be

given as follows:

1 1 1
[Zia+yy Zig+yy ™ Zigway) |
2 2 2
z, = |2t Ziew o Zigwey
Zitivy) Zizsy - Zilmey) (4.23)

wherey = [(w — 1)/M]| * M
and rank(Z,,) = M*d i.e. Z,, is full rank
Z,, matrix is constructed by concatenating Zj; matrices horizontally keeping MAC
phase constant and changing nodes in the subgroup, and vertically keeping nodes
constant and changing MAC phase. When constructing Z,, matrix we use the nodes
that span the same subspace at the relay. This is nothing but a system of linear
equations. For this system to have a unique solution matrix Z,, needs to be full rank
as stated in (4.23). Another point is that, since different subgroups span distinct

subspaces at the relay, same precoding matrices can be used in all subgroups.

44



The constraint in (4.23) can be achieved by random elements for each Zj;;. However
any other matrix can be selected for Zj; which will satisfy (4.23). In this study we
used Gaussian distributed random elements for Z7},. For other choices performance
may change in positive or negative direction or this matrix can be designed to achieve

another purpose.
4.9. Resolving Data Streams of Nodes in the Same Subspace

Transmission sequence of the whole system can be configured as M times MAC
phase, followed by K/M BC phases for each MAC phase. For example where M = 2

and K = 4, transmission sequence will be as follows:
MAC1, MAC2, BC11, BC12, BC21, BC22

Here, first index of BC denotes MAC phase number and second index denotes BC
phase number of the related MAC phase. To be more clear BCQP(for BC12,Q=1 &
P = 2) denotes P BC phase of Q" MAC phase.

Construction of the Z matrix was described in the previous part. It defines a system of
linear equations, which is constructed by pre-encoding matrices applied before
transmit beamforming matrix at each node at each MAC phase. Therefore we can

consider Z~1 as decoding matrix.

At node (', k") received signal at p" BC phase of m" MAC phase can be expressed

as follows:

L K

~Mm

SZLI?' = k'Hl k’ z llekZ dlk + Ul k,n p (423)
l=1k=

For [ # I’, terms under summation will be intergroup interference and after receive

filter matrix U}/, they will be cancelled out. Summation for I = I’ is the signal of
nodes in the same group of the receiving node. ZJ}, is the pre-encoding matrix for m™

MAC phase. 1 NZ",’:, denotes the effective noise input to node (I’,k"). It is the sum of
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processed and transmitted relay noise at m™ MAC phase and noise which is directly

input to node at p™" BC phase. It can be expressed as follows:

= _ b
Y, = Hp)GPn* +nb, (4.24)
Here nl . Tollows CN(O,alz,k,) and n™ follows CN(0,02).

By design of P matrix, at every BC phase, signals of one of the subgroups in each

group is transmitted by the relay. Therefore, at each receiving node, Sl 1S

concatenated over M MAC phases for each BC phase. We can give an example to be
more clear. Let L =2, K=4, M =2 and d = 2. Then at node (1,1), received signal at
MAC1, BC11 and MAC2, BC21 will be concatenated to decode data of nodes in
subgroup 1. Likewise, received signal at MAC1, BC12 and MAC2, BC22 will be
concatenated. Therefore, at each receiving node, there will be concatenated signal
vector for each subgroup in the same group and there will be a decoding matrix which
is Z~1, again for each subgroup. However, decoding matrix may be same for all

subgroups since as stated before, they span distinct subspaces at the relay.

For the given example scenario in the previous paragraph, at node (I’, k") for first
subgroup, S vector which is concatenated signal vector for first subgroup will be

formed as follows:

S,
”"_l “‘l (4.25)
Sl k'

For subgroup w which contains M nodes, a more general statement for node (I, k")

can be given as follows:

[s,F
| 2p |
sw.=|% k’I

(4.25)
M

Sl'k'

wherep = |(w—1)/M]| +1
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Then decoding of transmitted symbols for subgroup w is simply the solution of this

set of linear equations, and can be expressed as follows:

d=2Z,'s), (4.26)

4.10. Rank Deficient Channel Matrix Considerations

Theoretical considerations for rank deficient channel matrix case are given in 3.5.5.
Considerations and solutions for rank deficient channel matrix case given in 3.5.5
applies to proposed interference alignment algorithm too. Therefore we directly

present simulation results.

We choose nodes (2,1) and (2,2) since they lie in the same subgroup. First we present

sum rate for the case with no rank deficient matrix in Figure 4.1.

Sum Rate of nodes (2,1) & (2,2) for No RDM Situation

—6— Node (2,1)
—#— Node (2,2)

2.5

sum rate in bits per channel use

0.5

0 10 20 30 40 50 60 70
P/o? in dB

Figure 4.1. Sum Rate of Individual Nodes for No RDM Situation

Next, we use a rank deficient matrix for node (2,1) and do not apply diagonal loading.
We see the sum rate results in Figure 4.2. Since (2,1) has a rank deficient matrix,

transmit beamforming matrices are 0.
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Sum Rate of nodes (2,1) & (2,2) RDM Applied
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Figure 4.2. Sum Rate of Individual Nodes for RDM Situation

Sum Rate of nodes (2,1) & (2,2) DL Appl. for RDM
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Figure 4.3. Sum Rate of Individual Nodes for Diagonal Loading Applied
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Finally, we apply diagonal loading in order to cope with rank deficient matrix of node
(2,1). In Figure 4.3 it can be seen that node (2,2) has a sum rate as if there is no rank
deficiency problem in the system. However, node (2,1) loose from the sum rate, since
channel matrix itself is still rank deficient although diagonal loading applied at

transmit beamforming and relay receive zero forcing design.
4.11. Performance Evaluation and Comparison

First we compare necessary relay and node antenna number formulation, channel state
information knowledge need at the nodes and number of MAC and BC phases needed
for the whole communication. We also present system parameters for which only
maximum 3 antennas at the nodes is needed for the proposed system. In addition we
present how many antennas are needed at the relay and nodes thoroughly and make
comments on these numbers. In addition, we present a 3 dimensional plot of antenna
numbers of the nodes and the relay vs number of groups (L) and subgroup size (M);
and vs number of nodes in a group (K) and subgroup size (M) for a visual comparison
of antenna numbers of the proposed and the reference system.

Next we compare sum rate performances of the proposed system and reference system
for same main system parameters such as number of groups, number of nodes and
number of data streams in 4.11.3.1. In this comparison, we do not care about how
much power is dissipated for the whole communication to take place in two systems,
therefore total power usage may be different. We also do not care about total number
of antennas in the two system. However, sum rate results are per time slot for both of
the systems. We examine the response of the subgroup size of the proposed algorithm

by changing it.

Finally, we make a fair comparison of the sum rate performance of the two systems,
in terms of total number of antennas needed, total power used by the nodes and the
relay and total time slots in section 4.11.3.2. Since, capacity of MIMO systems is
dependent on number of antennas and power, results of this fair comparison is very

valuable in terms of the absolute performance of the two systems.
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4.11.1. Main System Parameters Comparison

For both of the systems, number of antennas at the relay and nodes are formulated in
equations (3.1), (3.10), (4.1), (4.9) respectively. We summarize these parameters in

the following table:

Table 4.1. Comparisan of main system paramaters

Parameter Ref[7] Subgroup Based 1A
Relay Antennas R=L(K-1)d R LKd
M
Node Antennas L(K—1)d+d M—-1)*R)+d
Ny > KD v M-D-R)+
K M
MAC Phase 1 M
BC Phase K
K—-1 —
M = o

In the proposed algorithm, as we reduce number of relay antennas nearly in the order
of M by aligning M nodes into same subspace at the relay, number of node antennas
increase depending on the value of M. For M = K it can be seen that number of node
antennas are same for both systems and also number of relay antennas is only L*d.
However in return we loose from total time slots that all the communication take place.
Another advantage of the proposed system is we can control number of antennas of

the relay and nodes by changing parameter M.

In order to gain more insight into how the parameters such as L, K and M change the
number of relay and node antennas we plot R and N as a surface depending on K and
M while keeping L constant and also depending on L and M while keeping K constant
as in Figure 4.4 and Figure 4.5. Although M is not a parameter for the reference
algorithm, in order to plot comparable figures we kept parameter M on the y-axis but

as it is seen in the figures reference algorithms’ antenna numbers don’t change on M.
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Proposed System - Number of Relay Antennas vs L & M Reference Sy - Number of Relay A vsL&M

Ref y - Number of Node A vsL&M

Figure 4.4. Comparison plot of relay and node antenna numbersvs L & M

Pr y - of Relay A vsK&M Reference - Number of Relay A vsK&M

Y

Proposed Sy - Number of Node A vs K&M

Figure 4.5. Comparison plot of relay and node antenna numbers vs K & M
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In Figure 4.4 K = 10 is set and kept constant. Examining Figure 4.4 we see for the
reference algorithm R is linearly increases as L increase. However, for the proposed
algorithm by controlling M parameter, R value can be reduced as the order of M and
this can be clearly seen from the figure. Number of node antennas track the same line
for the proposed algorithm and reference algorithm if M = K for the proposed

algorithm. For cases M < K proposed algorithm needs more antennas for the nodes.

In Figure 4.5 L = 5 is set and kept constant. Examining Figure 4.5 we see similar
results for R. Note that the points where M > K doesn’t exist on the plot since M can’t
be larger than K. Number of node antennas N converges to L*d for the reference
algorithm as K increases. However, for the proposed algorithm we need more antennas
at the node unless M = K. If M = K then proposed algorithm almost track the same
line with the reference algorithm for the number of node antennas, N.

Another important measure which is valuable to compare is computational
complexity. In both of the algorithms, mainly matrix inversion and null space
calculation is used. For matrix inversion computational complexity is givenas 0(n) =
n3 for an n x n dimensional matrix. Therefore, since the number of relay antennas
will increase as the number of nodes increase for the reference algorithm,
computational complexity will also increase in the order R® since G, and G,, are
calculated by calculating R x R matrix inverses. However, for the proposed algorithm,
we can have a lower computational complexity by increasing M. The number of relay
antennas for the proposed algorithm are given as R; = L * (K/M) = d and for the
reference algorithm R,,., = L * (K — 1) = d. Therefore, computational complexity of

transmit & receive zero beamforming matrix calculation at the relay for the reference

. . ME-1)\3 . . .
algorithm will be (T) much higher compared to proposed algorithm, depending

on the value of K and M. Null space is generally calculated using singular value
decomposition. Although there are different algorithms with different accuracy and

computational complexity, they are all dependent on size of the matrix. So, again for

52



the proposed algorithm computational complexity of the solution will be reduced

compared to reference algorithm, depending on the subgroup size, M.

Less number of node antennas is a very favorable property for today’s antenna designs
packed into a small form factor like a mobile phone. As the number of antennas
increase, they may be correlated and channel matrix may be rank deficient contrary to
assumptions made. Therefore we checked for which system parameters, number of

node antennas is less than or equal to 3 and tabulated as in Table 4.2,

We can see that for a broad range of parameters, 3 or less node antenna requirement
can be satisfied. However, as the number of groups gets higher than 5, neither of the

systems can work with 3 or less antennas.

With the proposed system, number of relay antennas decrease and number of node
antennas increase. Although higher number of node antennas can be seen as a
disadvantage, this fact makes number of node and relay antennas closer to each other.
For some scenarios close number of relay and node antennas can be favorable since
any node can serve as a relay also. Based on this, in a network any node which doesn’t
need to transceive data for a period of time can serve as a relay and nodes which are
in idle state can be evaluated for highest sum rate. The idle node which can serve as a

relay with highest sum rate can be chosen.

In the reference algorithm given in [7], every node needs to know Global CSI.
However in the proposed subgroup based interference algorithm, every node needs
CSl local to its own subgroup. For M = 2, every node needs to know CSI of only one
of the nodes in the same group no matter how large is K. This is a favorable property,
since estimating CSI is complex and causes using some of the total sum rate available

for this purpose.
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Table 4.2. System Parameters for N < 3

L K d M R1 N1 Rorg Norg
2 2 1 2 2 1,50 2 1,50
2 2 2 2 4 3,00 4 3,00
2 3 1 3 2 1,67 4 1,67
2 4 1 2 4 2,50 6 1,75
2 4 1 4 2 1,75 6 1,75
2 5 1 5 2 1,80 8 1,80
2 6 1 3 4 3,00 10 1,83
2 6 1 6 2 1,83 10 1,83
2 7 1 7 2 1,86 12 1,86
2 8 1 8 2 1,88 14 1,88
2 9 1 9 2 1,89 16 1,89
2 10 1 10 2 1,90 18 1,90
3 2 1 2 3 2,00 3 2,00
3 3 1 3 3 2,33 6 2,33
3 4 1 4 3 2,50 9 2,50
3 5 1 5 3 2,60 12 2,60
3 6 1 6 3 2,67 15 2,67
3 7 1 7 3 2,71 18 2,71
3 8 1 8 3 2,75 21 2,75
3 9 1 9 3 2,78 24 2,78
3 10 1 10 3 2,80 27 2,80
4 2 1 2 4 2,50 4 2,50
4 1 4 3,00 8 3,00
5 1 5 3,00 5 3,00

4.11.2. Sum Rate Calculation

For MIMO systems where interference is input to receiver in addition to noise,
achievable data rate in between transmitting node i and receiving node j is given as

follows:
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R =log,|I + SINR| (4.27)
where SINR is defined as signal covariance matrix multiplied by inverse of sum of

noise covariance matrix and interference covariance matrix.

Sum rate calculation is done for every transmit receive node pairs throughout the
whole communication. Signal covariance matrix of the transmitting node, interference
(namely intergroup interference) and noise covariance matrix at receiving node is
calculated. For each pair, achievable data rate of the link is calculated based on the
following formula:
1 -1
Rlj = ~log, (|r+a;+ (B;+D))7"|) (4.28)

where,
Rfj: Achievable rate between transmitter node (1, i) and receiver node (I, j)
A; : Signal covariance matrix at node (1, j) due to node (I, i)
B; : Interference covariance matrix at node (1, j) due to intergroup interference
D; : Noise covariance matrix

T : Number of time slots that all the communication take place

Noise free signal received by node (I, k") at m™ MAC phase and p" BC phase is given

as follows by simply discarding noise and intergroup interference terms in (4.23):

b
Xjrer = Ui Hy o GoHY Vi Z3 dyry (4.29)

So concatenated noise and interference free signal vector for transmitting nodes of

subgroup vector over M MAC phases will be as follows:

(4.30)
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As explained before, decoding matrix Z;;! is applied to signal vector and therefore

signal covariance matrix can be expressed as follows:

Ay = E{ZX0,.(22x%,)") (4.31)

Likewise, interference only signal input to node (I’, k") at m™" MAC phase and p" BC

can be expressed as follows:

L
~-mp _ yrH b m m
.X'll/k, - UlllellkIsz Hl’le,kZl’kdl’k (432)
=1
1=l

Concatenated signal vector over M MAC phases for intergroup interference will be as

follows:
.1p
[xi,/,

w lxi2p l
XIllkI = | l"kll (433)
Xilylzzl

And, interference covariance matrix can be calculated as follows:

By = E{z5'xr, (22 x1%,)") (4.34)

Concatenated noise vector and noise covariance matrix can be calculated based on

noise term in (4.23):
(4.35)

TMP _ H b Dm p
xnl,k, = Ullkl(Hllle n, +nl,k,)

w o _|xmh
XNy, = (4.36)
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Dy = E{Z XN}, (Z;'xNY,)"} (4.37)
Sum rate will be different for each link due to channel variations. There will be K-1
links from each node to rest of the group. Since MAC phase is common for all
receiving nodes data rate for the transmitting node has to be the minimum of all the
links originating from that transmitting node. And sum rate of the group will be sum
of all rates from all nodes to the other nodes in the same group, and sum rate of the

whole system will be sum of group sum rates. This can be expressed as follows:

Ri = (K —1) xminR}; (4.38)
L K

SR = z z R! (4.39)
1=1i=1

4.11.3. Performance Results

4.11.3.1. Sum Rate Comparison for the Same Number of Groups, Nodes and

Data Streams

We compare the sum rate performance of the proposed system and reference system
for several example scenarios. In these scenarios, all the main system parameters such
as number of groups — L, number of nodes in each group — K and number of data
streams — d are same for both reference algorithm and proposed algorithm. However,
number of antennas at the relay and at the nodes may differ. Number of total time slots

may also differ, although sum rate given in the graphics are for per time slot.

Sum rate graphics are obtained with 500 iterations Monte Carlo simulations. Rayleigh
flat fading channel model is used for generating channel matrices. Total relay power
set to B. = 9P, power of each node is set to B, = P and kept same for both of the
scenarios. The power unit P used to express the power of relay and nodes in an abstract
way. Sum rate results are calculated and plotted for different logarithmic scale SNR
values and SNR is defined as P /a2 where a2 is the noise variance input to the nodes

and the relay; and P is the abstract power measure used to express relay and node total
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transmit power. SNR in logarithmic scale which is used in sum rate graphics is given

as:

SNRyp = 10 x log,o(P/c?) (4.40)
SNR,p defined above is not receive SNR at the nodes or at the relay, since it would
not be easy to determine a constant SNR at the relay because of different channel
coefficients every node have at MAC phase. Therefore, SNR ;5 is rather a reference
which relates transmit power of the relay and nodes with noise power input to the relay

and nodes.

We present scenario parameters and necessary number of relay & node antenna

numbers for both of the systems in the following table:

Table 4.3. Summary of Scenarios — Main System Parameters are Same

Scenario L K d M Rorg Norg R N1
SCN1 2 4 1 2 6 1,75 4 2,5
SCN2 2 6 1 2 10 1,83 6 3,5
SCN3 2 6 1 3 10 1,83 4 3
SCN4 2 6 1 6 10 1,83 2 1,83
SCN5 2 8 1 2 14 1,87 8 45
SCN6 2 8 1 4 14 1,87 4 3,25
SCN7 2 8 1 8 14 1,87 2 1,87
SCN8 3 4 1 2 2,5 6 35
SCN9 3 4 1 4 2,5 3 2,5
SCN10 3 6 1 2 15 2,66 9 5
SCN11 3 6 1 3 15 2,66 6 4,33
SCN12 3 6 1 6 15 2,66 3 2,66
SCN13 3 8 1 2 21 2,75 12 6,5
SCN14 3 8 1 4 21 2,75 6 4,75

Rorg and Norg denotes number of relay and node antennas for original scenario given

in [7] and R1 and N1 denotes number of relay and node antennas for proposed system.

58



Node antenna numbers are given as average number, and for original scenario, total
number of node antennas needs to be satisfied whereas for the proposed system, total
number of antennas for the subgroup needs to be satisfied. For example, for SCN1,
Norg = 1,75, which means total number of antennas in a group needs to be 7, in return
number of antennas for the nodes in order can be [2 2 2 1]. Likewise for the proposed
system, N1 = 2,5, which means total number of antennas in a subgroup needs to be 5

(since M = 2 for SCN1), and number of antennas for the nodes in order can be [3 2].

Comparison of SCN2, SCN3, SCN4 for L=2,K=6,d=1

100 | .
90 L Ref. D
—O©— SubGroup M=2
80 F —>%—— SubGroup M=3 |
SubGroup M=6

sum rate in bits per channel use

O(; N 7 I I I I I I
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Figure 4.6. Comparison of SCN2, SCN3, SCN4 for L=2,K=6,d=1

In Figure 4.6 we compare original system with the proposed subgroup based
interference alignment algorithm for SCN2, SCN3 and SCN4. From the figure it can
be seen that as M increase sum rate decrease for the proposed system. So we sacrifice

from sum rate as the subgroup size increase which decreases number of relay antennas.
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Still, for M = 6 we need R1 = 2 antennas compared to Rorg = 10 antennas for the
reference 1A algorithm and sum rate for the proposed system is slightly higher than or
equal to the reference algorithm for P/sigma? < 20 dB. As we decrease subgroup size
(M), we obtain a higher sum rate for the proposed system, but we need to keep in mind
that we need more antennas at the nodes for the proposed scenario.

Next we compare sum rate results for the other scenarios given in Table 4.1. Results

are similar in the mean of subgroup based algorithms’ reaction to increase in M.

Comparison of SCN5, SCN6, SCN7 for L=2,K=8,d=1
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Figure 4.7. Comparison of SCN5, SCN6, SCN7 for L=2,K=8,d=1
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Comparison of SCN8, SCN9 for L=3,K=4,d=1
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Figure 4.8. Comparison of SCN8, SCN9 for L=3,K=4,d=1

140 Comparison of SCN10, SCN11, SCN12 for L=3,K=6,d=1
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Figure 4.9. Comparison of SCN10, SCN11, SCN12 for L=3,K=6,d=1
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Comparison of SCN13, SCN14 for L=3,K=8,d=1
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Figure 4.10. Comparison of SCN13, SCN14 for L=2,K=8,d=1

In all of these scenarios, we just kept number of groups, nodes and data streams same
for the proposed algorithm and reference algorithm. But since algorithms are different,
required number of antennas at the relay and at the nodes are not same for proposed
and reference algorithm. Also, number of time slots required for node to node
communication through the relay is different for proposed and reference algorithm.
Therefore, although the main parameters are same, total used resources such as
number of antennas, total used power and total time slots are different and it can be

thought that comparison above may not be fair enough.

In the next section we will compare the two algorithms in a more fair perspective.
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4.11.3.2. A Fair Comparison Scheme - Sum Rate Comparison for the Same

Number of Total Antennas and Total Power Used

In order to make a fair comparison, we searched scenarios in which total number of
antennas are same or in %21 proximity to find more scenarios. For these scenarios by
changing the relay power appropriately, total power used by the system made equal
for the scenarios in each of the algorithms. Therefore, we made total power used by
the system equal in each of the algorithms and made total number of antennas in %1
proximity. Note that since we aimed to equalize total number of antennas and total
power used, the scenarios we compare the proposed and the reference algorithm may
have different number of groups or nodes as opposed to the scenarios we used in the

previous section.

We listed the scenarios by changing one of the main system parameters (L, K or d)
parameters and keeping rest of the parameters same. This way we can inspect the

tendency of the sum rate behavior of the algorithms in respect to changing parameter.

Fair Comparison Scenarios — Increasing Number of Nodes per Group

Table 4.4. Summary of scenarios for Fair Comparison, L = 2

Scenario Lorg L1 Korg Ki M Rorg R1 Norg N1 Torg T1 Prlyorg Prlyl Nwtorg Ntoty Pwtorg ptoy

SCNF1 2 2 4 5 5 6 2 175 18 4 10 8 396 20 20 248 248
SCNF2 2 2 6 8 8 10 2 183 18 6 16 80 355 32 32 412 412
SCNF3 2 2 8 11 11 14 2 188 191 8 22 80 3036 44 44 576 576
SCNF4 2 2 10 14 14 18 2 19 193 10 28 80 2486 56 56 740 740
SCNF5 2 2 12 17 17 22 2 192 194 12 34 120 4506 68 68 1344 1344
SCNF6 2 2 14 20 20 26 2 193 19 14 40 120 394 80 80 1588 1588

In Table 4.4 we see the scenarios with equal total power and total number of antennas
for both the reference algorithm and the proposed algorithm, where subscript “1”
means proposed algorithm, whereas subscript “org” means reference algorithm.

Number of node antennas are given as average, averaged over the group for the
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reference algorithm and averaged over subgroup for the proposed algorithm. Total
power and total number of antennas for both of the systems can be seen. Number of
data streams, “d” is not listed in the table, and it is used as d = 1 for all scenarios and

for both of the algorithms.

In the scenarios, L and d doesn’t change at all. Number of nodes in each group, K
starts from [Korg Ki] = [4 5] and increases up to [14 20] at SCNF6. We see from the
sum rate plots that for larger number of nodes proposed algorithm performs better
compared to reference algorithm, and as the number of nodes gets smaller reference
algorithm performs better. If we examine scenarios, we see that M = K for all
scenarios. For the proposed algorithm if K = M, total time slots needed is 2 * K
whereas for the reference algorithm total time slots needed is K. So as we increase K,
time slots rate of two algorithms doesn’t change, but as we increase K, in the proposed
algorithm we obtain a higher power advantage for BC phases, since we have less relay
antennas compared to reference algorithm. This will increase the power per antenna

at the relay and hence the sum rate.

We see that, in all of the scenarios, reference algorithm starts to perform better after
an P /a2 threshold. The P/a? threshold where the reference algorithm performs better
depends on the K value. As the K value increase, reference algorithm could only
perform better after higher values of the P /o2 parameter where the power advantage

of the proposed algorithm becomes invaluable due to high SNR.

In the following, we present sum rate plots for the scenarios given in Table 4.4 and
also in Table 4.5
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Figure 4.11. Sum Rate Comparison for SCNF1
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Figure 4.16. Sum Rate Comparison for SCNF6
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Likewise, we listed the scenarios for L = 3, d = 1 and for changing values of K in
Table 4.5. Sum rate simulation results are very similar with the scenarios where L =
2. As we increase number of nodes per group, again proposed algorithm performs
better up to an SNR (P /o) threshold.

Table 4.5. Summary of scenarios for Fair Comparison, L =3

Scenario Lorg Ly Korg Ki M Rorg R1 Norg N1 Torg T, Prlyorg Prlyl Nmorg Nty Pmtorg prty

SCNF7 3 3 5 6 6 12 3 26 267 5 12 80 37,83 51 51 335 335
SCNF8 3 3 8 10 10 21 3 275 28 8 20 80 28,4 87 87 584 584
SCNF9 3 3 11 14 14 30 3 282 286 11 28 120 46,07 123 123 1233 1233

SCNF10 3 3 14 18 18 39 3 28 289 14 36 120 35 159 159 1602 1602
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Figure 4.17. Sum Rate Comparison for SCNF7
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Figure 4.19. Sum Rate Comparison for SCNF9
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Fair Comparison Scenarios — Increasing Number of Groups

Next we compare two algorithms when K and d are constant but L is increasing. This
way we want to see how the sum rate difference between algorithms change as we
increase L. Scenarios for increasing number of groups are summarized in Table 4.6,
Table 4.7, Table 4.8 and Table 4.9. In each of the tables, different number of nodes
per group are used. Sum rate plots of the scenarios given in the relevant tables, are

given after the tables.

We see from the sum rate plots of scenarios (from SCNF11 to SCNF21) with
increasing number of groups, relative sum rate performance of the two algorithms
doesn’t change considerably as the number of groups (L) increase. This is something
expected since the number of nodes per group doesn’t change in between scenarios
and so, subgroup size (M) cannot be increased. Therefore, there is no change in the
power advantage at the relay that is offered by the proposed algorithm. Changing the
number of groups doesn’t change total time slots for both of the algorithms either. So
we can conclude that, parameters which effect the sum rate doesn’t change by
changing L. In all the fair scenarios we could find for increasing L case, the number
of nodes per group was not high enough to show that the proposed algorithm performs
better. For a scenario with large number of nodes per group, proposed algorithm will
still perform better compared to reference algorithm. In the scenarios SCNF20 and
SCNF21 we can see the highest number of nodes per group for the increasing L
scenarios. And as it is seen clearly, although L is as high as 14 for the reference
algorithm and 13 for the proposed algorithm, proposed algorithm performs slightly
better up to P /o2 is equal to 30 dB.

For K,,4 = 4 and K; = 4, we present sum rate comparison of the two algorithm for

increasing L values as seen on Table 4.6.Table 4.7
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Table 4.6. Summary of Scenarios for Fair Comparison, K = 4

Scenario Lorg Ly Korg Ki M Rorg Ry Norg N Torg Ta Prlyorg Prlyl Nlmorg Nlml Pm‘org P‘ml
SCNF11 8 7 4 4 2 24 14 6,25 75 4 6 18533 133 224 224 588 588
SCNF12 15 13 4 4 2 45 26 115 135 4 6 344 247 735 728 1092 1092
SCNF13 16 14 4 4 2 48 28 1225 145 4 6 370,67 266 832 840 1176 1176
Sum Rate Performance Comparison for SCNF11: L=[8 7]
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Figure 4.21. Sum Rate Comparison for SCNF11
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Again, for K,,., = 4 and K; = 5, we present sum rate comparison of the two algorithm

for increasing L values as seen on Table 4.7.

Table 4.7. Summary of Scenarios for Fair Comparison, Kerg = 4, K1 =5

Scenario Log L1 Koy Ki M Rog Ri Nog Ny Tog T1 PVq Py, N9, N© P peYy
SCNF14 2 2 4 5 5 6 2 175 18 4 10 45,667 19 20 20 145 145
SCNF15 10 9 4 5 5 30 9 775 74 4 10 204,16 855 340 342 653 653
SCNF16 17 15 4 5 5 51 15 13 122 4 10 339,83 1425 935 930 1087 1087
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Figure 4.24. Sum Rate Comparison for SCNF14
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Here we also present sum rate comparison of the algorithm for increasing L values,

for a constant but relatively larger K values compared to previous ones, namely for
Korg = 8and K; = 10.

Table 4.8. Summary of Scenarios for Fair Comparison, Kerg = 8, K1 = 10

Scenario Log L1 Korg Ki M Rorg R1 Norg Ny Turg T: Prlyorg Prlyl Nmorg Nty Pmorg prot,
SCNF17 3 3 8 10 10 21 3 2,75 2,8 8 20 80,14 28,5 87 87 585 585
SCNF18 12 11 8 10 10 84 11 10,625 10 8 20 292,71 104,5 1104 1111 2145 2145
SCNF19 20 18 8 10 10 140 18 17,625 163 8 20 47857 171 2960 2952 3510 3510
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Figure 4.27. Sum Rate Comparison for SCNF17
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Finally, we present sum rate comparison of the two algorithm for the largest constant

K values can be found with fair parameters to be compared, namely for K, = 14

and K; = 13.

Table 4.9. Summary of Scenarios for Fair Comparison, Korg = 10, Ky = 12

Scenario Log Ly

KO,Q Kl M Rcrg Rl Ncrg Nl Tcrg Tl Prlyorg prlyl Nmtorg

tot tot tot
N 1 P org P 1

SCNF20 4

4

SCNF21 14 13

10 12 12 36 4 3,7 3,75 10 24 110,22 38 184

10 12 12 126 13 127 12 10 24 357,11 1235 1904

184 1032 1032

1885 3354 3354

sum rate in bits per channel use

Sum Rate Performance Comparison for SCNF20: L=[4 4]

500

450 -

400 -

350

300 -

250

200 -

150

100 -

50 -

Reference

—©O— Proposed

10 20 30 40 50 60
P/o? in dB
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Figure 4.31. Sum Rate Comparison for SCNF21

Fair Comparison Scenarios — Increasing Number of Data Streams

We also searched fair parameter scenarios with changing d and constant L and K. This
way we examined the effect of number of data streams — “d” on the sum rate
performance of the proposed and reference algorithms. Fair comparison scenarios
with increasing number of data streams can be seen in Table 4.10 and Table 4.11.

As it is seen from the sum rate plots of the scenarios from SCNF22 to SCNF29,
changing number of data streams “d”, does not cause one of the algorithms perform
better. It behaves like a coefficient to the sum rates for both of the algorithms. This is
something expected since “d” parameter mainly scales number of antennas for both of
the algorithms. We can’t change number of nodes, and therefore subgroup size. So the
power advantage of the proposed system at the relay remain same although we

increase number of data streams.
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Table 4.10. Summary of Scenarios for Fair Comparison for increasing d, K =[4 5]

Scenario Log L1 Korg Ki M dorg d: Rorg R1 Norg Ny Torg Ta Prlyorg Prlyl N[morg Ny Pmorg pry
SCNF22 2 2 4 5 5 1 1 6 2 1,75 1,8 4 10 80 396 20 20 248 248
SCNF23 2 2 4 5 5 2 2 12 4 35 36 4 10 80 39,6 40 40 248 248
SCNF24 2 2 4 5 5 3 3 18 6 525 54 4 10 80 396 60 60 248 248
SCNF25 2 2 4 5 5 4 4 24 8 7 72 4 10 80 396 80 80 248 248
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Figure 4.32. Sum Rate Comparison for SCNF22
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Figure 4.33. Sum Rate Comparison for SCNF23
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Figure 4.34. Sum Rate Comparison for SCNF24
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Table 4.11. Summary of Scenarios for Fair Comparison for increasing d, K =[6 8]

Scenario Log L1 Korg Ki M dorg di Roig Ri Nog  Ni Tog Ty Prlyorg P, N N P%g Py
SCNF26 2 2 6 8 8 1 1 10 2 183 18 6 16 80 355 32 32 412 412
SCNF27 2 2 6 8 8 2 2 20 4 367 375 6 16 80 35,5 64 64 412 412
SCNF28 2 2 6 8 8 3 3 3 6 55 563 6 16 80 355 96 96 412 412
SCNF29 2 2 6 8 8 4 4 40 8 733 75 6 16 80 355 128 128 412 412
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Sum Rate Performance Comparison for SCNF28: K=[6 8], d =3
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CHAPTER 5

CONCLUSION

In this work we studied Interference Alignment on multigroup multiway relay
channels and proposed a new transmission scheme for multigroup multiway relay

channels.

In Chapter 2, we described Interference Alignment algorithm developed for K-user
interference channels given in [1]. Method for aligning arbitrary number of interferers
into the same subspace at each receiver is described. In a K-user interference channel,
how each user can use half of the total channel capacity asymptotically is explained

based on this interference alignment algorithm.

In Chapter 3, we described multigroup multiway relay channel system model and also
an interference alignment algorithm for multigroup multiway relay channels given in
[7]. We simulated the described system and presented sum rate performance of the
given algorithm. Moreover, we investigated several aspects of this algorithm. We
reformulated the number of relay antennas under the assumption that groups may have
different number of nodes. For this case, we also proposed a method which will
improve sum rate by utilizing extra broadcast phases for the groups with less number
of nodes compared to the other groups in the same system. Finally, we investigated
the case for rank deficient channel matrix and proposed a method based on diagonal
loading. We have done several simulations for the cases of channel matrix, namely no
rank deficiency and rank deficiency case respectively. In case of rank deficiency, the

results of the proposed compensation method are presented.

In Chapter 4, we proposed a new transmission scheme based on interference alignment
for multigroup multiway relay channels. In this method, we divided groups into
subgroups, and aligned all the nodes in a subgroup into the same subspace at the relay.
This way, we provided the flexibility to tradeoff between MAC phase slots and the
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number of relay antennas. We compared the reference algorithm described in Chapter
3 with the proposed algorithm in several aspects. First, main system parameters such
as the number of relay and node antennas are compared based on the formulations.
Moreover, we plotted the number of relay antennas (R) and number of node antennas
(N) parameters versus the number of nodes per group (K) and the subgroup size (M)
parameters and then versus the number of groups (L) and the subgroup size (M)
parameters as a surface plot. We compared the sum rates of the proposed and the
reference algorithm for specific scenarios by changing M values. Then, in order to
have a fair comparison between the proposed and the reference system, total power
and total number of antennas are used. Hence for the same total number of antennas,
total power is set equal for both of the algorithms. Under this case, sum rate is found
for different SNR values. It is shown that the proposed method has better sum rate

when the number of groups is low and the users in each group is larger.

As a future work to our thesis, a power allocation scheme in-between nodes or between
nodes and relay can be investigated for both of the algorithms. A water filling scheme
can be utilized to maximize sum rate. Total power budget can be used in an optimum

way in between nodes and relay.
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