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ABSTRACT

COMPUTATIONAL SIMULATION AND REALIZATION OF
THREE-DIMENSIONAL METAMATERIALS WITH VARIOUS EXOTIC

PROPERTIES

İbili, Hande
M.S., Department of Electrical and Electronics Engineering

Supervisor: Assoc. Prof. Dr. Özgür Ergül

September 2019, 136 pages

In this study, computational analysis and realization of three-dimensional metamate-

rial structures that induce negative and zero permittivity and/or permeability values

in their host environment, as well as plasmonic nanoparticles that are used to design

metamaterials at optical frequencies are presented. All these electromagnetic prob-

lems are challenging since effective material properties become negative/zero, while

numerical solvers are commonly developed for ordinary positive parameters. In real

life, three-dimensional metamaterial structures, involving split-ring resonators (SRR),

thin wires, and similar subwavelength elements, are designed to exhibit single neg-

ativity (imaginary refractive index) and double negativity (negative refractive index)

behaviors. However, metamaterial elements have small details with respect to wave-

length and they operate when they resonate. Then, their numerical models lead to

large matrix equations that are also ill-conditioned, making their solutions extremely

difficult, if not impossible. If performed accurately, homogenization simplifies the

analysis of metamaterials, while new challenges arise due to extreme parameters.

For example, a combination of zero-index (ZI) and near-zero-index (NZI) materi-

v



als with ordinary media (metals, free space, etc.) results in a high-contrast prob-

lem, and numerical instabilities occur particularly due to huge values of wavelength.

Similar difficulties arise when considering the plasmonic effects of metals at opti-

cal frequencies since they must be modeled as penetrable bodies with negative real

permittivity, leading to imaginary index values. Different surface-integral-equation

(SIE) formulations and broadband multilevel fast multipole algorithm (MLFMA) im-

plementations are extensively tested for accurate and efficient numerical solutions of

ZI, NZI, imaginary-index, and negative-index materials. In addition to their computa-

tional simulations, metamaterial designs are fabricated with a low-cost inkjet-printing

setup, which is based on using conventional printers that are modified and loaded with

silver-based inks. Measurements demonstrate the feasibility of fabricating very low-

cost three-dimensional metamaterials using simple inkjet printing.

Keywords: Metamaterials, Zero-Index Materials, Split-Ring Resonators, Multiband

Filters, Electromagnetic Homogenization, Genetic Algorithms, Nanoparticles, Inkjet

Printing, Multilevel Fast Multipole Algorithm
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ÖZ

ÇEŞİTLİ SIRADIŞI ÖZELLİKLERE SAHİP ÜÇ BOYUTLU
METAMALZEMELERİN HESAPLAMALI BENZETİMLERİ VE

GERÇEKLENMELERİ

İbili, Hande
Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi: Doç. Dr. Özgür Ergül

Eylül 2019, 136 sayfa

Bu çalışmada, bulundukları ortamda negatif ve sıfır elektrik ve/veya manyetik geçir-

genlik değerleri indükleyen üç boyutlu metamalzemelerin ve ayrıca optik frekans-

larda metamalzemelerin tasarımında kullanılan plazmonik nanoparçacıkların hesap-

lamalı benzetimleri ve gerçeklenmeleri sunulmuştur. Sayısal çözücüler çoğunlukla

normal pozitif parametreler için geliştirildiğinden, negatif/sıfır materyal özelliklerini

içeren bu elektromanyetik problemlerin çözümleri son derece zordur. Gerçek hayatta,

ayrık-halka rezonatörleri, ince tel yapılar, ve benzeri şekilde dalga boyundan küçük

elemanlar içeren üç boyutlu metamalzemeler, tek negatiflik (sanal kırınım indisi) ve

çift negatiflik (negatif kırınım indisi) özellikleri sergilemeleri için tasarlanmıştır. Bu-

nunla birlikte metamalzeme elemanları dalga boyuna göre küçük detaylara sahiptir

ve bu elemanlar genellikle rezonansa girdiklerinde çalışmaktadırlar. Bu yüzden, sa-

yısal modellemelerde kötü koşullu ve büyük matris denklemleri elde edilmektedir.

Doğru şekilde uygulandığında, homojenleştirme metamalzeme analizlerini basitleş-

tirmek için kullanılabilir. Ancak, sıradışı parametrelerden dolayı yeni zorluklar ortaya
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çıkmaktadır. Örneğin, sıfır indisli veya sıfıra yakın indisli materyallerin normal ortam-

larla (metaller, boş uzay, v.b.) beraber incelenmesinde yüksek kontrastlı problemler

elde edilir, ve özellikle çok büyük dalga boyu değerleri için sayısal kararsızlıklar olu-

şur. Sanal indis değerlerine yol açan negatif elektriksel geçirgenliğe sahip cisimler

olarak modellenmeleri gerektiğinden, metallerin optik frekanslardaki plazmonik dav-

ranışları da benzer biçimde sayısal zorluklar ortaya çıkarmaktadır. Bu doğrultuda,

sıfır indisli, sıfıra yakın indisli, sanal indisli, ve negatif indisli materyallerin hassas

ve verimli sayısal çözümleri için farklı yüzey integral denklemi formülasyonları ve

geniş bantlı çok seviyeli hızlı çokkutup yöntemi uygulamaları kapsamlı olarak in-

celenmiştir. Hesaplamalı benzetimlerin yanında, gümüş katkılı mürekkeplerle yüklü

sıradan yazıcıların kullanılmasına dayanan bir düşük maliyetli inkjet basım ortamında

metamateryal tasarımları üretilmiştir. Elde edilen ölçüm sonuçları, geliştirilen inkjet

baskı tekniğinin kullanılmasıyla, çok düşük maliyetli üç boyutlu metamalzemelerin

üretilmesinin mümkün olduğunu göstermektedir.

Anahtar Kelimeler: Metamalzemeler, Sıfır-İndisli Materyaller, Ayrık-Halka Rezona-

törleri, Çok-Bantlı Filtreler, Elektromanyetik Homojenleştirme, Genetik Algoritma-

lar, Nanoparçacıklar, İnkjet Basım, Çok Seviyeli Hızlı Çokkutup Yöntemi
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and invaluable friendship.

I would like to thank my mother and father. There are no words to express my heartfelt

gratitude for their unconditional trust, endless encouragement, everlasting support,

and eternal love.
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CHAPTER 1

INTRODUCTION

Three-dimensional metamaterial structures exhibit exotic properties, such as imagi-

nary index, negative index, zero index (ZI), and near-zero index (NZI), that are useful

in diverse applications. Similar to others, artificially created ZI and NZI materials

have recently attracted the interest of many researchers due to their potential abilities

for a variety of applications in electronics and optics [1–7]. Very small refractive

indices, i.e., very small permittivity and/or permeability values, indicate very large

wavelengths, even at radio, microwave, and optical frequencies, which can be used

for practical purposes. For example, such an object with zero refractive index may act

as a perfect coupler for bending and tunneling electromagnetic waves (e.g., through

waveguides [2, 3, 6]), since it theoretically corresponds to a single point, where en-

tering energy immediately leaves. The same concept can be used to design directive

antennas, optical diodes, and nano-optical imaging components [1, 4, 5]. In practice,

similar to negative permittivity and permeability, zero electromagnetic parameters are

generally obtained in macroscopic scales by periodically arranging meta-atoms [4,5].

Thanks to their great flexibility, surface-integral-equation (SIE) formulations that are

developed for ordinary materials can easily be extended or directly applied to exotic

materials [1, 8–10], e.g., those with negative, near-zero, and zero permittivity/perme-

ability values. Nevertheless, such direct applications often result in inaccuracy, in-

efficiency, and/or instability issues, which may become intolerable particularly when

structures under interest become electrically large such that iterative solutions are in-

evitable. In the case of ZI or NZI materials, for which permittivity/permeability are

zero or close to zero, there are two underlying problems that make many analysis re-

markably challenging. First, inner domains simply correspond to dense-discretization
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(low-frequency) problems, whose solutions are well-known to be difficult in the lit-

erature. We note that outer problems mainly put constraints on the discretization

(e.g., triangle sizes), considering the smaller wavelength values associated with them.

As the second issue, inner low-frequency problems are superposed with outer high-

frequency problems that are related to the host media (e.g., vacuum). In such a super-

position of two very different regimes, combination itself (enforcing boundary condi-

tions) can be numerically challenging when dealing with operators of different scales.

In the first part of this study, we aim to develop accurate, stable, and efficient SIE

solvers for rigorous analysis of three-dimensional electromagnetic problems involv-

ing NZI materials. In this class of objects, permittivity (ENZ: ε-near-zero), perme-

ability (MNZ: µ-near-zero), or both can possess extraordinarily small values. Consid-

ering this generalization, none of the available surface formulations are truly stable

as the permittivity/permeability go to zero. Therefore, new formulations, such as a

mixed formulation, which can provide both accurate and efficient iterative solutions

for arbitrarily small refractive index values, are developed. In addition, for fast anal-

ysis of electrically large structures (with respect to wavelength values in host media),

a broadband version of the multilevel fast multipole algorithm (MLFMA) using an

approximate diagonalization scheme (AD-MLFMA) [11] is further used. Numerical

examples, some of which are presented in this thesis, demonstrate the effectiveness

of the implementation based on AD-MLFMA and the new mixed formulation.

There is also a well-established literature on metamaterials with negative and imag-

inary indices, as they have become fundamental components of microwave devices

in the last several decades [12–21]. Many different designs of metamaterials can

be found in a plethora of studies, where they are employed as filters, shields, ab-

sorbers, radiation enhancers, and lenses at microwave frequencies. Most of the de-

signs involve fundamental geometries, such as split-ring resonators (SRRs) [12] and

straight wires [13], while these unit cells are modified in accordance with application

purposes. Depending on target accuracy and desired preciseness, common design

processes involve a variety of approaches from circuit theory to unit-cell modeling.

When the structures under interest become complicated, however, full-wave methods

become inevitable [22], [23], especially when considering three-dimensional arrange-
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ments of unit cells. Nonidentical elements and lack of periodicity further necessitate

full-wave solutions to investigate strong interactions between unit cells and overall

responses of metamaterials to excitations.

In the second part of this study, we consider accurate designs of single-band meta-

materials demonstrating single-negativity and double-negativity behaviors, as well as

multiband metamaterials at microwave frequencies. Three-dimensional single-band

metamaterials involving full arrangements of identical SRRs and their combinations

with thin wires are demonstrated. As particular examples for multiband metamateri-

als, three-dimensional arrangements of SRRs are considered such that the designed

metamaterial blocks exhibit band-stop characteristics at multiple frequencies. For

a given resonance frequency, designing the dimensions of a single SRR is already

well-known in the literature. Besides, frequency shifts when identical SRRs are used

together have been studied. However, interactions between nonidentical SRRs, par-

ticularly when they are arranged in three-dimensional volumes, are not well-known.

As opposed to their nested arrangements [19, 20], arranging different-sized SRRs in

free form provides more flexibility in designing resonance frequencies [18]. On the

other hand, array parameters, i.e., arrangements of SRRs, must be tuned carefully

in order to obtain satisfactory electromagnetic responses. For example, SRRs with

similar dimensions tend to have stronger interactions that must be considered when

ordering multiple one-dimensional arrays. Some of the designed metamaterials are

further fabricated via low-cost inkjet printing and tested in a measurement setup to

demonstrate the favorable properties of the designs.

Recently, there is a growing interest in manufacturing wireless components, espe-

cially antennas, radio-frequency tags, and sensors [24–34], via the inkjet-printing

technology due to the favorable properties of the fabricated devices, including flexi-

bility, being environmentally friendly, and being low cost. Fabrications of metamate-

rials, frequency-selective surfaces, and similar microwave devices using inkjet print-

ers have also been considered by various researchers [35–37]. On the other hand, a

majority of these studies use special material printers that enable easier fabrication

procedures and highly flexible products at the expense of increased cost. Considering

particularly metamaterials, only a few recent studies demonstrate the feasibility of
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very low-cost fabrications using standard printers [38], while the produced structures

are only two dimensional. In this study, we demonstrate three-dimensional metama-

terials that are produced by using silver-based inks in standard commercial printers.

The produced metamaterials are quite inexpensive, while they provide the required

electromagnetic properties similar to their high-frequency counterparts. In fact, such

low-cost setups maintain the main advantages of inkjet printing, i.e., being inexpen-

sive and easily accessible. On the other side, relatively poor printing quality of the

conventional printers becomes a major issue that limits the user. In addition to the

favorable properties described above, inkjet printing has the advantages of additive

manufacturing. Fabricating detailed surfaces, such as fractal structures, brings no ad-

ditional challenge in comparison to fabricating coarse surfaces, unless resolution is-

sues arise. In fact, in a low-cost inkjet-printing setup, fabrication of coarse and large

areas can be more challenging due to difficulties in maintaining uniformity. Similarly,

printing different-sized structures simultaneously on the same paper is a straightfor-

ward process in inkjet printing.

As commonly practiced, homogenization of complex metamaterial structures may

simplify and facilitate their numerical solutions. However, homogenization should

be performed carefully to avoid excessive modeling errors, especially for finite struc-

tures. In the context of the second part of this study, we present rigorous homogeniza-

tion of finite metamaterials while considering them as three-dimensional structures.

Numerical examples are presented for SRR arrays that demonstrate band-stop behav-

ior, while the procedure is easily applicable to other types of metamaterials. Our

approach is based on parametric optimization using genetic algorithms, supported

by three-dimensional full-wave solutions in the frequency domain. We focus on the

magnetic characteristics of finite SRR structures and retrieve the effective permeabil-

ity induced by them in their host medium. The results demonstrate the effectiveness

of the proposed approach for finite structures.

In the third part of this study, we focus on electromagnetic properties of small metallic

particles at high frequencies. Numerical problems arise when considering plasmonic

effects of metals at optical frequencies since they must be modeled as penetrable bod-

ies with negative real permittivity, leading to imaginary index values. Even though the
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frequency is relatively low, we show that penetrable models are needed for accurately

representing electromagnetic characteristics of nanostructures, especially to predict

penetrating magnetic fields inside small particles. Due to large permittivity values

with negative real parts, stable formulations are needed to obtain equivalent currents

and secondary fields. It is shown that a modified combined tangential formulation,

which was proposed for plasmonic simulations in wide frequency ranges, provide ac-

curate solutions that are consistent with analytical results for spherical nanoparticles.

The chapters of this thesis are organized in accordance with the conducted studies

described above. In Chapter 2, SIE formulations for problems involving perfect elec-

tric conductors (PECs) and dielectric materials, discretizations of SIE formulations,

as well as the concepts of method of moments (MOM), MLFMA, and approximate

diagonalization are explained. We present numerical solutions of various canonical

and realistic problems in order to compare the performances of the conventional and

proposed implementations to analyze NZI structures. In Chapter 3, three-dimensional

computational simulation and realization of metamaterial structures with different ex-

otic properties, e.g., negative refractive index, at microwave frequencies are consid-

ered. The low-cost inkjet printing fabrication procedure, the challenges arise during

low-cost inkjet printing, and sensitivity analysis to test fabrication errors are pre-

sented. In Chapter 4, we discuss numerical simulations of metallic nanoparticles at

lower THz frequencies. Comparisons of PEC and penetrable models, as well as the

accuracy and efficiency of penetrable formulations, are investigated. Finally, Chapter

5 summarizes the whole study and highlights potential future works.
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CHAPTER 2

SIMULATIONS OF ZERO-INDEX MATERIALS

Computational analysis of electromagnetic problems involving ZI and NZI materials

are discussed in this chapter. The simulation method for numerical solutions and

numerical examples involving canonical and realistic problems are presented.

2.1 Simulation Method

In this section, SIE formulations are derived for problems involving PEC and dielec-

tric materials. The discretization of SIE formulations is described. The concepts of

MOM, MLFMA, and approximate diagonalization are explained.

2.1.1 Surface Integral Equations

Maxwell’s equations in the frequency domain assuming exp(−iωt) time convention,

including the magnetic current density M and the magnetic charge density ρm, are

given for a simple medium as

∇×E(r) = iωµH(r)−M (r) (2.1)

∇×H(r) = −iωεE(r) + J(r) (2.2)

∇ ·E(r) =
1

ε
ρe(r) (2.3)

∇ ·H(r) =
1

µ
ρm(r), (2.4)

where E and H are electric and magnetic field intensities, J and ρe are electric

current and electric charge densities, and ε and µ are permittivity and permeability

values for the medium. The continuity equations relating current and charge densities
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are expressed as

∇ · J(r) = iωρe(r) (2.5)

∇ ·M (r) = iωρm(r). (2.6)

The electric and magnetic fields can be written in terms of vector and scalar potentials

as

E(r) = iωAm(r)−∇φe(r)− 1

ε
∇×Ae(r) (2.7)

H(r) = iωAe(r)−∇φm(r) +
1

µ
∇×Am(r), (2.8)

where Ae and Am are electric vector and magnetic vector potentials, and φe and φm

are electric scalar and magnetic scalar potentials. Using Equations 2.7 and 2.8, and

employing the Lorentz gauge that is given as

∇ ·Am(r) = iωεµφe(r) (2.9)

∇ ·Ae(r) = iωµεφm(r), (2.10)

Helmholtz equations for potentials are obtained as

∇2φe(r) + k2φe(r) = −1

ε
ρe(r) (2.11)

∇2φm(r) + k2φm(r) = − 1

µ
ρm(r) (2.12)

∇2Ae(r) + k2Ae(r) = −εM (r) (2.13)

∇2Am(r) + k2Am(r) = −µJ(r), (2.14)

where k = ω
√
εµ = 2π/λ is the wavenumber and λ is the wavelength. The homogeneous-

space Green’s function for a point source is given as

g(r, r′) =
exp(ik|r − r′|)

4π|r − r′|
, (2.15)

where r is the observation point and r′ is the source point. For arbitrary current and

charge distributions, Helmholtz equations in Equations 2.11−2.14 can be solved by

using the homogeneous-space Green’s function in Equation 2.15 as the kernel. Then,
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the vector and scalar potentials are obtained as

φe(r) =
1

ε

∫
dr′g(r, r′)ρe(r

′) (2.16)

φm(r) =
1

µ

∫
dr′g(r, r′)ρm(r′) (2.17)

Ae(r) = ε

∫
dr′g(r, r′)M(r′) (2.18)

Am(r) = µ

∫
dr′g(r, r′)J(r′). (2.19)

Electric and magnetic fields in terms of current and charge densities can be derived

by inserting Equations 2.16−2.19 into Equations 2.7 and 2.8 as

E(r) = ikη

∫
dr′
[
J(r′) +

1

k2
∇′ · J(r′)∇

]
g(r, r′)

−
∫
dr′∇g(r, r′)×M (r′) (2.20)

H(r) = ikη−1
∫
dr′
[
M(r′) +

1

k2
∇′ ·M (r′)∇

]
g(r, r′)

+

∫
dr′∇g(r, r′)× J(r′), (2.21)

where η =
√
µ/ε is the intrinsic impedance. Integro-differential operators can be

defined as

T {X}(r) = ik

∫
dr′
[
X(r′) +

1

k2
∇′ ·X(r′)∇

]
g(r, r′) (2.22)

K{X}(r) =

∫
dr′X(r′)×∇′g(r, r′). (2.23)

Then, Equations 2.20 and 2.21 can be simplified by employing integro-differential

operators given in Equations 2.22 and 2.23 as

E(r) = ηT {J}(r)−K{M}(r) (2.24)

H(r) = η−1T {M}(r) + K{J}(r). (2.25)

In order to derive SIEs for problems including perfectly conducting and/or penetrable

objects, equivalence principle and boundary conditions are used to reduce the original

problems into equivalent problems and to obtain equivalent currents on bounding

surfaces. Considering the boundary between a homogeneous penetrable region Du

enclosed by a surface Su and a homogeneous penetrable region Dv enclosed by a

surface Sv as depicted in Figure 2.1 [39], equivalent electric and magnetic currents
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Figure 2.1: Boundary between two penetrable regions.

on the surfaces due to the continuity of tangential electric and magnetic fields can be

written as

Ju(r) = −Jv(r) = J(r) = n̂×H(r) (2.26)

Mu(r) = −M v(r) = M(r) = −n̂×E(r), (2.27)

where n̂ = n̂u represents the inward normal unit vector of surface Su, E(r) and

H(r) are total electric and magnetic fields, Ju(r) and Mu(r) are equivalent electric

and magnetic currents induced on surface Su, and Jv(r) and M v(r) are equivalent

electric and magnetic currents induced on surface Sv. Starting from Equations 2.26

and 2.27, integral equations can be derived as (when r ∈ Su)

Ju(r) = n̂u ×H(r) = n̂u ×H inc
u (r) + n̂u ×Hsec

u (r) (2.28)

= n̂u ×H inc
u (r) + η−1u n̂u × T u{Mu}(r) + n̂u ×Ku{Ju}(r) (2.29)

−Mu(r) = n̂u ×E(r) = n̂u ×Einc
u (r) + n̂u ×Esec

u (r) (2.30)

= n̂u ×Einc
u (r) + ηun̂u × T u{Ju}(r)− n̂u ×Ku{Mu}(r), (2.31)

where Einc
u (r) and H inc

u (r) are incident electric and magnetic fields, and Esec
u (r) and

Hsec
u (r) are secondary electric and magnetic fields in Du. Operator Ku is commonly

separated into limit and principal parts as

Ku{X}(r) = KPV
u {X}(r)− 4π − Ωu

4π
n̂u ×X(r), (2.32)

where KPV
u {X}(r) is the principal value of Ku{X}(r) and 0 ≤ Ωu ≤ 4π is the

internal solid angle at the observation point. Inserting Equation 2.32 into Equations

2.29 and 2.31, and rearranging the terms, we obtain N-MFIE (MFIE: magnetic-field
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integral equation) and N-EFIE (EFIE: electric-field integral equation) as

η−1u n̂u × T u{Mu}(r) + n̂u ×KPV
u {Ju}(r)

− Ωu

4π
Ju(r) = −n̂u ×H inc

u (r) (2.33)

ηun̂u × T u{Ju}(r)− n̂u ×KPV
u {Mu}(r)

+
Ωu

4π
Mu(r) = −n̂u ×Einc

u (r). (2.34)

By simply multiplying both sides with −n̂u in Equations 2.33 and 2.34, T-MFIE and

T-EFIE can be written as

− η−1u n̂u × n̂u × T u{Mu}(r)− n̂u × n̂u ×KPV
u {Ju}(r)

+
Ωu

4π
n̂u × Ju(r) = n̂u × n̂u ×H inc

u (r) (2.35)

− ηun̂u × n̂u × T u{Ju}(r) + n̂u × n̂u ×KPV
u {Mu}(r)

− Ωu

4π
n̂u ×Mu(r) = n̂u × n̂u ×Einc

u (r). (2.36)

N-MFIE, N-EFIE, T-MFIE, and T-EFIE are building blocks of surface formulations.

2.1.2 Surface Formulations

Considering a problem including a homogeneous penetrable object (regionDi) inside

a homogeneous penetrable medium (region Do), similar to the general case given in

Figure 2.1, integral equations for inner and outer problems can be written as (assum-

ing that excitations only exist in Do)

N-MFIE-I : η−1i n̂× T i{M}(r) + n̂×KPV
i {J}(r)

+
Ωi

4π
J(r) = 0 (2.37)

N-EFIE-I : ηin̂× T i{J}(r)− n̂×KPV
i {M}(r)

− Ωi

4π
M (r) = 0 (2.38)

T-MFIE-I : −η−1i n̂× n̂× T i{M}(r)− n̂× n̂×KPV
i {J}(r)

− Ωi

4π
n̂× J(r) = 0 (2.39)

T-EFIE-I : −ηin̂× n̂× T i{J}(r) + n̂× n̂×KPV
i {M}(r)

+
Ωi

4π
n̂×M(r) = 0 (2.40)
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N-MFIE-O : η−1o n̂× T o{M}(r) + n̂×KPV
o {J}(r)

− Ωo

4π
J(r) = −n̂×H inc(r) (2.41)

N-EFIE-O : ηon̂× T o{J}(r)− n̂×KPV
o {M}(r)

+
Ωo

4π
M(r) = −n̂×Einc(r) (2.42)

T-MFIE-O : −η−1o n̂× n̂× T o{M}(r)− n̂× n̂×KPV
o {J}(r)

+
Ωo

4π
n̂× J(r) = n̂× n̂×H inc(r) (2.43)

T-EFIE-O : −ηon̂× n̂× T o{J}(r) + n̂× n̂×KPV
o {M}(r)

− Ωo

4π
n̂×M (r) = n̂× n̂×Einc(r), (2.44)

where ηi =
√
µi/εi and ηo =

√
µo/εo are intrinsic impedances of the inner and outer

media, n̂ is the outward normal unit vector of the inner medium, and Ωi = 4π − Ωo

and Ωo are internal and external solid angles. Also, we note that Ωo = Ωi = 2π

for planar surfaces. The general form of SIE formulations obtained by combining

integral equations in Equations 2.37−2.44 can be written as aT-EFIE-O + bT-EFIE-I + eN-MFIE-O− fN-MFIE-I

cT-MFIE-O + dT-MFIE-I− gN-EFIE-O + hN-EFIE-I

 . (2.45)

The general form in Equation 2.45 can be expressed in a matrix form as Z11 Z12

Z21 Z22

 ·
 J

M

 (r) =

 w1

w2

 (r), (2.46)

where

Z11 = −aηon̂× n̂× T o − bηin̂× n̂× T i

+ en̂×KPV
o − fn̂×KPV

i − (e+ f)I/2 (2.47)

Z12 = an̂× n̂×KPV
o + bn̂× n̂×KPV

i

− (a− b)n̂× I/2 + eη−1o n̂× T o − fη−1i n̂× T i (2.48)

Z21 = −cn̂× n̂×KPV
o − dn̂× n̂×KPV

i

+ (c− d)n̂× I/2− gηon̂× T o + hηin̂× T i (2.49)

Z22 = −cη−1o n̂× n̂× T o − dη−1i n̂× n̂× T i

+ gn̂×KPV
o − hn̂×KPV

i − (g + h)I/2 (2.50)
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w1 = an̂× n̂×Einc(r)− en̂×H inc(r) (2.51)

w2 = cn̂× n̂×H inc(r) + gn̂×Einc(r). (2.52)

In the above, I is the identity operator. By using the generalized form given in

Equation 2.46 and selecting constants {a, b, c, d, e, f, g, h}, some of the conventional

SIE formulations can be written as follows.

• Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) formulation [40–42]:

a = 1, b = 1, c = 1, d = 1, e = 0, f = 0, g = 0, h = 0

• Combined T formulation (CTF) [43]:

a = η−1o , b = η−1i , c = ηo, d = ηi, e = 0, f = 0, g = 0, h = 0

• Modified combined T formulation (MCTF) [10]:

a = 1, b = 1, c = ηoηi, d = ηoηi, e = 0, f = 0, g = 0, h = 0

• N Müller formulation (NMF) [44]:

a = 0, b = 0, c = 0, d = 0, e = µo, f = µi, g = εo, h = εi

• Modified N Müller formulation (MNMF) [45]:

a = 0, b = 0, c = 0, d = 0, e = µo/(µo+µi), f = µi/(µo+µi), g = εo/(εo+εi),

h = εi(εo + εi)

• Electric-magnetic current combined-field integral equation (JMCFIE) [46]:

a = η−1o , b = η−1i , c = ηo, d = ηi, e = 1, f = 1, g = 1, h = 1

Using Galerkin discretizations [47], T and I operators are well tested with tm, while

K operator is well tested with n̂ × tm. Discretization of the operators is discussed

further in this section.

As well-known in the literature, only the tangential type of the PMCHWT formulation

is stable with a Galerkin discretization, despite that both normal and tangential forms

of this formulation exist [39]. It is also known that, PMCHWT provides accurate

results, but it, unfortunately, suffers from ill-conditioning [48]. CTF is also a tangen-

tial formulation, but often with better conditioning in comparison to the PMCHWT

formulation since it has identical diagonal partitions [39]. MCTF, another T-type
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formulation, is mainly proposed for plasmonic structures with its coefficients specif-

ically adjusted to handle very large permittivity values. On the other side, NMF and

MNMF are N-type formulations, and MNMF typically provides better-conditioned

matrix equations than NMF. Finally, JMCFIE is a mixed-type formulation, involving

both T-type and N-type integral equations, and it is particularly well-conditioned for

ordinary materials [49].

For ZI and NZI materials, numerical difficulties arise due to huge contrasts between

inner and outer problems, leading to unbalanced inner and outer terms. Some of the

conventional SIE formulations were applied to very limited ranges of NZI values in

the literature, and NMF was presented as a stable formulation [50]. On the other

hand, in the next section, the conventional SIE formulations (including NMF) are ex-

tensively tested by considering wide ranges of NZI values, and their failure when per-

mittivity and/or permeability values go to zero is clearly demonstrated via numerical

results. With careful considerations on the limit cases, i.e., when relative permittivity

and/or permeability values are close to zero, novel SIE formulations having balanced

integral-equation operators are proposed by selecting constants {a, b, c, d, e, f, g, h}
as follows.

• New tangential formulation [51–53]:

a = η−1o , b = εiε
−1
o η−1o , c = ηo, d = µiµ

−1
o ηo, e = 0, f = 0, g = 0, h = 0

• New mixed formulation [51–53]:

a = η−1o , b = εiε
−1
o η−1o , c = ηo, d = µiµ

−1
o ηo, e = 1, f = µiµ

−1
o , g = 1,

h = εiε
−1
o

In order to understand why these formulations are more stable when analyzing NZI

objects, we may consider their forms in limit cases, i.e., for ENZ, MNZ, and EMNZ

(ε-µ-near-zero) materials. First, for µi values close to zero (MNZ case), the matrix

elements of the new mixed formulation become

Z11 = −n̂× n̂× T o − k−1o kin̂× n̂× T i + n̂×KPV
o − 1

2
I (2.53)

Z12 = η−1o n̂× n̂×KPV
o + εiε

−1
o η−1o n̂× n̂×KPV

i − 1

2
η−1o (1− εiε−1o )n̂× I

+ η−1o n̂× T o − ω−1µ−1o kin̂× T i (2.54)
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Z21 = −ηon̂× n̂×KPV
o +

1

2
ηon̂× I − ηon̂× T o + ω−1ε−1o kiηin̂× T i (2.55)

Z22 = −n̂× n̂× T o − k−1o kin̂× n̂× T i + n̂×KPV
o

− εiε−1o n̂×KPV
i − 1

2
(1 + εiε

−1
o )I. (2.56)

In these expressions, all terms are well-balanced with each other, even when both ki

and ηi become zero. It is remarkable that the problematic operator, i.e., the inner T

operator, is always multiplied with ki. Similarly, for εi values close to zero (ENZ

case), the matrix elements of the new mixed formulation become

Z11 = −n̂× n̂× T o − k−1o kin̂× n̂× T i + n̂×KPV
o

− µiµ
−1
o n̂×KPV

i − 1

2
(1 + µiµ

−1
o )I (2.57)

Z12 = η−1o n̂× n̂×KPV
o − 1

2
η−1o n̂× I + η−1o n̂× T o

− ω−1µ−1o kin̂× T i (2.58)

Z21 = −ηon̂× n̂×KPV
o − µiµ

−1
o ηon̂× n̂×KPV

i

+
1

2
ηo(1− µiµ

−1
o )n̂× I − ηon̂× T o + ω−1ε−1o kin̂× T i (2.59)

Z22 = −n̂× n̂× T o − k−1o kin̂× n̂× T i + n̂×KPV
o − 1

2
I, (2.60)

which are again stable when ki converges to zero. Finally, when both εi and µi values

close to zero (EMNZ case), the matrix elements of the new mixed formulation can be

written as

Z11 = −n̂× n̂× T o − k−1o kin̂× n̂× T i + n̂×KPV
o − 1

2
I (2.61)

Z12 = η−1o n̂× n̂×KPV
o − 1

2
η−1o n̂× I + η−1o n̂× T o

− ω−1µ−1o kin̂× T i (2.62)

Z21 = −ηon̂× n̂×KPV
o +

1

2
ηon̂× I − ηon̂× T o + ω−1ε−1o kin̂× T i (2.63)

Z22 = −n̂× n̂× T o − k−1o kin̂× n̂× T i + n̂×KPV
o − 1

2
I, (2.64)

which also demonstrate stability against small values of ki. Consequently, in the new

mixed formulation, all operators (terms) are well-balanced with each other in ENZ,

MNZ, and EMNZ cases. In addition, well-tested identity operators remain in the di-

agonal blocks in all three limit cases. We note that the new tangential formulation is

a part of the new mixed formulation with only T-tested operators. It is also stable for
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NZI materials except when either permittivity or permeability is unity.

As shown in the numerical results in the next section, these formulations clearly out-

perform the conventional formulations in terms of accuracy and/or efficiency.

2.1.3 Method of Moments

In order to solve SIE formulations with MOM [54, 55], these formulations can be

considered in general as

L{f}(r) = g(r), (2.65)

where L is a linear operator, g(r) is the known vector function, and f(r) is the

unknown vector function. These correspond to a combination of integro-differential

(T and K) operators and the identity (I) operator, the excitation (right-hand-side)

vector, and the unknown electric and magnetic current distributions, respectively, in

the SIE formulations. The unknown function f(r) can be expressed in terms of

known basis functions bn as

f(r) ≈
N∑

n=1

a[n]bn(r), (2.66)

where a[n] is the nth unknown coefficient. Equation 2.66 is substituted into Equation

2.65 and both sides are weighted by testing functions tm (where m = 1, 2, ..., N ) as∫
drtm(r) ·

N∑
n=1

a[n]L{bn}(r) =

∫
drtm(r) · g(r). (2.67)

To write the equation in a matrix form, the order of summation and integration can be

changed as
N∑

n=1

a[n]

∫
drtm(r) ·L{bn}(r) =

∫
drtm(r) · g(r). (2.68)

Finally, a matrix equation is obtained as
N∑

n=1

a[n]Z̄[m,n] = w[m], (2.69)

where

Z̄[m,n] =

∫
drtm(r) ·L{bn}(r) (2.70)

w[m] =

∫
drtm(r) · g(r). (2.71)
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Figure 2.2: Illustration of an RWG function.

Electromagnetic problems can be described by Equation 2.69, where Z̄ represents

interactions between the discretized elements, a represents coefficients expanding

the electric and/or magnetic currents, and w represents the excitation vector.

2.1.4 Discretization

For three-dimensional SIE implementations, triangulation is commonly selected for

the discretization of objects. In addition, the Galerkin method [47], which is selecting

the same set of functions for both expansion and testing operations, is followed in this

study. Accordingly, the Rao-Wilton-Glisson (RWG) functions on planar edges [56]

are used for both basis and testing functions. An RWG function is defined on a

triangle pair with a common edge, as given in Figure 2.2 [39], and it can be written

as

bRWG
n (r) =



ln
2An1

(r − rn1), r ∈ Sn1

ln
2An2

(rn2 − r), r ∈ Sn2

0, r /∈ Sn,

(2.72)

where ln is the length of the common edge, and An1 and An2 refer to the areas of

the first (Sn1) and second (Sn2) triangles, respectively (Sn1

⋃
Sn2 = Sn). The RWG
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functions guarantee finite divergence everywhere and charge neutrality since

∇ · bRWG
n (r) =



ln
An1

, r ∈ Sn1

− ln
An2

, r ∈ Sn2

0, r /∈ Sn.

(2.73)

Then, the integro-differential operators T and K, as well as the identity operator I
can be discretized by employing the RWG functions as

T̄
T
u [m,n] = iku

∫
Sm

drtm(r) ·
∫
Sn

dr′gu(r, r′)bn(r′)

+
i

ku

∫
Sm

drtm(r) ·
∫
Sn

dr′∇gu(r, r′)∇′ · bn(r′) (2.74)

T̄
N
u [m,n] = iku

∫
Sm

drtm(r) · n̂×
∫
Sn

dr′gu(r, r′)bn(r′)

+
i

ku

∫
Sm

drtm(r) · n̂×
∫
Sn

dr′∇gu(r, r′)∇′ · bn(r′) (2.75)

K̄
T
PV,u[m,n] =

∫
Sm

drtm(r) ·
∫
PV,Sn

dr′bn(r′)×∇′gu(r, r′) (2.76)

K̄
N
PV,u[m,n] =

∫
Sm

drtm(r) · n̂×
∫
PV,Sn

dr′bn(r′)×∇′gu(r, r′) (2.77)

Ī
T

[m,n] =

∫
Sm

drtm(r) · bn(r) (2.78)

Ī
N

[m,n] =

∫
Sm

drtm(r) · n̂× bn(r), (2.79)

where u = o, i. By considering the interaction of two half RWG functions tRWG
ma and

bRWG
nb , where a and m refer to the ath triangle of the mth edge, and b and n refer to

the bth triangle of the nth edge, Equations 2.74–2.79 can be rewritten as

T̄
T
u [m,n, a, b] = ikuAma,nb

∫
Sma

dr(r − rma) ·
∫
Snb

dr′(r′ − rnb)gu(r, r′)

− 4i

ku
Ama,nb

∫
Sma

dr

∫
Snb

dr′gu(r, r′) (2.80)

T̄
N
u [m,n, a, b] = ikuAma,nb

∫
Sma

dr [(r − rma)× n̂] ·
∫
Snb

dr′(r′ − rnb)gu(r, r′)

− 2i

ku
Ama,nb

∫
Sma

dr [(r − rma)× n̂] ·
∫
Snb

dr′∇′gu(r, r′) (2.81)
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K̄
T
PV,u[m,n, a, b] = Ama,nb

∫
Sma

dr(r − rma)

·
[
(r − rnb)×

∫
PV,Snb

dr′∇′gu(r, r′)

]
(2.82)

K̄
N
PV,u[m,n, a, b] = Ama,nb

∫
Sma

dr [(r − rma)× n̂]

·
[
(r − rnb)×

∫
PV,Snb

dr′∇′gu(r, r′)

]
(2.83)

Ī
T

[m,n, a, b] = Ama,nbδma,nb

∫
Sma

dr(r − rma) · (r − rnb) (2.84)

Ī
N

[m,n, a, b] = Ama,nbδma,nb

∫
Sma

dr(r − rma) · n̂× (r − rnb), (2.85)

where

Ama,nb =
lmln

4AmaAnb

γmaγnb (2.86)

and γnb, γma = ±1, depending on the direction of the testing and basis functions on

triangles. In the above, δma,nb represents the Kronecker delta.

2.1.5 Multilevel Fast Multipole Algorithm

Electromagnetic problems can be solved iteratively and an iterative solver may reduce

the complexity of a solution from O(N3) to O(N2). Nevertheless, an iterative solver

alone is not feasible for problems involving electrically large or densely discretized

objects due to need for extensive memory usage and very long solution times. Since

all interactions of testing and basis functions are stored in memory in MOM, memory

and time complexities are O(N2), where N represents the number of unknowns. In

the literature, fast multipole method (FMM) was introduced to make the solution of

large numbers of unknowns possible [57] by reducing the computational complexity

fromO(N2) toO(N3/2). By extending the concept of FMM with a recursive cluster-

ing scheme, MLFMA was developed to solve even larger problems [58].

In MLFMA, far-field interactions are calculated on-the-fly (without being stored) in a

group-by-group manner through the factorization of the Green’s function by employ-

ing the Gegenbauer’s addition theorem, leading to the reduction of the complexity

from O(N3/2) to O(N logN) [39]. In order to construct a multilevel tree structure,
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a recursive clustering scheme is employed by recursively dividing the cubic box (that

encloses the object) into sub-boxes until the smallest allowed box size is reached,

without considering empty boxes.

Three major stages of MLFMA, i.e., aggregation, translation, and disaggregation,

are performed in each matrix-vector multiplication to perform far-field interactions

by using the constructed multilevel tree structure. In aggregation, radiated fields are

computed from the lowest level to the highest level of the tree structure; shifting is

applied from basis functions to the lowest-level box centers and then from lower-level

boxes to higher-level boxes. In translation, the conversion of radiated fields into in-

coming fields occurs. Finally, in disaggregation, incoming fields are computed from

the highest level to the lowest level; shifting is applied from higher-level boxes to

lower-level boxes and then from the lowest-level box centers to testing functions.

2.1.6 Approximate Diagonalization

For electrically large structures, MLFMA is required to enable and accelerate solu-

tions; however, its conventional mechanism is not a suitable option for NZI or ZI

materials. Electromagnetic problems involving NZI or ZI materials are inherently

multiscale because of the large variation of the wavelength. As mentioned previ-

ously, NZI and ZI materials are special structures with very small refractive index

values, resulting in wavelengths locally stretching to infinity. The trianglulation size

for an NZI object is decided by the outer problem wavelength, which is very short

compared to the wavelength of the inner problem. Consequently, the inner problem

turns into a low-frequency problem due to its apparently dense discretization.

The low-frequency breakdown of MLFMA is already well-known in the literature

[59]. It is simply the result of the violation of the plane-wave expansion criteria

in MLFMA. To overcome the low-frequency breakdown, various techniques, such

as factorizing Green’s function in terms of multipoles [60], using evanescent waves

for the interactions at the lower levels [61], approximate diagonalization [11, 62],

etc., have been employed. An approximate diagonalization scheme, leading to AD-

MLFMA, is implemented in this study.
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In the context of AD-MLFMA, the diagonalized form of Green’s function can be

written as

g(r, r′) =
exp(ik|r − r′|)

4π|r − r′|
=

exp(ik|z + v|)
4π|z + v|

=
1

16π2

∫
d2k̂βs(k,v)αs(k, z), (2.87)

where |r − r′| = |z + v|, z = |z| > v = |v|, and k = kk̂. In the above, βs(k,v) is

the diagonal shift operator and αs(k, z) is the diagonal translation operator that can

be written as

βs(k,v) =
∞∑
t=0

(2t+ 1)J s
t (kv)Pt(k̂ · v̂) (2.88)

αs(k, z) =
∞∑
t=0

(2t+ 1)Hs
t (kv)Pt(k̂ · ẑ) (2.89)

J s
t (kv) = (i/s)tjt(kv) (2.90)

Hs
t (kv) = (is)t(ik)h

(1)
t (kv), (2.91)

where J s
t represents the scaled spherical Bessel function of the first kind, Hs

t repre-

sents the scaled spherical Hankel function of the first kind, Pt represents Legendre

polynomial, and s is a scaling factor. Note that the standard diagonalization corre-

sponds to s = 1 case.

In an implementation, conventional MLFMA is still used for the higher-level interac-

tions. On the other hand, the approximate diagonalization scheme is involved in the

lower-level interactions to eliminate the low-frequency breakdown (k → 0). The ap-

proximation is related to the scaling factor (s) value. Dealing with small kz values, as

in the inner problems of NZI structures, a scaling value s ≈ kz leads to numerically

stable Hs
t and translation operators. For efficient computations, the scaled spherical

Bessel function of the first kind can be approximated as

J s
t = itjt(kv)s−t ≈ it

(kv)t

(2l + 1)!!
s−t = it

(kv/s)t

(2l + 1)!!
≈ itjt(kv/s), (2.92)

assuming kv � 1 and kv � s, which requires rigorous considerations to avoid

violating s ≈ kz condition. Then, the diagonal shift operator can be approximated as

βs(k,v) ≈ exp(ik · v/s), (2.93)
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Figure 2.3: The real part of the electric field intensity (dBV/m) inside and outside the

spheres with NZI materials having a set of relative permittivity and/or permeability

values close to zero.

which is suitable for group-by-group interactions. Finally, we reach the approximate

diagonalization of the Green’s function as

g(r, r′) ≈ 1

16π2

∫
d2k̂ exp(ik · v/s)αs(k, z), (2.94)

whose application is very similar to the conventional diagonalization while being

stable for arbitrarily short-distance interactions.

2.2 Numerical Results

In this section, we consider numerical solutions of various canonical and realistic

problems in order to compare the performances of the conventional and proposed for-

mulations to analyze NZI structures. For iterative solutions, the generalized minimal
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Figure 2.4: The real part of the magnetic field intensity (dBA/m) inside and outside

the spheres with NZI materials having a set of relative permittivity and/or permeabil-

ity values close to zero.

residual (GMRES) algorithm [63] is used without any restart and preconditioning,

while the target residual error is set to 10−4 in all simulations.

2.2.1 Formulation Tests

In the following examples, the conventional SIE formulations, i.e., PMCHWT, NMF,

MNMF, JMCFIE, CTF, and MCTF, as well as the proposed tangential and mixed

formulations are investigated, with particular focus on accuracy and efficiency of so-

lutions in the analysis of objects composed of homogeneous NZI and ZI materials

with small permittivity and/or permeability values.
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Figure 2.5: The map of the plots in Figures 2.6 and 2.7.

The first set of numerical results is again on the solutions of spheres with diameter λ

(λ = 0.6 m) located in free space, while the mesh size is fixed to λ/10. Plane-wave

excitation is used with 1 V/m, and a set of relative permittivity (εz = 10−m) and per-

meability (µz = 10−n) values are scanned for m = 0, 1, ..., 6 and n = 0, 1, ..., 6 to

observe electromagnetic responses of NZI objects with different material properties.

Direct calculations of matrix interactions and JMCFIE formulation are adopted. Real

parts of the electric field intensity (dBV/m) and the magnetic field intensity (dBA/m)

inside and outside the spheres in center cross sections are shown in Figures 2.3 and

2.4, respectively. In each plot that covers 2λ × 2λ area, the sphere is located at the

center. When both relative permittivity and permeability values become smaller than

0.1, it can be noticed that electromagnetic responses are similar; hence, in order to

have a clear understanding about the effect of relative permittivity and/or permeabil-

ity values smaller than 0.1, the results should be investigated in more detail. These

results agree well with the observations on the performance of the JMCFIE formula-

tion for the first set of problems.

In the second set of numerical results, electromagnetic scattering problems involv-

ing spheres with diameter λ = 0.6 m located in free space are considered with all of

the mentioned SIE formulations, i.e., NMF, MNMF, CTF, MCTF, PMCHWT, JMC-

FIE, as well as the new tangential and mixed formulations. The mesh size is fixed as

λ/20, while the excitation is again plane wave with 1 V/m amplitude. The plane wave
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Figure 2.6: Relative errors in the far-zone electric field intensity values obtained by

using different formulations for scattering problems of NZI spheres with a set of

permittivity and/or permeability values close to zero. In the plots, the maximum error

is set to 10%.

is propagating in the x direction, with the electric field polarized in the y direction.

In order to compare the SIE formulations, a set of relative permittivity (εz = 10−m)

and relative permeability (µz = 10−n) values is scanned for m = 0, 1, ..., 12 and

n = 0, 1, ..., 12, except for the m = n = 0 case since it corresponds to free space.

All matrix elements are calculated directly. All of the formulations are compared by

considering relative errors in the far-zone electric field intensity values with respect to
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Figure 2.7: Numbers of GMRES iterations obtained by using different formulations

for scattering problems of NZI spheres with a set of permittivity and/or permeability

values close to zero. In the plots, the maximum number of iterations is set to 2000.

Mie-series solutions as shown in Figure 2.6 and the numbers of GMRES iterations as

shown in Figure 2.7. The map of the plots in Figures 2.6 and 2.7 is described in Figure

2.5. The number of iterations is limited to 5000 iterations, and the non-convergent

results are marked with cross signs with a blue background color. In each plot, x axis

represents relative permeability values (n) and y axis represents relative permittivity

values (m) as described in Figure 2.5. In all simulations, the relative error is defined
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as

Relative Error =
||E∞a −E∞c ||2
||E∞a ||2

, (2.95)

where E∞c and E∞a are vectors containing the computational and analytical values of

the far-zone electric field intensity on the E-plane (with 360 sample points), respec-

tively.

The following observations are made by examining the relative errors and numbers

of iterations for different formulations in Figures 2.6 and 2.7:

• Between the conventional formulations, i.e., without considering the new for-

mulations, the JMCFIE formulation is in general accurate with relative error

values below 1.5%, but exceeding 3% when both εz and µz are very small.

Nonetheless, difficulties in iterative convergence occur when either εz or µz

becomes smaller.

• CTF becomes ill-conditioned, leading to poor accuracy observed as large rela-

tive errors for the outside of the diagonal region. For the diagonal region, where

εz and µz are proportional to each other, the accuracy of CTF is comparably

good.

• In particular for accuracy, PMCHWT fails in the entire upper region, where εz

has very small values, while it provides fairly good accuracy when µz is very

small. Also, PMCHWT has convergence issues through the overall span.

• Outside of the upper diagonal region, MCTF has a relatively good performance

in terms of accuracy, while it has a clear disadvantage in terms of iterative

convergence.

• MNMF is an acceptable formulation since it provides good iterative conver-

gence and relatively good accuracy in all regions other than either εz = 1 or

µz = 1, whereas NMF severely fails with relative error values larger than 8%

in the overall scan.

• It is remarkable that the new tangential formulation has relative error values

below 2% in general, except when εz or µz is equal to unity. This formulation

also has a very good and stable iterative convergence.
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Figure 2.8: Far-zone electric field intensity distribution (left) and GMRES iterative

convergence (right) plots obtained by using different formulations for the scattering

problem of a λ-diameter NZI sphere with εz = 10−6 and µz = 10−6.

Figure 2.9: Far-zone electric field intensity distribution (left) and GMRES iterative

convergence (right) plots obtained by using different formulations for the scattering

problem of a λ-diameter NZI sphere with εz = 10−12 and µz = 1.0.
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Figure 2.10: Far-zone electric field intensity distribution (left) and GMRES iterative

convergence (right) plots obtained by using different formulations for the scattering

problem of a λ-diameter NZI sphere with εz = 1.0 and µz = 10−12.

Figure 2.11: Far-zone electric field intensity distribution (left) and GMRES iterative

convergence (right) plots obtained by using different formulations for the scattering

problem of a λ-diameter NZI sphere with εz = 10−12 and µz = 10−12.

29



Figure 2.12: Relative errors in the far-zone electric field intensity values with respect

to Mie-series solutions for the scattering problems involving NZI spheres formulated

with JMCFIE.

• The superior performance of the new mixed formulation is clearly identified

regarding both iterative convergence and accuracy. It has a maximum relative

error of 1% and maximum iterative counts of 100 in the entire span.

• It is also observed that there is not an obvious correlation between inaccuracy

and convergence issues since they can be caused by different reasons.

For further comparisons of the formulations for relatively small problems, the far-

zone electric field intensity with respect to the bistatic angle on the E-plane and the

corresponding GMRES iterative convergence histories are examined for four distinct

cases with different relative permittivity and/or permeability values of the sphere with

λ diameter (continuing the second set of numerical results). As depicted in Figure 2.8,

for the case with εz = 10−6 and µz = 10−6, all formulations other than NMF have
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Figure 2.13: Numbers of GMRES iterations for the scattering problems involving

NZI spheres formulated with JMCFIE.

relatively good accuracy considering the reference Mie-series solutions. While PM-

CHWT requires more than 3000 iterations, only MNMF and the new mixed formula-

tion need less than 100 iterations. For the case with εz = 10−12 and µz = 1.0, MCTF,

NMF, MNMF, PMCHWT, and even the new tangential formulation provide inaccu-

rate results despite that the convergence is satisfied for each of these formulations, as

shown in Figure 2.9. The electric field intensity distribution of CTF is excluded since

it does not converge at all. Although JMCFIE provides accurate results, it leads to one

of the slowest convergence similar to MCTF. The outstanding performance of the new

mixed formulation is clearly visible with its accurate and efficient results. Figure 2.10

presents the case of εz = 1.0 and µz = 10−12, where the non-convergent CTF result

is again excluded in the electric-field-intensity results. For this case, NMF, MNMF,

MCTF, and the new tangential formulation are inaccurate, whereas PMCHWT and

JMCFIE formulations lead to accurate results with iteration numbers more than 3000
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Figure 2.14: Relative errors in the far-zone electric field intensity values with respect

to Mie-series solutions for the scattering problems involving NZI spheres formulated

with the new mixed formulation.

and 2000, respectively. Once again, the new mixed formulation outshines all of the

other formulations with its excellent performance on the accuracy and efficiency. For

the last case of εz = 10−12 and µz = 10−12 depicted in Figure 2.11, accurate and

efficient results are obtained only with the new mixed formulation and MNMF with

relative errors of 0.98% and 2.25%, respectively, while the required numbers of iter-

ations are 76 and 68.

In the last set of numerical results to compare formulations, JMCFIE and the new

mixed formulation are considered within the developed AD-MLFMA implementa-

tion to investigate their performances on electrically large problems. In the solu-

tions, near-zone interactions are calculated directly with a maximum of 1% error,

while AD-MLFMA is used with the smallest box size of λ/4 for far-zone interac-
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Figure 2.15: Numbers of GMRES iterations for the scattering problems involving

NZI spheres formulated with the new mixed formulation.

tions. The maximum number of iterations is set to 5000. In the examples consid-

ered here, spheres with λ, 2λ, 4λ, and 8λ diameters are discretized with the mesh

size of λ/10, corresponding to matrix equations involving 1974, 8310, 33,768, and

134,718 unknowns, respectively. AD-MLFMA solutions for these diameter values

involve tree structures with three, four, five, and six levels, respectively. Similar to

the previous problems, plane-wave illumination with 1 V/m amplitude is considered

and the host medium is selected as vacuum. To test the formulations rigorously,

different relative permittivity (εz = 1.0, 0.1, 0.01, 0.001, 0.0001) and permeability

(µz = 1.0, 0.1, 0.01, 0.001, 0.0001) values are selected, excluding the εz = µz = 1.0

(vacuum sphere) case.

Figures 2.12 and 2.13 display the relative errors and the corresponding numbers of

iterations obtained with JMCFIE solutions for the above-mentioned scattering prob-

33



Figure 2.16: Bistatic far-zone electric field intensity distributions obtained for the

scattering problems involving NZI spheres with εz = 0.1 and µz = 0.1.

lems. The relative error is calculated by using the far-zone electric field intensity

values of the obtained solutions in comparison to Mie-series solutions, similar to

the previous results. Note that the results when no-convergence occur are marked

with cross signs with green background. It can be observed that convergence is not

achieved (with JMCFIE) for relative permeability and permittivity values smaller than

10−3 for spheres with 2λ, 4λ, and 8λ diameters. While the corresponding solutions

seem to converge for the λ-size sphere, the relative errors are greater than 20% due to

ill-conditioning issues of JMCFIE, which are more pronounced with the approximate

matrix-vector multiplications by AD-MLFMA.

Figures 2.14 and 2.15 display the relative errors and the numbers of iterations ob-

tained with the new mixed formulation for the above-mentioned scattering problems.

The mixed formulation outperforms JMCFIE with a maximum relative error of 2%
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Figure 2.17: Bistatic far-zone electric field intensity distributions obtained for the

scattering problems involving NZI spheres with εz = 0.01 and µz = 0.01.

to 1.1% from λ-size sphere to 8λ-size sphere and a maximum number of iterations

of 144 (for the 8λ-size sphere when both relative permeability and permittivity are

smaller than or equal to 10−3). As the electrical size of the sphere grows and more

triangles are used for the discretization, the discretized geometry becomes closer to

the ideal sphere geometry that is considered in Mie-series solutions, which explains

the better accuracy for larger problems. The numbers of iterations of the solutions

with the new mixed formulation in the entire span are remarkably comparable and

small for all levels, and very limited increments in the iteration counts through the

electrically larger problems demonstrate the stability and reliability of the implemen-

tation based on the mixed formulation and AD-MFLMA.

Bistatic far-zone electric field intensity distributions for the increasingly large scat-

tering problems when both relative permittivity and permeability values are equal to
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Figure 2.18: Bistatic far-zone electric field intensity distributions obtained for the

scattering problems involving NZI spheres with εz = 0.001 and µz = 0.001.

0.1, 0.01, 0.001, and 0.0001 are depicted in Figures 2.16–2.19, respectively. In the

plots, the bistatic angle is from 0◦ (forward-scattering) to 180◦ (backscattering) on

the E-plane. JMCFIE results are omitted in Figure 2.19 since they are iteratively non-

convergent. In Figures 2.16 and 2.17, i.e., when the relative permittivity/permeability

values are 0.1 and 0.01, respectively, we observe good accuracy of JMCFIE, being

consistent with the new mixed formulation and Mie series. But, the inaccuracy issues

of JMCFIE become clearly visible in Figure 2.18, i.e., when the relative permittivity

and permeability become 0.001. On the other hand, the new mixed formulation is al-

ways consistent with the Mie series, even for small values of relative permittivity and

permeability, as a clear demonstration of the superiority of this formulation together

with the developed AD-MLFMA implementation.
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Figure 2.19: Bistatic far-zone electric field intensity distributions obtained for the

scattering problems involving NZI spheres with εz = 0.0001 and µz = 0.0001.

2.2.2 Analysis of Exotic Lens Structures

To investigate the performance of the developed implementations further on realis-

tic problems, NZI lens structures having different geometries and different relative

permittivity and/or permeability values are analyzed by using JMCFIE and the new

mixed formulations together with AD-MLFMA. Plane-wave illumination normally

incident on the planar surfaces is considered in all problems, while the host medium

is selected as vacuum.

The first lens geometry, which is constructed by a cylindrical extraction (1.25λ radius

of curvature) from a 2λ× λ× 2λ block (λ is the wavelength in vacuum), is depicted

in Figure 2.20. The number of unknowns for this lens geometry is 37,794 and four

levels are used within AD-MLFMA. Figures 2.21–2.32 present the near-zone electric
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Figure 2.20: Illustration of a lens geometry (cylindrical extraction from a 2λ×λ×2λ

block) and its cross section.

field intensity (dBV/m) and magnetic field intensity (dBA/m) distributions, consider-

ing inner and outer equivalence plots as well as the overall plots, at the center cross

section of the lens geometry on the E-plane for different relative permittivity and/or

permeability values obtained by using JMCFIE and the new mixed formulations. In

the absence of reference analytical solutions, the accuracy can be examined by ob-

serving inner and outer equivalence plots, i.e., by confirming small inner fields in the

outer problems and small outer fields in the inner problems. For both formulations,

good accuracy is verified in Figures 2.21–2.32.

Figures 2.21 and 2.22 show the results for the lens structure in Figure 2.20 when

the relative permittivity and permeability values are equal to 0.1, obtained by the new

mixed formulation and JMCFIE, respectively. The two formulations have similar re-

sults in terms of field distributions and numbers of iterations (120 and 143 iterations,

respectively). Figures 2.23 and 2.24 present the results when the relative permittivity

and permeability values are equal to 0.01. Although the near-zone distributions seem

similar for both formulations, the iteration count for JMCFIE is increased to 336,

whereas the iteration count for the new mixed formulation remains only at 138.

Figures 2.25–2.26, and Figures 2.27–2.28 present the results for the MNZ cases when

µz = 0.1 and µz = 0.01, respectively. For µz = 0.1, in addition to consistent field

distributions, the numbers of iterations required by JMCFIE and the new mixed for-

mulations are 87 and 79, respectively. However, for the µz = 0.01 case, inconsisten-

cies are clearly visible between the field distributions provided by the formulations.

We note that, since the iterative convergence is achieved within 201 iterations for JM-
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Figure 2.21: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 0.1

and µz = 0.1, obtained by the new mixed formulation.

Figure 2.22: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 0.1

and µz = 0.1, obtained by the JMCFIE formulation.
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Figure 2.23: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 0.01

and µz = 0.01, obtained by the new mixed formulation.

Figure 2.24: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 0.01

and µz = 0.01, obtained by the JMCFIE formulation.
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Figure 2.25: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 1

and µz = 0.1, obtained by the new mixed formulation.

Figure 2.26: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 1

and µz = 0.1, obtained by the JMCFIE formulation.
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Figure 2.27: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 1

and µz = 0.01, obtained by the new mixed formulation.

Figure 2.28: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 1

and µz = 0.01, obtained by the JMCFIE formulation.
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Figure 2.29: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 0.1

and µz = 1, obtained by the new mixed formulation.

Figure 2.30: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 0.1

and µz = 1, obtained by the JMCFIE formulation.
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Figure 2.31: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 0.01

and µz = 1, obtained by the new mixed formulation.

Figure 2.32: Near-zone electric field intensity (dBV/m) and magnetic field intensity

(dBA/m) distributions for the NZI lens structure shown in Figure 2.20 with εz = 0.01

and µz = 1, obtained by the JMCFIE formulation.
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Figure 2.33: Illustration of a lens geometry (spherical extraction from a 2λ× λ× 2λ

block) and its cross section.

CFIE, while the new mixed formulation converges in 123 iterations, JMCFIE is likely

to be less accurate than the mixed one. Nevertheless, in both solutions, it is observed

that outer magnetic fields in inner problems distort magnetic fields in overall plots, as

seen in Figures 2.27 and 2.28.

Figures 2.29–2.30, and Figures 2.31–2.32 depict the results for the ENZ problems

with εz = 0.1 and εz = 0.01, respectively. As in the MNZ results, consistent solu-

tions are obtained for the εz = 0.1 case, while inconsistent solutions are encountered

for the εz = 0.01 case using JMCFIE and the new mixed formulations. It is remark-

able that, for εz = 0.01 case, the iteration count for the new mixed formulation (128)

is again almost half of that of JMCFIE (214). At the same time, for this case, it is

observed that outer electric fields in inner problems distort electric fields in overall

plots, as seen in Figures 2.31 and 2.32.

Figure 2.33 shows another lens geometry, which is constructed by a spherical ex-

traction (2.5625λ radius of curvature) from a 2λ × λ × 2λ block. The number of

unknowns for this structure is 37,794 and four levels are used within AD-MLFMA.

The power density (dBW/m2) distributions for the lens structures in Figures 2.20 and

2.33 with different relative permittivity and/or permeability values are depicted in

Figure 2.34. For both geometries, the focusing ability of the lenses improves with de-

creasing relative permittivity and permeability values. In addition, due to reflections,

the ENZ and MNZ lens structures demonstrate reduced focusing ability, whereas no

reflection is observed for the cases with relative permittivity and permeability values
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Figure 2.36: Large-scale NZI lens structures.

equally near-zero. For only the MNZ case with µz = 0.01, discrepancies between

JMCFIE and the new mixed formulations can be observed for both lens structures.

For the second lens structure with this particular material properties, the new mixed

formulation and JMCFIE converge in 133 and 250 iterations, respectively, supporting

the accuracy of the mixed formulation.

For comparisons of different lens structures, Figure 2.35 presents the power density

(dBW/m2) distributions for five different designs with different permittivity and/or

permeability values. From left-hand side to right-hand side in Figure 2.35, the first

one is the lens structure shown in Figure 2.20, the second one is constructed by a

cylindrical extraction (1.25λ radius of curvature) from a 2λ×λ×λ block, the third one

is constructed by a cylindrical extraction (1λ radius of curvature) from a 2λ×1.5λ×λ
block, the fourth one is constructed by a cylindrical extraction (1.25λ radius of cur-

vature) from a 2λ × 1.5λ × λ block, and the fifth one is constructed by a cylindrical

extraction (4.25λ radius of curvature) from a 4λ×λ×λ block. The fourth lens struc-

ture has the weakest focusing ability, leading to a deep shadow in the transmission

region. Among others, the first structure creates the strongest power density values,

while the short distance focus of the fifth structure is also remarkable.

Next, large-scale NZI lens structures are considered in order to test the performances

of the implementations based on AD-MLFMA. Figure 2.36 depicts three large-scale
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Figure 2.37: Near-zone field intensity distributions for the 8λ×8λ×8λ lens structure

shown in Figure 2.36 (left) with εz = 0.1 and µz = 0.1, obtained by JMCFIE and the

new mixed formulations.

Figure 2.38: Near-zone field intensity distributions for the 8λ×8λ×8λ lens structure

shown in Figure 2.36 (middle) with εz = 0.1 and µz = 0.1, obtained by JMCFIE and

the new mixed formulations.
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Figure 2.39: Near-zone field intensity distributions for the 8λ×8λ×8λ lens structure

shown in Figure 2.36 (right) with εz = 0.1 and µz = 0.1, obtained by JMCFIE and

the new mixed formulations.

NZI lens structures. All three lens structures are obtained by extractions from 8λ ×
8λ × 8λ blocks. From left-hand side to right-hand side in Figure 2.36, the first one

is constructed by a cylindrical extraction (4λ radius of curvature), the second one is

constructed by a spherical extraction (4λ radius of curvature), and the third one is

constructed by a spherical extraction (4
√

2λ radius of curvature). From left to right

in Figure 2.36, the structures are discretized with 255,882, 341,706, and 209,460

unknowns, respectively, while six levels are used within AD-MLFMA. Figures 2.37–

2.39 present the outer near-zone electric field intensity and magnetic field intensity

distributions when the lens structures have εz = 0.1 and µz = 0.1, where focusing

characteristics are clearly observed. In Figure 2.40, the near-zone power density dis-

tributions for these three lens structures are further depicted. It is observed that the

focusing behavior of a lens structure strongly depends on the geometry. Iterative so-

lution histories to obtain the results in Figures 2.37–2.40 are shown in Figure 2.41.

For the lens structure with cylindrical extraction, the JMCFIE formulation converges

in 262 iterations, while the new mixed formulation converges in 186 iterations. Sim-

ilarly, for the first type lens structure with spherical extraction, JMCFIE and the new
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Figure 2.40: Near-zone power density distributions for the 8λ×8λ×8λ lens structures

in Figure 2.36 with εz = 0.1 and µz = 0.1, obtained by JMCFIE and the new mixed

formulations.

Figure 2.41: Iterative solutions of the 8λ×8λ×8λ lens structures in Figure 2.36 with

εz = 0.1 and µz = 0.1, when using JMCFIE and the new mixed formulations.
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Figure 2.42: Near-zone field intensity distributions for the 16λ × 16λ × 16λ lens

structure in Figure 2.36 (left) with εz = 0.1 and µz = 0.1, obtained by JMCFIE and

the new mixed formulations.

Figure 2.43: Near-zone field intensity distributions for the 16λ × 16λ × 16λ lens

structure in Figure 2.36 (middle) with εz = 0.1 and µz = 0.1, obtained by JMCFIE

and the new mixed formulations.
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Figure 2.44: Near-zone power density distributions for the 16λ × 16λ × 16λ lens

structures in Figure 2.36 with εz = 0.1 and µz = 0.1, obtained by JMCFIE and the

new mixed formulations.

mixed formulations converge in 233 and 203 iterations, respectively. The advantage

of the mixed formulation becomes clear for the second type lens structure with spher-

ical extraction, for which the new mixed formulation requires 145 iterations, whereas

the JMCFIE formulation requires 446 iterations (more than three times).

Besides the 8λ-sized lens structures, more challenging 16λ-sized lens structures are

investigated. The structures with cylindrical extraction (see Figure 2.36, left) and

spherical extraction of the first type (see Figure 2.36, middle) are discretized with

1,017,510, and 1,359,546 unknowns, respectively, while seven levels are used within

AD-MLFMA. Near-zone outer field intensity distributions obtained for εz = 0.1 and

µz = 0.1 demonstrate good focusing characteristics as depicted in Figures 2.42 and

2.43. In Figure 2.44, the near-zone power density distributions approve the strong de-
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Figure 2.45: Iterative solutions for the 16λ×16λ×16λ lens structures in Figure 2.36

with εz = 0.1 and µz = 0.1, when using JMCFIE and the new mixed formulations.

Figure 2.46: Dimensions of a composite structure involving a WR90-sized waveguide

with a sharp corner and an NZI region at the corner of the waveguide.

pendence of the focusing ability to geometry. Iterative solutions of the 16λ-sized lens

structures are shown in Figure 2.45. For the lens structure with cylindrical extraction,

JMCFIE and the new mixed formulations require 309 and 221 iterations (performed

in 141 and 103 hours on a single core), respectively, whereas they require 368 and

269 iterations (230 and 166 hours on a single core), respectively, for the lens structure

with spherical extraction of the first type.
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Figure 2.47: Near-zone field intensity distributions for the composite structure in

Figure 2.46 involving a WR90-sized waveguide having a sharp corner. One side of

the waveguide is open. An EMNZ block is placed at the corner of the waveguide.

2.2.3 Analysis of Waveguide Structures with Sharp Corners

As another class of interesting applications, computational simulations of two com-

posite structures involving WR-90-sized waveguides with sharp corners and NZI ma-

terials are presented [64]. The walls of the waveguides are modelled as zero-thickness

PEC surfaces. The composite structures are located in free space and Hertzian dipole

sources near the closed sides of waveguides are used as excitations, while the other

sides are kept open. JMCFIE is used as the formulation. Figure 2.46 depicts the first

composite structure involving a waveguide with a sharp corner and an NZI region

inside the waveguide at the corner. In Figures 2.47–2.49, the near-zone electric field

intensity and magnetic field intensity distributions shown for the NZI blocks (first col-
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Figure 2.48: Near-zone field intensity distributions for the composite structure in

Figure 2.46 involving a WR90-sized waveguide having a sharp corner. One side of

the waveguide is open. An ENZ block is placed at the corner of the waveguide.

umn), waveguides (second column), as well as overall problems (third column) when

using EMNZ (0.1 relative permittivity and permeability), ENZ (0.1 relative permit-

tivity), and MNZ (0.1 relative permeability) blocks demonstrate the accuracy of the

solutions at different frequencies. We note that the NZI blocks are used to enhance

the transmission through the waveguide with sharp corner. Figures 2.50–2.52 present

the near-zone field intensity and power density distributions for the structure without

a block and with ENZ, MNZ, and EMNZ blocks that are placed at the corner at dif-

ferent frequencies. In general, the transmission is improved by using ENZ, MNZ, and

EMNZ blocks, depending on the frequency. It is also remarkable that the transmis-

sion is more stable in the entire frequency range when using the MNZ block.
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Figure 2.49: Near-zone field intensity distributions for the composite structure in

Figure 2.46 involving a WR90-sized waveguide having a sharp corner. One side of

the waveguide is open. An MNZ block is placed at the corner of the waveguide.

The second composite structure involves a WR90-sized waveguide with three sharp

corners and an NZI region at the middle as depicted in Figure 2.53. Figure 2.54

presents the near-zone electric field intensity and magnetic field intensity distribu-

tions with and without an MNZ block. We note that the MNZ material covers 3/5

of the overall waveguide structure. It is observed that the transmission is clearly im-

proved at 9.5 GHz, 11.5 GHz, 12.0 GHz, 12.5 GHz, and 13.0 GHz by using the MNZ

block.

Numerical experiments presented above clearly demonstrate the need for computa-

tional techniques in order to design effective NZI fillings to improve transmission

through bent waveguides. The electromagnetic responses of the structures depend on
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Figure 2.50: Near-zone electric field intensity distributions for the composite struc-

ture in Figure 2.46 without a block and with ENZ, MNZ, and EMNZ blocks at the

corner.

Figure 2.51: Near-zone magnetic field intensity distributions for the composite struc-

ture in Figure 2.46 without a block and with ENZ, MNZ, and EMNZ blocks at the

corner.

58



Figure 2.52: Near-zone power density distributions for the composite structure in

Figure 2.46 without a block and with ENZ, MNZ, and EMNZ blocks at the corner.

Figure 2.53: Dimensions of a composite structure involving a WR90-sized waveguide

with three sharp corners and an NZI region.
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the frequency and dimensions, as well as the material properties, that require exten-

sive analysis to optimize the overall transmission capabilities.

2.3 Concluding Remarks

This chapter is devoted to full-wave simulations of three-dimensional structures in-

volving NZI materials. In this context, accuracy and efficiency of the conventional

and two new SIE formulations are particularly investigated. The results on both

canonical and lens-like objects show that the numbers of iterations required for the

new mixed formulation in wide ranges of near-zero permittivity and permeability

values are remarkably small in comparison to all other formulations. Very limited

increments in the iteration counts through electrically larger problems demonstrate

the stability and reliability of the implementation based on the mixed formulation and

AD-MFLMA. As opposed to other formulations, the new mixed formulation is al-

ways accurate, even for very small values of permittivity and permeability, as a clear

demonstration of the superiority of this formulation together with AD-MLFMA. To

investigate the performance of the developed implementations further on more realis-

tic problems, computational simulations of two composite structures involving WR-

90-sized waveguides with sharp corners and NZI materials are presented. In general,

the transmission is improved by using ENZ, MNZ, and EMNZ blocks, depending

on the frequency, while the transmission is more stable in the entire frequency range

when using MNZ blocks.
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CHAPTER 3

SIMULATION AND REALIZATION OF INKJET-PRINTED

METAMATERIALS FOR MICROWAVE FREQUENCIES

Three-dimensional computational simulation and realization of metamaterial struc-

tures with different exotic properties, e.g., negative refractive index, at microwave

frequencies are considered in this chapter. Following their numerical analysis, very

low-cost inkjet printing method is used to fabricate these structures. A sensitivity

analysis is also presented to understand the effects of fabrication errors on the perfor-

mances of the designs.

3.1 Simulation Method

First, we describe the surface formulation used for full-wave simulations of metama-

terial structures, as well as genetic algorithms employed in the optimization process

to homogenize these structures.

3.1.1 Surface Formulation to Solve Three-Dimensional Metamaterial Struc-

tures

At microwave frequencies, three-dimensional metamaterial structures are constructed

by using zero-thickness PEC surfaces such that they can be formulated with EFIE

derived in Chapter 2. The computational analysis is carried out with MLFMA, which

provides efficient full-wave solutions without using any self-similarity or regularity

approximations considering that realistic metamaterial structures are finite structures.

The matrix representation of EFIE can be written as

Z̄
EFIE · aJ = wEFIE, (3.1)
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where Z̄
EFIE is the impedance matrix (N × N matrix), aJ represents coefficients

expanding the electric current density (J ), and wEFIE is the excitation vector. The

elements of the impedance matrix and the excitation vector can be expressed as

Z̄
EFIE

[m,n] = iwµ

∫
Sm

drtm(r) ·
∫
Sn

dr′bn(r′)g(r, r′)

+
1

iwε

∫
Sm

dr∇ · tm(r)

∫
Sn

dr′g(r, r′)∇′ · bn(r′)

(3.2)

and

wEFIE[m] = −
∫
Sm

drtm(r) ·Einc(r), (3.3)

respectively. We note that µ and ε are the permeability and permittivity values of the

host medium, respectively, g(r, r′) is the homogeneous-space Green’s function, Einc

is the incident electric field, and bn and tm are basis and testing functions (selected as

the RWG functions) with m,n = 1, 2, ..., N . In the simulations, the host medium is

assumed to be vacuum or be filled with an effective dielectric material that represents

substrate.

3.1.2 Genetic Algorithms Supported by Full-Wave Solutions for the Homoge-

nization of Metamaterial Structures

Metamaterials are periodic structures with subwavelength unit-cells; therefore, their

homogenization can provide great simplicity and flexibility in their computational

analysis. A homogenization is basically estimating the equivalent electromagnetic pa-

rameters to represent a metamaterial as a homogeneous structure. On the other hand,

a successful homogenization requires rigorous considerations to eliminate disastrous

approximation mistakes that can cause deficient and even incorrect characterizations.

In the literature, various homogenization implementations to retrieve effective param-

eters of metamaterials have been proposed, such as Floquet-based methods [65–67],

fast full-wave algorithms [68, 69], wave-propagation retrieval methods [70], analyti-

cal field-averaging methods [71], dipole approximations [72], and genetic algorithms

blended with artificial neural networks [73]. The main simplification in most of these

studies is extending the dimensions of the investigated metamaterials to infinity that

may lead to distorted and false results.
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Figure 3.1: Representation of the mechanism based on genetic algorithms.

In this study, three-dimensional and finite metamaterial structures are homogenized

without the commonly used infinity assumption. The real model, which is constructed

by open metallic surfaces, typically involves very small details with respect to wave-

length and also demonstrates resonance characteristics, leading to numerically chal-

lenging problems. However, the homogenized model is a homogeneous body with a

plain geometry. Hence, from the computational point of view, a multiscale problem

can be reduced to a single-scale problem via homogenization. This kind of a simplifi-

cation can be extremely useful, e.g., when the metamaterial itself is a part of a larger

system to be analyzed. In the proposed homogenization procedure, a parametric op-

timization environment based on genetic algorithms and a full-wave solver based on

MLFMA is utilized. Genetic algorithms are among the most popular heuristic algo-

rithms and they are in demand for various applications, including but not limited to

electromagnetic problems.

The constructed mechanism based on genetic algorithms is shown in Figure 3.1 [74].

First, given input parameters, the chromosome representation is defined. In general,

binary bits of a chromosome represent the relative permittivity and/or permeability of
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Figure 3.2: Representation of the reproduction procedure.

the corresponding homogenized model. Then, a population is initialized by creating

the individuals of the first generation, whose fitness values are obtained. The repro-

duction cycle is applied to produce new generations until the termination criteria are

satisfied. Once the termination criteria are met, the required solution set (homoge-

neous model or models) is obtained.

There are three main stages of the reproduction procedure, i.e., selecting parents,

applying crossover, and applying mutation, as depicted in Figure 3.2. Elitism is actu-

ally transferring two of the successful individuals and their children (family elitism)

across generations to assure the quality of the pool. In crossover operation, bit-by-bit

exchanges are made between the chromosomes of selected parents with 50% chance

for each bit, while the decision of a crossover is made with 80% chance. Mutations

are applied based on the success of the individuals. For unsuccessful, moderately

successful, and successful individuals, bits are modified (0 to 1 and 1 to 0) with 25%,

10%, and 5% chances, respectively.
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Figure 3.3: Details and dimensions (in mm) of the SRR structure that is designed to

resonate at around 7.25 GHz when fabricated with inkjet printing.

3.2 Numerical Results

Since metamaterials involve small details with respect to wavelength and they ex-

hibit strong resonances, their computational analysis requires critical considerations.

But if performed accurately, simulations of metamaterials can provide essential in-

formation on the behavior of these structures before their actual realizations. As dis-

cussed above, full-wave simulations of metamaterials are performed by using EFIE

and MLFMA. Apart from such direct numerical solutions of metamaterial designs,

the optimization processes described above involve solutions of homogenized mod-

els using MLFMA and JMCFIE presented in Chapter 2. In all cases, the GMRES

solver is used with a residual error of 10−3 for iterative solutions. The near-zone field

intensity and power density distributions are calculated from the obtained current co-

efficients. The power transmission coefficients are found by averaging power density

samples in a volume in the transmission region. The calculated average power density

values are normalized with the average incident power density values.
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Figure 3.4: Near-zone field intensity and power density distributions for the SRR

structure in Figure 3.3 on the x-y (z = 0) plane at 6 GHz and 8.5 GHz.

3.2.1 Analysis of Single-Band Metamaterials Involving SRRs

In this study, two different three-dimensional single-band SRR structures are inves-

tigated. The first SRR structure is designed to resonate at around 7.25 GHz when

fabricated with inkjet printing, while the second one is designed to resonate at around

6 GHz. Details and important dimensions of the first design are depicted in Figure

3.3 [75]. This three-dimensional metamaterial structure (3 × 20 × 15 SRR array) is

excited by a y-directed Hertzian dipole with 6 cm distance from the center of the ar-

68



Figure 3.5: Near-zone electric field intensity (dBV/m) distributions for the SRR struc-

ture in Figure 3.3 on the x-y (z = 0) plane from 6 GHz to 10 GHz at 100 MHz

intervals.

Figure 3.6: Near-zone magnetic field intensity (dBA/m) distributions for the SRR

structure in Figure 3.3 on the x-y (z = 0) plane from 6 GHz to 10 GHz at 100 MHz

intervals.
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Figure 3.7: Near-zone power density (dBW/sm) distributions for the SRR structure

in Figure 3.3 on the x-y (z = 0) plane from 6 GHz to 10 GHz at 100 MHz intervals.

ray in the x direction (it is centered along the y and z directions). The periodicity in

the x and y directions are 7 mm, while the layer periodicity is 12 mm. We note that

increasing the size and the number of SRRs in the transverse plane tends to increase

the quality of resonances. At the same time, increasing the number of layers also have

positive effects on the quality and band of resonances. Therefore, given a number of

SRRs, it is an interesting design problem to decide how to arrange them to satisfy

the desired transmission properties. The near-zone electric field intensity (dBV/m),

magnetic field intensity (dBA/m), and power density (dBW/sm) distributions on the

x-y (z = 0) plane at 6 GHz and 8.5 GHz are focused in Figure 3.4. Inhibition of

the electromagnetic wave propagation at 8.5 GHz, as well as the good transmission

at 6 GHz are clearly observed. We also note that resonances of the SRRs are clearly

visible in field and density plots at 8.5 GHz. For a better observation, Figures 3.5, 3.6,

and 3.7 present the near-zone electric field intensity (dBV/m), magnetic field intensity

(dBA/m), and power density (dBW/sm) distributions on the x-y (z = 0) plane from

6 GHz to 10 GHz. Between 8.4 GHz and 8.8 GHz, opaqueness is clearly observed

as an expected outcome of the resonance. At other frequencies, good transmission of

the incident wave occurs since SRRs are inactive.
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Figure 3.8: Details and dimensions (in mm) of the SRR structure that is designed to

resonate at around 6 GHz when fabricated with inkjet printing.

Figure 3.9: Near-zone electric field intensity (dBV/m) distributions for the SRR struc-

ture in Figure 3.8 on the x-y (z = 0) and y-z (x = −6 cm) planes from 6 GHz to 10

GHz at 100 MHz intervals.

The dimensions of the second structure, which is a 4 × 18 × 11 SRR array that con-

sists of 792 identical SRRs, is given in Figure 3.8 [76]. The single SRR involves two
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Figure 3.10: Near-zone magnetic field intensity (dBA/m) distributions for the SRR

structure in Figure 3.8 on the x-y (z = 0) and y-z (x = −6 cm) planes from 6 GHz

to 10 GHz at 100 MHz intervals.

Figure 3.11: Near-zone power density (dBW/sm) distributions for the SRR structure

in Figure 3.8 on the x-y (z = 0) and y-z (x = −6 cm) planes from 6 GHz to 10 GHz

at 100 MHz intervals.

concentric rings with splits (with a gap width of 0.2 mm) at the opposite sides of the

rings in the y direction. The overall SRR array is formed by layering two-dimensional

(4× 18) arrays in the z direction with 13 mm distance between the layers. Each two-
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Figure 3.12: Details and dimensions (in mm) of non-scaled and scaled SRR structures

that are used to design multiband metamaterials.

dimensional array is an arrangement of 4 × 18 SRRs with 7.33 mm center-to-center

distances in both x and y directions. For the excitation, a y-directed Hertzian dipole

placed 6 cm away in only x direction from its center is used.

Since the design of the SRR structure is similar to the one in an earlier study, yet at

a different scale, the resonance frequency is predicted to be approximately 8.2 GHz

when the structure is located in air [22]. The near-zone electric field intensity (dB-

V/m), magnetic field intensity (dBA/m), and power density (dBW/sm) distributions

on the x-y (z = 0) and y-z (x = −6 cm) planes for the frequency range between 6

GHz and 10 GHz are presented in Figures 3.9, 3.10, and 3.11, respectively. We note

that the origin is at the center of the SRR structure. As expected, the blocking behav-

ior of the SRR structure is observed in the resonance band (7.9–8.4 GHz), whereas,

for the rest of the frequencies, transparency is observed. The shadowing effect is

due to the resonance characteristics of the SRR structures. Specifically, when SRRs

resonate, they induce negative permeability in their surrounding media, leading to

intense attenuation of electromagnetic waves. At the same time, as a result of diffrac-

tions due to its finite size, the SRR structure does not perfectly shield electromagnetic

waves.
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Figure 3.13: Near-zone power density (dBW/sm) distributions for the non-scaled and

scaled SRR arrays (see Figure 3.12) on the x-y (z = 0) plane from 4 GHz to 10 GHz

at 100 MHz intervals.

3.2.2 Analysis of Multiband Metamaterials Involving SRRs

Three-dimensional microwave multiband metamaterial designs by combining SRRs

with different scales are investigated in this study [77, 78]. The aim is to obtain suc-

cessful combinations of SRR arrays to achieve band-stop characteristics at multiple

frequencies, while good transmission is ensured at the rest of the frequencies. Since

resonances are inherent properties of SRR structures, we particularly focus on the in-
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Figure 3.14: Power transmission coefficient with respect to frequency for the arrays

involving SRRs with different scales (see Figure 3.12).

Figure 3.15: Arrangements and design parameters to build multiband SRR blocks

from the two-dimensional arrays.
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teractions of identical and non-identical SRRs in three-dimensional arrangements to

comprehend their responses in multiband operations. In order to maintain the com-

pactness of the designs, non-identical SRR arrays cannot be separated too much from

each other; however, to avoid disastrous effects of strong couplings between them,

they should be carefully positioned. In addition, a sufficient number of SRRs must be

used with periodic arrangements to obtain efficient multiband characteristics.

The original and scaled versions of the SRRs discussed in the previous subsection are

used to construct multiband metamaterial designs. Figure 3.12 depicts the dimensions

of the non-scaled SRR and its scaled versions with 6/7, 3/4, and 2/3 ratios. By arrang-

ing identical SRRs periodically in the y direction, one-dimensional SRR arrays are

created. Layering these one-dimensional arrays in the z direction, two-dimensional

arrays are constructed, which are then further combined to obtain three-dimensional

arrays for multiband operations. We note that the scale factors are selected according

to the desired resonance frequencies when the non-scaled SRR is treated as a ker-

nel. The three-dimensional SRR structures are excited via a Hertzian dipole of 1 Am

dipole moment in the y direction, as in the previous simulations. Near-zone power

density distributions on the x-y (z = 0) plane for the two-dimensional non-scaled,

6/7-scaled, 3/4-scaled, and 2/3-scaled SRR arrays in free space from 4 GHz to 10

GHz are shown in Figure 3.13. The plots show resonances at the desired frequencies

that are 5.5 GHz, 6.5 GHz, 7.5 GHz, and 8.5 GHz for the corresponding scales of

1, 6/7, 3/4, 2/3, respectively. The band-stop characteristics of different SRR arrays

are further observed in the power transmission coefficient plots given in Figure 3.14.

Figure 3.15 depicts the arrangements and design parameters when combining two-

dimensional SRR arrays to construct three-dimensional multiband blocks. The design

parameters can be listed as follows.

• The distance between the identical SRRs in the y direction (resonator periodic-

ity: RP)

• The distance between the layers in the z direction (layer periodicity: LP)

• The distance between the two-dimensional SRR arrays in the x direction (array

periodicity: AP)
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Figure 3.16: Six successful layouts for dual-band metamaterial designs with AP =

10.5 mm.

• The number of two-dimensional SRR arrays

• Selected scales for the two-dimensional SRR arrays

• The number of layers in the z direction

• The number of identical SRRs in the y direction

In the design procedure, some of the parameters given above are fixed depending on

various constraints in the fabrications and measurement setups. Since inkjet-printing

is used for the fabrication of the designed multiband metamaterial structures, non-

identical SRRs in the same layer are simultaneously fabricated without any special

procedure. The number of layers in the z direction is selected as seven. The distances

between identical SRRs in the y direction are determined as 10.5 mm, 9.0 mm, 7.9

mm, and 7.0 mm, while the numbers of identical SRRs in the y direction are selected

as 15, 17, 19, and 21 (to balance the dimensions of the one-dimensional SRR arrays)

for the SRR scales of 1.0, 6/7, 3/4, and 2/3, respectively. For the rest of the param-

eters, various possibilities are immensely considered in terms of resonance qualities,

thanks to the flexibility and efficiency of the simulation environment.
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Figure 3.17: Power density distributions for the dual-band design involving non-

scaled and 6/7-scaled SRRs [with the layout given in Figure 3.16 (first from left-hand

side)] from 4 GHz to 10 GHz. LP = 15.4 mm (left) and LP = 18.0 mm (right) are

used.

Figure 3.18: Power density distributions for the dual-band design involving non-

scaled and 3/4-scaled SRRs [with the layout given in Figure 3.16 (second from left-

hand side)] from 4 GHz to 10 GHz. LP = 13.5 mm (left) and LP = 18.0 mm (right)

are used.
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Figure 3.19: Power density distributions for the dual-band design involving non-

scaled and 2/3-scaled SRRs [with the layout given in Figure 3.16 (third from left-

hand side)] from 4 GHz to 10 GHz. LP = 12.0 mm (left) and LP = 18.0 mm (right)

are used.

Figure 3.20: Power density distributions for the dual-band design involving 6/7-

scaled and 3/4-scaled SRRs [with the layout given in Figure 3.16 (third from right-

hand side)] from 4 GHz to 10 GHz. LP = 13.5 mm (left) and LP = 15.4 mm (right)

are used.
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Figure 3.21: Power density distributions for the dual-band design involving 6/7-

scaled and 2/3-scaled SRRs [with the layout given in Figure 3.16 (second from right-

hand side)] from 4 GHz to 10 GHz. LP = 12.0 mm (left) and LP = 15.4 mm (right)

are used.

Figure 3.22: Power density distributions for the dual-band design involving 3/4-

scaled and 2/3-scaled SRRs [with the layout given in Figure 3.16 (first from right-

hand side)] from 4 GHz to 10 GHz. LP = 12.0 mm (left) and LP = 13.5 mm (right)

are used.
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Figure 3.25: Six successful layouts for triple-band metamaterial designs with AP =

10.5 mm.

Figure 3.16 depicts six relatively successful layouts (x-y plane views) for dual-band

metamaterial designs. The layouts are constructed by combining different scales

with AP = 10.5 mm, which corresponds to the resonator periodicity of the original
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Figure 3.26: Power density distributions for the triple-band design involving original,

3/4-scaled, and 2/3-scaled SRRs with LP = 12.0 mm from 4 GHz to 10 GHz at 100

MHz intervals.

scale. The six layouts from the left-hand side to the right-hand side involve original

and 6/7-scaled, original and 3/4-scaled, original and 2/3-scaled, 6/7-scaled and 3/4-

scaled, 6/7-scaled and 2/3-scaled, and 3/4-scaled and 2/3-scaled SRRs, respectively.

The layer periodicity of each design is carefully selected to obtain high-quality res-

onances. In the following results, comparisons of successful layer periodicity selec-

tions are presented for each layout. In Figures 3.17–3.22, near-zone power density

(dBW/sm) distributions on the x-y (z = 0) plane from 4 GHz to 10 GHz at 100 MHz

intervals are presented. Square frames with different colors are used to emphasize

the resonance frequencies corresponding to the SRRs used in the designs, i.e., the

red frame represents 5.5 GHz, the blue frame represents 6.5 GHz, the green frame

represents 7.5 GHz, and the purple frame represents 8.5 GHz. It is remarkable that

shadowing effects are successfully obtained at the resonance frequencies in accor-

dance with the selected SRR scales to construct the structures. Figures 3.23 and 3.24

present the power transmission coefficients for the successful layouts given in Figure

3.16 with the selected layer periodicities. It is also evident in these plots that dual-

band operation is achieved with the constructed designs. At the same time, SRRs
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Figure 3.27: Power density distributions for the triple-band design involving original,

3/4-scaled, and 2/3-scaled SRRs with LP = 13.5 mm from 4 GHz to 10 GHz at 100

MHz intervals.

Figure 3.28: Power density distributions for the triple-band design involving original,

3/4-scaled, and 2/3-scaled SRRs with LP = 18.0 mm from 4 GHz to 10 GHz at 100

MHz intervals.
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Figure 3.29: Power transmission coefficients for the triple-band metamaterials with

the layouts given in Figure 3.25 (three layouts at the top) and with selected layer

periodicities.

with similar sizes strongly interact with each other, resulting in reduced transparency

at no-resonance frequencies. We further observe that decreasing the layer periodicity

improves the dips in the dual-band operation, while inter-resonance transparency is

negatively affected.

Similarly, Figure 3.25 presents six relatively successful layouts (x-y plane views)

for triple-band metamaterial designs. By combining SRRs with different scales in

different placement orders and with AP = 10.5 mm, relatively good performances are

obtained in terms of the triple-band operation. The six layouts are composed of the
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Figure 3.30: Power transmission coefficients for the triple-band metamaterials with

the layouts given in Figure 3.25 (three layouts at the bottom) and with selected layer

periodicities.

following two-dimensional SRR arrays (with the order of placement from right-hand

side to left-hand side): Original, 3/4-scaled, and 2/3-scaled (top-left); original, 2/3-

scaled, and 3/4-scaled (top-middle); 2/3-scaled, original, and 3/4-scaled (top-right);

original, 6/7-scaled, and 3/4-scaled (bottom-left); original, 6/7-scaled, and 2/3-scaled

(bottom-middle), and 6/7-scaled, 3/4-scaled, and 2/3-scaled (bottom-right). Near-

zone power density (dBW/sm) distributions for the layout given in Figure 3.25 top-

left with successful layer periodicities (LP: 12.0 mm, 13.5 mm, and 18.0 mm) on the

x-y (z = 0) plane from 4 GHz to 10 GHz at 100 MHz intervals are shown in Figures

3.26–3.28. Opaque behaviors at the desired resonance frequencies are successfully
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Figure 3.31: Triple-band metamaterials with a standard layout (right) and with dupli-

cated arrays (left) involving non-scaled, 3/4-scaled, and 2/3-scaled SRRs.

Figure 3.32: Power density distributions for the triple-band metamaterial with dupli-

cated arrays depicted in Figure 3.31 from 4 GHz to 10 GHz at 100 MHz intervals.
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Figure 3.33: Power transmission coefficients for the triple-band metamaterials with

the layouts given in Figure 3.31 when LP = 18.0 mm.

Figure 3.34: Quad-band metamaterials with a standard layout (right) and with dupli-

cated and rearranged arrays (left) involving non-scaled, 2/3-scaled, 6/7-scaled, and

3/4-scaled SRR arrays.
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Figure 3.35: Power density distributions for the quad-band matematerial with dupli-

cated arrays depicted in Figure 3.34 from 4 GHz to 10 GHz at 100 MHz intervals.

Figure 3.36: Power transmission coefficients for the quad-band metamaterials with

the layouts given in Figure 3.34. For the layout with duplicated and rearranged arrays,

different LP values are used.
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obtained for all designs; however, complex variations in density distributions, espe-

cially at around resonance frequencies, require further inspection. For this purpose,

power transmission coefficient plots for 18 different metamaterial designs are de-

picted in Figures 3.29 and 3.30. As also evident in these plots, all of the metamaterial

structures demonstrate the desired band-stop characteristics at the resonance frequen-

cies. At the same time, satisfying good transparency at the inter-resonance frequen-

cies seems to be a major challenge. Increasing the layer periodicity and keeping the

similar-sized SRRs away from each other improve the transparency at inter-resonance

frequencies, while they tend to reduce the quality of resonances.

To further improve the performances of multiband metamaterials, we may use careful

arrangements of duplicate arrays at the cost of reduced compactness. As an exam-

ple, a triple-band metamaterial involving non-scaled, 3/4-scaled, and 2/3-scaled SRRs

with duplicate arrays (LP = 18.0 mm and AP = 10.5 mm) is depicted in Figure 3.31.

Figure 3.32 presents near-zone power density (dBW/sm) distributions for the layout

with duplicated arrays and with LP = 18.0 mm, where improved shadowing effects

at resonance frequencies are obtained. The power density comparison in Figure 3.33

reveals that the layout with duplicated arrays results in stronger dips, as well as better

transparency at the inter-resonance frequencies. Furthermore, as a well-known result

of duplicating arrays, the stopband operations have wider bandwidths.

For quad-band metamaterials, the selection of design parameters becomes more com-

plicated. Figure 3.34 presents two successful quad-band metamaterial designs: a stan-

dard layout with LP = 12.0 mm and AP = 10.5 mm (right) and an improved layout

(left), in which arrays are duplicated and rearranged to separate similar-sized SRRs.

We note that, for the improved layout, nonuniform array periodicities are employed

such that AP = 10.5 mm is used between different scaled SRRs, whereas identical

SRRs have their own resonator periodicities. In Figure 3.35, near-zone power den-

sity (dBW/sm) distributions for the improved layout with LP = 18.0 mm are depicted,

where high-quality resonances are observed. Figure 3.36 presents the power transmis-

sion coefficient with respect to frequency for four different quad-band metamaterials.

It is remarkable that the improved layout with LP = 18.0 mm demonstrates superior

performance with stronger dips and improved inter-resonance transparencies.
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Figure 3.37: Details and dimensions (in mm) of the composite metamaterial that

involves SRRs and thin wires.

Figure 3.38: Power density distributions for the composite metamaterial design from

5.0 GHz to 16.0 GHz at 100 MHz intervals.
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3.2.3 Analysis of Composite Metamaterials

Figure 3.37 presents the design of a composite metamaterial composed of SRRs and

thin wires [79]. Between two SRR layers in the z direction, two thin-wire layers

are placed. SRRs induce negative permeability values in relatively narrow bands,

whereas thin wires induce negative permittivity values in wide bands. Then, the con-

structed composite metamaterial has a double-negativity characteristics, leading to

the transmission of incoming electromagnetic waves with a backward travelling phase

velocity at resonances. The SRR structure in Figure 3.37, which has resonances at

5.5 GHz and 11.0 GHz in vacuum, has the SRRs with the original scale considered in

the previous subsection. While the resonance at 5.5 GHz is very sharp, the resonance

at 11.0 GHz is wider, as expected. The dimensions and the arrangements of the thin

wires are carefully designed to match with the SRR structure. The design is basically

similar to the proposed geometry in [16], while it is scaled to operate at microwave

frequencies. For numerical results, the three-dimensional structure is excited via a

Hertzian dipole oriented in the y direction with a dipole moment of 1 Am. The near-

zone power density distributions on the x-y (z = 0) plane from 5.0 GHz to 16.0 GHz

at 100 MHz intervals are shown in Figure 3.38. The composite metamaterial becomes

transparent in a narrowband at around 5.5 GHz, while a wideband transmission is ob-

served between 8.2 GHz and 12.5 GHz, as expected. For the rest of the frequencies,

the metamaterial exhibits opaque characteristics as desired.

3.2.4 Homogenization of SRR Structure

As discussed in Section 3.1.2, homogenizations of metamaterials can be extremely

useful to simplify complex structures and employ simplified models in the analysis of

larger systems. At the same time, homogenization itself must be realistic and accurate

in order to model the electromagnetic response of the structure. For this purpose,

we use genetic algorithms supported via full-wave simulations by MLFMA. Now,

we consider numerical examples involving the homogenization of SRR structures.

The following numerical results are obtained by using the optimization procedure

depicted in Figure 3.39. First, the implementation of genetic algorithms starts by
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Figure 3.39: Representation of the mechanism used for the homogenization of SRR

arrays.

Figure 3.40: Illustration of the optimization problem involving a non-dielectric slab

and a sample line for the near-zone power density values.

initializing the first population. Then, the created permeability values (chromosomes)

for the homogenized slab (that encloses the real model) are transferred to the MLFMA

solver. The relative difference between the near-zone power density values of real and

homogenized models is used in the calculation of the cost function (CF) defined as

CF = ||f(r)− fref (r)||2/||fref (r)||2, (3.4)

where f(r) and fref (r) are updated and reference density values, respectively. We

note that the details of genetic algorithms are presented in Section 3.1.2.
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Figure 3.41: Cost function and relative permeability for the optimization problems of

slabs with known permeability values.

As numerical examples, two sets of optimization problems are considered [80]. For

the first one, non-dielectric slabs with relative permeability values of −64, −4, −2,

1.5 and 2 are solved at 8 GHz as reference solutions for optimization trials. Each

slab with a size of 19.7 × 138.7 × 168.0 mm is excited by a plane wave with −x
propagation direction and +y polarization, while near-zone power density values are

sampled on a line as demonstrated in Figure 3.40. Then, the optimization procedure

is employed using the same slab size and relative permeability values in the range

from −256 to 4, omitting the region between −1 and +1, to reach the given refer-

ence solution. Using 14 bits, the range of permeability values is sampled with 0.0159

intervals. If the relative difference of 1% is satisfied, the optimization is terminated.

Figure 3.41 presents the cost function and relative permeability plots with respect to

generations of the genetic algorithms. For each reference problem, the termination

criterion is met after a few generations. It is observed that the optimization immedi-

ately converges when the relative permittivity is −64.

95



Figure 3.42: Optimized relative permeability and relative difference in the permeabil-

ity values with respect to frequency for the optimization problem involving an SRR

array.

As the second set of problems, the 3× 20× 15 SRR array (previously investigated in

this chapter) that resonates at around 8.5 GHz in free space (with 19.7×138.7×168.0

mm size) is homogenized. The SRR array and the slab of the same size are illumi-

nated by plane waves with −x propagation direction and +y polarization, and the

sample line used in the first set of problems is considered to compute the power den-

sity values. The real and homogenized models are discretized with 57,600 (with 0.75

mm mesh size) and 39,480 (with 3 mm mesh size) unknowns, respectively. Therefore,

the simplification of the real model is achieved not only in terms of the complexity of

details, but also in terms of the number of unknowns. In the optimization trials, the

maximum number of generations is set to 20, while the maximum relative difference

is set to 10%. The optimized relative permeability and relative difference plots are

shown in Figure 3.42. At 13 frequencies, the termination criterion is met, whereas, at

four frequencies, the relative difference is close to the criterion. For the remaining five

frequencies, relatively high values are obtained. Figure 3.43 presents the transmitted
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Figure 3.43: Transmitted power density through the real and homogenized models of

the SRR array with respect to frequency.

Figure 3.44: Power density distributions on the central line obtained for the real and

homogenized models with respect to frequency.
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Figure 3.45: Steps to fabricate three-dimensional metamaterial structures and valida-

tion of simulation/measurement results.

power density through the real and homogenized models with respect to frequency.

We observe that the characteristics of the SRR array are presented very well by the

homogenization. We further note that small variations between the solutions of the

real and homogenized models exist in particular at the stop-band frequencies. Even

though there are frequencies at which the termination criterion is not satisfied, it is

clear that homogeneous representation is achieved. In fact, the reason for large rel-

ative difference values is extremely negative relative permeability values of the SRR

structure at around resonance frequencies. Figure 3.44 shows the power density val-

ues calculated through the central line with respect to frequency to support our claims

on the successful homogenization of the SRR array.

Initial results presented above demonstrate that it is possible to extract equivalent

electromagnetic parameters of a metamaterial by using genetic algorithms and full-

wave solutions. Application of the developed approach for the homogenization and

characterization of metamaterial structures based on their simulations and measure-

ments is the topic of further research.
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3.3 Fabrications via Inkjet Printing

Three-dimensional metamaterial structures mentioned in the previous section are fab-

ricated by using a very low-cost inkjet printing method. Standard printers are em-

ployed with silver-based inks. The fabrication procedure, the challenges arise during

low-cost inkjet printing, and sensitivity analysis to test fabrication errors are presented

in this section.

3.3.1 Very Low-Cost Inkjet Fabrication

Figure 3.45 depicts the cycle of the low-cost inkjet-printing procedure, including the

validation of measurement and simulation results. After numerical results satisfy the

design criteria, the major steps of the low-cost inkjet printing procedure can be listed

as follows.

• First, the black copies of the SRR layers are created by using Siemens NX

software. It is crucial that the geometries are represented only by black color to

have uniform prints.

• The produced copies are printed via Epson Stylus C88+ printer using Nova-

centrix JS-B25P ink (including 25% silver) on Canon GP-501 Glossy papers

by selecting "best-photo option" and "photo-enhance property" for improved

resolution. Conductivity issues arise for lower silver concentrations, as well

as for higher silver concentrations that lead to reduced absorbance. We note

that lower absorbance rates are also obtained for other photograph paper types.

Therefore, both ink and paper types are critical in order to produce high-quality

inkjet prints.

• Heat curing is applied to improve the conductivity of the printed samples by us-

ing standard ovens at 150◦–170◦C for 90 minutes. Higher temperature values

result in cracks in the printed samples, whereas poor conductivity is obtained

when using lower temperatures. Therefore, the curing process is optimized in

terms of both duration and temperature values. After successful curing, hun-

dreds of kΩ of DC resistance values can be reduced to several ohms for the

outer ring of a typical SRR. The dramatical drop in the resistance value is a

good demonstration of the improved conductivity.
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Figure 3.46: SRR samples with different outer ring sizes (R: outer radius) fabricated

via low-cost inkjet printing.

• Finally, a three-dimensional structure is constructed by stacking the printed

layers with the help of foams.

3.3.2 Inkjet Printing Challenges

Although the low-cost inkjet printing procedure has major advantages, particularly in

terms of cost, standard inkjet printers have relatively poor performance in terms of

quality compared to the printers that are specifically designed for material printing.

Accordingly, the proposed and used low-cost printing method inevitably brings some

challenges as follows.

• Curing effect that is optimized for 90 minutes at 150◦–170◦C cannot be omitted

or performed in a different way other than its optimized course. In fact, curing

is essential to make silver nanoparticles strongly connect to each other. Hence,

it is a crucial part that requires careful attention of the fabrication process.

• Printing inconsistencies between different samples may deteriorate the response

of the overall structure. This may occur particularly for SRR arrays, which op-

erate best when the SRRs are perfectly identical.

• In general, printing defects may significantly affect the performance of the

printed samples, particularly if the details of the structure becomes comparable
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to the printing resolution. As an example, some printing defects that become

observable when dealing with smaller SRRs are shown in Figure 3.46. The

SRR sample with an outer radius of 2 mm reveals visible defects, which even

change the geometry itself. We note that minimum resolution that can be ob-

tained with the used printer is 0.1 mm.

• Large and coarse designs are also difficult to produce with inkjet printing since

printing uniformity may not be ensured throughout the printing area. However,

detailed and complicated designs do not introduce any extra difficulty, unlike

large and coarse designs, provided that resolution issues are avoided.

• When printing starts with a new printer, it can be used with the maximum per-

formance for less than a month since clogging blocks the printheads. In order to

slow down the clogging problem, a cleaner solution can be used to print many

dummy samples until clean samples (without any ink residual) are obtained.

3.3.3 Sensitivity Analysis

As a major drawback of the low-cost inkjet printing besides its challenges, fabrica-

tion errors are inevitable. Three different types of fabrication errors, namely, inclined

layers, shifted layers, and deformed SRRs are particularly investigated. Random in-

clinations of layers that typically occur in the process of stacking layers via foams

are considered with a maximum of 2◦ inclination. Similarly, shift of layers with a

maximum of ±2 mm deviations from the desired (13 mm) layer periodicity is ex-

amined. Considering the resolution issues of the low-cost inkjet printing, deformed

SRRs with random geometric deformations are also inspected. Figure 3.47 depicts

the near-zone power density distributions for the regular (ideal) SRR array, as well as

the cases with three different fabrication errors at 7.8 GHz (significant variations are

observed only at 7.8 GHz in the entire frequency range) on x-y and y-z planes when

the structures are in vacuum. The effects of shifted layers and deformed SRRs are

clearly visible, whereas inclinations of layers almost have no effect on the response

of the structure. Since the resonance behavior of the SRRs strongly depends on the

shape and geometric parameters, it is indeed expected to observe the distinct impact

of fabrication errors via deformed SRRs, while the results show that these effects do

not significantly change the basic operation of the constructed structures.
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Figure 3.48: Photograph of a fabricated SRR array. The design is shown in Figure

3.8.

Figure 3.49: Simulation and measurement results for the power transmission values

of the SRR array in Figure 3.48.
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Figure 3.50: Photographs of a fabricated SRR array. The design is shown in Figure

3.3.

Figure 3.51: Simulation and measurement results for the power transmission values

of the SRR array in Figure 3.50.
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Figure 3.52: Photographs of a fabricated triple-band metamaterial. The design is

shown in Figure 3.31.

Figure 3.53: Simulation and measurement results for the power transmission values

of the triple-band metamaterial in Figure 3.52.
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Figure 3.54: Photographs of a fabricated quad-band metamaterial. The design is

shown in Figure 3.34.

Figure 3.55: Simulation and measurement results for the power transmission values

of the quad-band metamaterial in Figure 3.54.
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Figure 3.56: Photographs of a fabricated composite metamaterial. The design is

shown in Figure 3.37.

Figure 3.57: Simulation and measurement results for the power transmission values

of the composite metamaterial in Figure 3.56.
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3.4 Measurement Results

Measurements are carried out either in an anechoic chamber or by using a vector

network analyzer and two standard horn antennas. The metamaterials are placed be-

tween the horn antennas in both methods and free-space measurements without meta-

materials are used for the normalization of transmission. The relative permittivity of

the paper in the frequency range is approximately 3.5 and the Maxwell-Garnett ap-

proximation is employed with 50% fill rate to include dielectric effects of the paper

(effective permittivity of 1.875) in all simulations.

3.4.1 Single-Band SRR Results

Figure 3.49 presents the power transmission values obtained with simulations and

anechoic-chamber measurements for the fabricated SRR array shown in Figure 3.48

(see Figure 3.8 for the design). Similarly, Figure 3.51 presents the power transmis-

sion values obtained with simulations and anechoic-chamber measurements for the

fabricated SRR array shown in Figure 3.50 (see Figure 3.3 for the design). Strong

resonances with the transmission values less than −30 dB at 6 GHz and 7.25 GHz

are obtained with the fabricated SRR arrays in Figures 3.48 and 3.50, respectively.

In addition, a very good agreement between the measured and simulated results is

obtained. Figures 3.49 and 3.51 also demonstrate the tolerance of the SRR arrays

to fabrication errors. We note that the flexibility of the printed samples is further

demonstrated in Figure 3.50.

3.4.2 Multiband SRR Results

Figure 3.53 presents the power transmission values obtained with simulations and

vector-network-analyzer measurements for the fabricated triple-band metamaterial

shown in Figure 3.52 (see Figure 3.34 for the design). Similarly, Figure 3.55 presents

the power transmission values obtained with simulations and vector-network-analyzer

measurements for the fabricated quad-band metamaterial shown in Figure 3.54 (see

Figure 3.34 for the design). Triple-band and quad-band characteristics are clearly

obtained in the measurements, as shown in Figures 3.53 and 3.55, respectively. The
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discrepencies in the inter-frequency transparency properties seem to be related to ex-

cessive metallic losses in the fabricated samples.

3.4.3 Composite Metamaterial Results

Finally, in Figure 3.57, power transmission values obtained via two sets of measure-

ments by using vector network analyzer (VNA) and anechoic chamber (AC) for the

fabricated composite structure given in Figure 3.56 (see Figure 3.37 for the design)

are shown. Frequency-dependent transparency is achieved by using the fabricated

composite metamaterial. The measurement and simulation results have good agree-

ment in the transmission part, while variations are observed at frequencies for opaque

characteristics due to measurement errors. It is remarkable that the results in Fig-

ure 3.57 represent an important demonstrations of double negativity at microwave

frequencies.

3.5 Concluding Remarks

In this chapter, we consider design, simulation, and fabrication of inkjet-printed meta-

materials involving SRRs and thin wires. When SRRs resonate, they induce negative

permeability in their surrounding media, leading to intense attenuation of electromag-

netic waves as observed from the near-zone field and power density distributions. In

addition to well-known SRR arrays that exhibit single-band characteristics, we con-

sider novel multiband structures involving SRRs of different sizes. For these struc-

tures, in order to maintain the compactness of the designs, non-identical SRR arrays

cannot be separated too much from each other; however, to avoid disastrous effects

of strong couplings between them, they should be carefully positioned that can be

achieved in the developed rigorous simulation environment. To further improve the

performances of multiband metamaterials, we use careful arrangements of duplicate

arrays at the cost of reduced compactness. After numerical results satisfy the design

criteria, the low-cost inkjet printing procedure is followed to fabricate the metamate-

rial structures. It is evident in the simulation and measurement results that single-band

and multiband operations for single-negativity characteristics, as well as single-band

operation for double-negativity characteristics are achieved with the developed de-
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signs. Since the resonance behaviors of SRRs strongly depend on the shape and

geometric parameters, it is expected to observe the impact of fabrication errors when

using inkjet printing, while the results show that these effects do not significantly

change the basic operations of the constructed structures. In the context of simula-

tions, it is also demonstrated that homogenizations of metamaterials can be extremely

useful to simplify complex structures and employ simplified models in the analysis

of larger systems.
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CHAPTER 4

SIMULATIONS OF METALLIC NANOPARTICLES AT TERAHERTZ

FREQUENCIES

In this short chapter, we discuss numerical simulations of metallic nanoparticles at

lower THz frequencies. Comparisons of PEC and penetrable models, as well as the

accuracy and efficiency of penetrable formulations, are presented.

4.1 Nanoscale Metals at Terahertz Frequencies

Among different kinds of metals, Ag, Au, and Cu are mostly used to build nanos-

tructures. At the higher frequencies of the electromagnetic spectrum, the relative

permittivities of these metals can be defined as

εr = −εRr + iεIr, (4.1)

considering them as penetrable materials. Figure 4.1 depicts the relative complex per-

mittivity of silver (Ag) with respect to frequency using Drude model (D model) [81],

Lorentz-Drude model (LD model) [82], as well as measurement results from a mile-

stone paper [83]. As one would expect, the sharp decrease in the real part of the

relative permittivity at low frequencies is clearly observed. In fact, the relative per-

mittivity of Ag reaches extreme values, such as εr = (−0.3 + i3.4) × 105 and

εr = (−1.7 + i2.0) × 104 at 1 THz and 10 THz, respectively, according to the LD

model. Although metals at such frequencies are treated as PEC objects in general,

they should be formulated via penetrable modeling for small-scale structures.

Investigating the exponential part of the homogeneous-space Green’s function, which

is the kernel function of SIE formulations, provides the key information on the behav-

ior of metals at these frequencies for problems involving extreme permittivity values.
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Figure 4.1: Relative complex permittivity of silver (Ag) with respect to frequency.

Specifically, we have

exp (ikR) = exp (iω
√
εrµoεoR) = exp (iko

√
−εRr + iεIrR), (4.2)

where R is the interaction distance. Then, the good balance between the permittivity

values and frequency can be written as

−ko Im
{√
−εRr + iεIr

}
= −ω√µoεo Im

{√
−εRr + iεIr

}
≈ c. (4.3)

For example, at 1 THz for a 100 nm object and at 10 THz for a 10 nm object, the

exponential decays (1 − exp(cR)) between two sides of the objects are calculated

as approximately 59% and 26.5%, respectively, using the LD model. Hence, despite

the quick decay of the Green’s function, fields significantly penetrate into metallic

objects in this scale. For small-scale objects at few THz frequencies, the unfulfilled

localization of the Green’s function on surfaces obviously needs penetrable modeling.

4.2 Simulation Method

For accurate and reliable analysis of metallic objects at THz frequencies, the pene-

trable formulation should be able to operate in a stable manner within a wide range

of negative real permittivity values. MCTF, which is given in Chapter 2, is particu-

larly employed for this purpose since it is proven to be suitable for plasmonic struc-

tures [10]. MCTF converges into EFIE for increasingly negative real permittivity
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Figure 4.2: Near-zone field intensity and power density distributions for the scattering

problems involving PEC and Ag spheres of diameter 1 µm at 1 THz obtained with

different mesh sizes.

values; hence, transition from penetrable model to PEC model can smoothly occur.

For comparisons of penetrable and impenetrable models, EFIE (derived in Chapter

2) is employed for PEC model solutions, while JMCFIE and PMCHWT formulations

(derived in Chapter 2), as well as MCTF are employed on penetrable models.

4.3 Numerical Results

As numerical examples, different-sized spherical particles and different-sized thin

slabs that are illuminated via plane waves at different frequencies are investigated

[84]. MOM and GMRES iterative solver with a residual error limit of 10−4 are used

for the solutions of all scattering problems. Figure 4.2 presents near-zone field in-

tensity and power density distributions for PEC and Ag spheres of diameter 1 µm

at 1 THz. Mesh sizes of 100 nm, 50 nm, and 30 nm are considered to demonstrate

the accuracy of solutions by inspecting similarity and convergence of the results as

the discretization is refined. Near-zone electric field intensity (first row), magnetic

field intensity (second row), and power density (third row) distributions are shown on

E-plane cross sections in Figure 4.2. The electric field intensity and power density
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Figure 4.3: Near-zone electric field intensity distributions for scattering problems

involving PEC and Ag spheres of diameter 1 µm at different frequencies.

Figure 4.4: Near-zone magnetic field intensity distributions for scattering problems

involving PEC and Ag spheres of diameter 1 µm at different frequencies.

distributions for penetrable and PEC models appear to be similar. On the other hand,

it is observed that the magnetic field intensity distributions are extremely different

for penetrable and PEC models, verifying the necessity of penetrable modeling. We
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Figure 4.5: Near-zone power density distributions for scattering problems involving

PEC and Ag spheres of diameter 1 µm at different frequencies.

Figure 4.6: Far-zone electric field intensity with respect to bistatic angle for scattering

problems involving PEC and Ag spheres of diameter 1 µm at different frequencies.
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Figure 4.7: Near-zone electric field intensity distributions for scattering problems

involving PEC and Ag spheres of different sizes at 50 THz.

Figure 4.8: Near-zone magnetic field intensity distributions for scattering problems

involving PEC and Ag spheres of different sizes at 50 THz.
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Figure 4.9: Near-zone power density distributions for scattering problems involving

PEC and Ag spheres of different sizes at 50 THz.

note that similar power density distributions obtained for PEC and penetrable mod-

els are due to vanishingly small electric field intensity values inside the Ag sphere.

Figures 4.3–4.5 show near-zone electric field intensity distributions for PEC and Ag

spheres of diameter 1 µm from 300 THz to 1 THz obtained with EFIE for PEC model,

as well as with PMCHWT, JMCFIE, and MCTF for penetrable model. The relative

permittivity values at 300 THz and 1 THz are (−41 + 2.8i) and (−0.3 + 3.4i)× 105,

respectively. Using the penetrable model, the electric field intensity inside the sphere

approaches zero (becoming consistent with the PEC model) as the frequency de-

creases, whereas it is clearly nonzero at the higher frequencies. In addition, inac-

curacy issues of the JMCFIE formulation should be noted. In Figure 4.4, completely

different magnetic field intensity distributions are observed for PEC and Ag spheres

at all frequencies. Specifically, at 1 THz, a distinct nonzero magnetic field intensity

distribution inside the Ag sphere, as well as the low-frequency breakdown of EFIE

are observed. Figure 4.5 reveals again the need for penetrable modeling and the inac-

curacy of JMCFIE. The far-zone electric field intensity values with respect to bistatic

angle on the E-plane shown in Figure 4.6 clearly indicate the necessity of penetrable
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Figure 4.10: Far-zone electric field intensity with respect to bistatic angle on the E-

plane for scattering problems involving PEC and Ag spheres of different sizes at 50

THz.

modeling even for far-zone scattering computations. Comparisons with Mie series so-

lutions for both PEC and penetrable models demonstrate the good accuracy of MCTF

and inaccuracy of JMCFIE.

Figures 4.7–4.9 present near-zone electric field intensity distributions for PEC and

Ag spheres of different sizes from 1 µm to 0.0625 µm at 50 THz obtained with EFIE

for PEC and PMCHWT, JMCFIE, and MCTF for penetrable models. The relative per-

mittivity value at 50 THz is (−1500+360i). The mesh size is changed from 50 nm to

3.25 nm, in accordance with the sphere size from 1 µm to 0.0625 µm. The inaccuracy

of JMCFIE is immediately observed in the electric field intensity distributions shown

in Figure 4.7. In Figure 4.8, a significant penetration of the magnetic field inten-

sity into the spheres is observed especially for small diameter values. Consequently,
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Figure 4.11: Iterative solutions of scattering problems involving PEC and Ag spheres

of different sizes at 50 THz.

the power density distributions presented in Figure 4.9 show significant differences

between the PEC and penetrable models, strongly proving the necessity of penetra-

ble modeling. Figure 4.10 depicts the bistatic far-zone electric field intensity values

for the same scattering problems. The difference between the electromagnetic re-

sponses of the PEC and penetrable models is significant when the diameter becomes

small. Iterative convergence histories shown in Figure 4.11 reveal that MCTF gener-

ally converges faster than PMCHWT, while it also leads to accurate results as shown

in Figures 4.7–4.10. We note that the JMCFIE formulation leads to the fastest iter-

ative convergences among penetrable formulations; however, it suffers from severe

inaccuracy issues.

Finally, very thin slabs, which are illuminated via plane waves with normal inci-

dences on the large surfaces of the slabs, are investigated as another set of numerical

examples. Thin PEC and Ag slabs (with 1 µm × 1 µm base size) of 50 nm and 25

nm thicknesses are considered and the magnetic field intensity is computed on the

E-plane (cross-section plane) with EFIE using PEC and PMCHWT, JMCFIE, and

MCTF using penetrable models from 300 THz to 1 THz. As shown in Figure 4.12,
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PEC modeling provides extremely misleading analysis of this kind of thin structures,

even at the higher THz frequencies.

4.4 Concluding Remarks

Although metals at lower THz frequencies are treated as PEC objects in general, they

should be formulated via penetrable modeling for small-scale structures. For accurate

and reliable analysis of metallic objects at THz frequencies, the penetrable formula-

tion should be able to operate in a stable manner within a wide range of negative

real permittivity values. Using a penetrable model, the electric field intensity inside a

small particle approaches zero (becoming consistent with the PEC model) as the fre-

quency decreases, whereas it is clearly nonzero at the higher frequencies. We observe

completely different magnetic field intensity distributions for PEC and Ag particles at

all frequencies. The difference between the electromagnetic responses of the PEC and

penetrable models of a small particle is also significant in the far-zone electric field

intensity plots. Hence, the near-zone field and density distributions, as well as the far-

zone plots demonstrate the necessity of penetrable modeling. Considering penetra-

ble modeling, iterative convergence histories reveal that MCTF generally converges

faster than PMCHWT, while both formulations lead to accurate result. We note that

the JMCFIE formulation leads to the fastest iterative convergences among penetrable

formulations; however, it suffers from severe inaccuracy issues. Finally, we show that

PEC modeling may provide extremely misleading analysis of thin structures, even at

the higher THz frequencies.
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CHAPTER 5

CONCLUSION

In this study, design, computational analysis, and realization of metamaterial struc-

tures with various exotic properties, i.e., imaginary index, negative index, ZI, and

NZI, are presented.

For efficient and accurate iterative solutions of electromagnetic problems involving

ZI and NZI materials, new SIE formulations are needed. As permittivity and/or

permeability approach zero, conventional formulations suffer from inefficiency (ill-

conditioning) and/or inaccuracy. These issues are directly related to the well-known

low-frequency breakdowns associated with inner problems, as well as numerical im-

balance between inner and outer problems (operators). We show that, by correctly

balancing integral-equation and operator combinations, it is possible to obtain robust

formulations that provide both efficient and accurate iterative solutions with the con-

ventional discretization schemes.

In addition to robust formulations, AD-MLFMA is used for efficient simulations of

large-scale structures involving NZI objects. Without any restriction on the size of

interaction boxes, the same tree structure is used for electromagnetic interactions in

the host media and inside NZI bodies, as well as in ordinary materials. Depending

on its dimensions, a portion of the master tree structure can be used effectively for

computing far-zone interactions related to an NZI object. Once the expansion coeffi-

cients for electric/magnetic currents are obtained, they are used to generate near-zone

electromagnetic fields, as usual.
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We present various examples, in which NZI materials are used to improve the perfor-

mances of electromagnetic devices. We observe excellent stability in iteration counts,

particularly considering solutions when both relative permittivity and relative perme-

ability are smaller than unity, using the developed implementation based on the new

mixed formulation and AD-MLFMA for NZI materials. On the contrary, using the

developed implementation based on JMCFIE and AD-MLFMA for NZI materials, we

observe that the iterative convergence deteriorates significantly when the permittivi-

ty/permeability decrease. Plots for inner/outer problems for the scattering problems

involving spherical particles and various lens structures confirm the accuracy, while

consistency of the results obtained with JMCFIE and the new mixed formulation is re-

markable. Nevertheless, the number of iterations for JMCFIE can be more than three

times of the one for the mixed formulation. Numerical simulations of structures in-

volving NZI materials provide physical information on these interesting objects. For

the lens problems, MNZ and ENZ cases are strongly affected by reflections, while no

reflection is observed when NZI is achieved by using equal permittivity and perme-

ability values. Computational simulations of three-dimensional composite structures

involving NZI materials together with ordinary bodies, such as waveguides are exten-

sively investigated. Using a broadband implementation based on SIEs and MLFMA,

accurate and efficient solutions can be obtained, without resorting to volume-based

solvers.

Realization of single-band and multiband metamaterials that are fabricated via low-

cost inkjet printing is presented. As an alternative to more sophisticated printing

methods, by designing and constructing a low-cost setup based on commercial print-

ers loaded with silver-based inks, it is possible to fabricate three-dimensional meta-

material structures, despite the challenges in the fabrication procedures. We show

the feasibility of low-cost fabrications by designing and testing single-band metama-

terial blocks of SRRs, as well as SRRs and thin wires (demonstrating an interesting

phenomenon of negative refractive index) resonating at the C-band and the lower fre-

quencies of the X-band. As a natural drawback of the low-cost printing, the SRRs

that are produced are not perfectly identical and the bandwidth of the resonance is

slightly narrower than expected for low transmission values. As also presented in this

study, it is possible to design high-quality multiband metamaterials with three and
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more resonances by arranging SRRs in three-dimensional grids. On the other hand,

in order to obtain good resonance characteristics, i.e., low transparency at resonance

frequencies and high transparency between resonances, geometric parameters must

be selected carefully. Accurate simulations demonstrate favorable properties of the

designed multiband metamaterials, some of which are also fabricated and tested in a

measurement setup. While the measured results are very promising, further improve-

ments in fabrications are needed to demonstrate the excellent transmission properties

of the designs, to be presented in future works. The results demonstrate promising

properties of the low-cost metamaterials that can be used in massive amounts for al-

ternative applications, such as frequency-selective microwave shielding.

Computational homogenization of finite three-dimensional metamaterials by optimiz-

ing the electromagnetic parameters of enclosing boxes is also presented. Electro-

magnetic problems involving homogeneous objects required for optimization trials

are solved accurately via MLFMA. Optimization results for SRR arrays demonstrate

promising similarities in the responses of realistic arrays and the corresponding ho-

mogeneous models. The proposed approach is also applicable for the homogenization

of other metamaterials, as well as those based on measurement results.

Solutions of electromagnetic problems involving metallic nanostructures at THz fre-

quencies are considered. It is shown that the decay of electromagnetic fields inside

a metallic nanoparticle at such frequencies may not be sufficient to use a perfectly

conducting model. This occurs especially for the conventional metals (e.g., Ag, Au,

and Cu) at the lower THz frequencies, where large permittivity values with negative

real parts become in balance with the frequency. Based on the observations in this

twilight region, penetrable models seem to be reliable options for formulations, not

only in contrast to PEC models but also in comparison to quasi-static limits that may

not be accurate particularly when nanoparticles are combined as large-scale meta-

structures. As usual, only correct combinations of integro-differential operators can

lead to stable solutions, which can be achieved by using the developed formulations

that provide accurate results for wide ranges of permittivity values.
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