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ABSTRACT

AN EFFICIENT BEAM AND CHANNEL ACQUISITION VIA SPARSITY
MAP AND JOINT ANGLE-DELAY POWER PROFILE ESTIMATION FOR

WIDEBAND MASSIVE MIMO SYSTEMS

Kalaycı, Ali Osman

M.S., Department of Electrical and Electronics Engineering

Supervisor: Assist. Prof. Dr. Gökhan Muzaffer Güvensen

September 2019, 114 pages

In this thesis, an efficient beam and instantaneous channel acquisition scheme to-

gether with joint angle-delay power profile (JADPP), scatter map, construction are

proposed for single-carrier (SC) mm-wave wideband sparse massive multiple-input

multiple-output (MIMO) channels when hybrid beamforming architecture is utilized.

We consider two different modes of operation, namely slow-time beam acquisition

and fast-time instantaneous channel estimation, in training stage of time division du-

plex (TDD) based systems. In the first mode, where pre-structured hybrid beams

are formed to scan intended angular sectors, the joint angle-delay sparsity map to-

gether with power intensities of each user channels are obtained by using a novel

two-stage constant false alarm rate (CFAR) thresholding algorithm inspired from

adaptive radar detection theory. The proposed thresholding algorithm employs a

spatio-temporal adaptive matched filter (AMF) type estimator, taking the strong in-

terference due to simultaneously active multipath components (MPCs) of different

user channels into account, in order to estimate JADPP of each user. After apply-

ing the proposed thresholding algorithm on the estimated power profile, the angle-
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delay sparsity map of the massive MIMO channel is constructed, based on which the

channel covariance matrices (CCMs) are formed with significantly reduced amount

of training snapshots. Then, by using the estimated CCMs, the analog beamformer

is reconstructed by means of a virtual sectorization (user-grouping via second-order

channel statistics) while taking the inter-group and inter-symbol interference (ISI)

into account. Finally, for the second mode of the training stage, two novel reduced-

rank instantaneous channel estimators, operating in a proper beamspace formed by

the hybrid structure, are proposed. The proposed techniques attains the channel esti-

mation accuracy of minimum mean square error (MMSE) filter with true knowledge

of CCMs while reducing the training overhead considerably (compared to the con-

ventional least-square (LS) type estimators).

Keywords: Massive MIMO, multipath channel, single-carrier, wideband channel,

millimeter wave, angle-delay channel sparsity, CFAR thresholding, adaptive matched

filter, user-grouping, hybrid beamforming, channel estimation, reduced rank MMSE

estimator, beamspace aware estimator, least square estimator
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ÖZ

GENİŞ BANTLI MASİF MIMO SİSTEMLER İÇİN SEYREKLİK HARİTASI
VE UZAY-ZAMAN GÜÇ PROFİLİ KESTİRİMİNE DAYALI ETKİLİ

HÜZME VE KANAL ÖĞRENME ALGORİTMALARI

Kalaycı, Ali Osman

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi: Dr. Öğr. Üyesi. Gökhan Muzaffer Güvensen

Eylül 2019 , 114 sayfa

Bu tez çalışmasında, hibrit hüzme oluşturma mimarisi altında tek-taşıyıcılı (SC) ve

geniş bantlı milimetrik dalga masif çok-girdili çok-çıktılı (MIMO) seyrek kanallar

için ortak uzay-zaman güç profili (JADPP), dağılım haritası, oluşturulması ile birlikte

etkili hüzme ve anlık kanal edinim teknikleri önerilmiştir. Zaman bölmeli çoklama

(TDD) tabanlı masif MIMO sistemler için yavaş-zamanlı hüzme edinimi ve hızlı-

zamanlı anlık kanal kestirimi adı altında iki operasyon modundan oluşan bir eğitim

aşaması üzerinde durulmuştur. İlgilenilen açısal sektörleri taramak için önceden oluş-

turulmuş hibrit hüzmelerin kullanıldığu ilk modda, adaptif radar tespit teorisinden il-

ham alarak yeni bir iki-aşamalı sabit yanlış alarm oranlı (CFAR) eşikleme algoritması

önerilmiş ve bu algoritma kullanılarak her bir kullanıcı kanalının güç yoğunlukları ile

birlikte ortak uzay-zaman seyreklik haritası elde edilmiştir. Önerilen eşikleme algo-

ritması, aynı anda aktif olan farklı kullanıcılara ait çok-yollu bileşenlerden (MPCs)

kaynaklı güçlü girişimleri dikkate alarak güç profili kestirebilen uzay-zamansal adap-

tif uyumlu bir süzgeç (AMF) kullanmaktadır. Önerilen eşikleme algoritması sonrası

vii



elde edilen çok-kullanıcılı kanala ait seyreklik haritası baz alınarak önemli miktarda

azaltılmış eğitim verisi ile birlikte kanal kovaryans matrisleri (CCM) oluşturulmuştur.

Daha sonra, kullanıcılar ve semboller arası girişim (ISI) dikkate alınarak ve oluştu-

rulan kanal kovaryans matrisleri kullanılarak sanal sektörleştirme (ikinci derece ka-

nal istatistiklerine dayalı kullanıcı gruplama) ile birlikte analog hüzmeleyici yeniden

inşa edilmiştir. Son olarak, eğitim aşamasının ikinci modu için, hibrit yapı tarafın-

dan oluşturulmuş uygun bir hüzme uzayında çalışan iki yeni azaltılmış ranklı anlık

kanal kestiricisi önerilmiştir. Önerilen teknikler eğitim yükünü dikkate değer mik-

tarda azaltırken (geleneksel en küçük kareler (LS) tabanlı kestiricilere oranla), gerçek

CCM bilgisine sahip minimum ortalama karesel hata (MMSE) filtresinin kanal kesti-

rim doğruluğuna erişmektedir.

Anahtar Kelimeler: Masif MIMO, çok-yollu kanal, tek taşıyıcı, geniş bant kanal, mi-

limetrik dalga, uzay-zaman kanal seyrekliği, CFAR eşikleme, adaptif uyumlu süzgeç,

kullanıcı gruplama, hibrit hüzmeleyici, kanal kestirimi, azaltılmış ranklı MMSE kes-

tirici, hüzme uzayı farkındalı kestirici, en küçük kareler kestirici
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Multi-user massive multiple-input multiple-output (MIMO) cellular systems, where

a base station (BS) is equipped with hundreds or even thousands of antennas [1] to

simultaneously serve single-antenna user equipments (UEs) is one of the key tech-

nologies for next-generation cellular systems such as the upcoming fifth generation

(5G) wireless standard [2], [3]. Massive MIMO systems has been widely investigated

because it provides large gains in spectral and energy efficiency, high spatial resolu-

tion, and simple transceiver design [1], [3], [4]. Massive MIMO systems, operating

at mm-wave frequency band with large bandwidths [5], [6], are going to be able to

meet the throughput necessities for future standards [2].

To embrace aforementioned gains, instantaneous channel state information (CSI) is

requisite for multi-user precoding at downlink or multi-user decoding at uplink in a

massive MIMO system. However, the CSI acquisition is recognized as a very chal-

lenging task for massive MIMO systems, due to the high dimensionality of chan-

nel matrices, uplink pilot contamination, downlink training overhead, computational

complexity and so on [1]. Hence, the acqusition of CSI in massive MIMO transmis-

sion has attracted many researchers in this field. Various channel estimation algo-

rithms are proposed, from which channel covariance matrix (CCM) based channel

estimation methods offer additional statistical knowledge about the channel variants

and therefore achieve much better channel estimation accuracy when compared to the

compressive sensing approaches which try to recover CSI from fewer sub-Nyquist

sampling points [7], [8] or the angle-space methods which exploit the intrinsic an-
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gle parameters [9], [10]. Moreover, space-time preprocessing at BS, like hybrid

beamforming [11], can benefit from the knowledge of CCMs as well. To benefit

from CCMs, however, they must be estimated first. There are different approaches

to obtain CCMs such as using temporal averaging of received signal snapshots in

full dimension [12], [13], employing compressive sensing algorithms [14], [15], and

applying approximate maximum likelihood (AML) technique formulated as a semi-

definite program in low dimensional subspace [16]. In [17], CCMs are constructed by

exploiting power angular spectrum and angle parameters of channels by neglecting

angular spreads (AS), though, it is shown by [18] that there exist non-negligible angu-

lar spreads along the dominant propagation directions in practical mm-wave channel.

Also, the authors in [17] take only the angular sparsity of the wideband channel into

account while overlooking the joint angle-delay sparsity of the mm-wave channels as

did by the many researchers in this field so far. In contrast, next generation wireless

systems will inevitably be broadband due to the much higher throughput requirements

thus leading wideband massive MIMO channel to be sparse both in angle and time

(delay) domain.

Most of the existing researches for massive MIMO systems adopt flat-fading channel

models assuming that OFDM will be used for wideband frequency-selective chan-

nels since OFDM decomposes the wideband channel into a set of narrow-band flat

fading sub-channels [19]. However, due to the drawbacks of OFDM signals (e.g.,

high peak-to-average-power ratio (PAPR)), the use of single-carrier (SC) in massive

MIMO systems is studied in the literature, and its optimality was demonstrated in

[20]. Especially, for mm-wave channels exhibiting sparsity both in angle and delay

domain, the mitigation of ISI via reduced complexity beamspace processing rather

than temporal processing motivates the use of SC in spatially correlated wideband

massive MIMO channels [21], [22], [23]. Furthermore, SC receivers necessitates

no equalization in mm-wave band unlike OFDM receivers which requires FFT pro-

cessing for equalization. Time division duplex (TDD) and frequency division duplex

(FDD) modes are also extensively studied in the literature [24], [25]. In FDD mode,

CSI is typically obtained through explicit downlink training and uplink (limited feed-

back). However, as the number of BS antennas increases, the traditional downlink

channel estimation strategy for FDD systems becomes infeasible [19]. Therefore, al-
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ternatively, CSI at the BS can be acquired by means of uplink training in TDD mode,

where the uplink pilots provide the BS with downlink and uplink channel estimates

simultaneously thanks to the channel reciprocity [19], [26]. Although, the need of

feedback can be eliminated and pilot overhead can be reduced in TDD mode when

compared to the FDD mode, computational burden of processing large-dimensional

signals still constitutes a bottleneck for the performance of massive MIMO transmis-

sion. Therefore, some effective channel dimensionality reduction techniques, consid-

ering the long-term channel parameters (such as angles of arrivals (AoAs), temporal

delays, and average power of the arriving signals) into account, are required to benefit

from the advantages of massive MIMO architecture.

In order to reduce the effective channel dimensions, hence, to relieve computational

burden of massive MIMO system operations, two-stage beamforming concept un-

der the name of Joint Spatial Division and Multiplexing (JSDM) has been proposed

[27], [28]. In JSDM framework, users are partitioned into multiple groups where the

users in the same group have approximately same channel covariance eigenspaces.

Then, an analog beamformer, distinguishing intra-group signals while suppressing

inter-group interference, can be constructed from the long-term parameters (not from

instantaneous CSI) in order to reduce the signaling dimension. Subsequently, op-

erations like downlink multi-user precoding and uplink detection/decoding can be

carried out based on the CSI of the effective channel with significantly reduced di-

mensions after analog beamforming. Furthermore, the training dimension necessary

to learn the effective channels of each user is reduced considerably. Also, the JSDM

framework motivates the use of hybrid beamforming architectures [29], [30] instead

of using fully digital precoding/decoding in mm wave, where efficient reconfigurable

radio frequency (RF) architectures can be implemented at competitive cost, size, and

energy. In the hybrid beamforming architecture, the statistical analog beamformer

can be implemented in the analog RF domain, while the multi-user MIMO precod-

ing/decoding stage can be implemented by standard baseband processing (in digital

domain).
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1.2 Outline and Contribution of the Thesis

In this thesis, efficient algorithms are proposed to estimate the joint angle-delay spar-

sity map and power profile of SC wideband massive MIMO channel to construct

CCMs, based on which an adaptive beam and instantaneous channel acquisition is

carried out for JSDM architecture in mm-wave bands. Throughout the thesis, we

conceive two modes of operation for beam and channel acquisition, namely slow-time

beam acquisition and fast-time instantaneous channel estimation in training stage of

TDD based massive MIMO system utilizing hybrid beamforming structure. In the

first mode, initially, pre-structured hybrid search beams are utilized to scan the in-

tended angular sector of interest. Then, by using significantly reduced amount of

slow-time training data, an adaptive spatio-temporal matched filter (AMF), taking the

simultaneously active interferers into account, is designed to estimate power inten-

sities of active multipath components (MPCs) for each user channel (scatter map)

on joint angle-delay plane. Following the joint angle-delay power profile (JADPP)

estimator, a novel constant false alarm rate (CFAR) algorithm, inspired from adap-

tive radar detection theory, is applied onto the estimated JADPPs in order to extract

joint angle-delay sparsity map, showing the spatio-temporal locations (cells) where

the power of each MPC is concentrated. After obtaining the sparsity map and power

profiles, the parametric construction of CCMs for each active MPC is realized in

full dimension and reduced complexity on the contrary to compressive sensing algo-

rithms such as orthogonal matching pursuit (OMP) in [7]. Subsequently, as in the

case of JSDM framework, all active users can be partitioned into groups to be served

simultaneously via using their estimated spatial signatures/CCMs, and based on user-

grouping, an efficient reconstruction of analog beamformer is fulfilled by exploiting

the estimated CCMs and sparsity map such that the inter-group and inter-symbol in-

terference in SC transmission are mitigated. Finally, in second mode of operation,

the instantaneous CSI is acquired in reduced dimensional beamspace formed by the

proposed hybrid architecture. It is shown that the proposed CCM construction and

hybrid beamforming technique are so effective that the accuracy of minimum mean

square error (MMSE) type channel estimator with true channel covariance is attained

without necessitating the use of orthogonal pilot sequences while diminishing the

training overhead significantly.
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The contribution of this thesis is two-fold. First, for hybrid beamforming based

wideband massive MIMO systems, a novel two-stage CFAR thresholding algorithm,

which employs adaptive spatio-temporal preprocessing to suppress simultaneously

active interfering MPCs, is designed to extract the joint angle-delay sparsity map and

power profiles for each active user in SC transmission. The novelty lies behind the in-

tegration of efficient adaptive detection/estimation algorithms in radar literature with

massive MIMO hybrid beamforming in order to extract the scatter map of frequency-

selective multi-user channel where the MPCs are resolvable both in angular and tem-

poral domain. To the author’s knowledge, there is no such prior work, that obtains

the sparsity map both in angle and delay domain for SC transmission when hybrid

massive MIMO architecture is utilized. Here, with the help of proposed methodology

based on CFAR thresholding, the sparsity map and CCMs are acquired with lowered

dimensional observation after hybrid beamforming for SC transmission. The con-

struction of CCMs is completely different than the aforementioned studies in the lit-

erature. Second, based on the estimated CCMs, a novel statistical analog beamformer,

suppressing both inter-group interference and ISI, and taking the doubly sparse struc-

ture of wideband channel into account, is designed for JSDM framework. In this

thesis, a novel design methodology is proposed by inspiring from the work in [21]

where a nearly optimal Capon like beamformer for general rank signal model is con-

structed. Here, the distribution of RF chains among different MPCs, by considering

the amount of interference they are subject to, is optimized for SC transmission by us-

ing the estimated sparsity map and CCMs of all users. After reducing the dimension

via the proposed statistical beamformer, efficient beamspace aware instantaneous CSI

estimators are provided. It is shown that the proposed CCM construction and reduced

rank channel acquisition techniques necessitate considerably lowered slow and fast

time training overhead. Furthermore, the performance benchmark for doubly sparse

SC wideband massive MIMO channel is achieved via the proposed algorithms which

can be regarded as promising beam and channel acquisition techniques in this regard

for next generation wireless networks.

In Chapter 2, a discrete time received signal model for the BS and statistical models

for the MPCs in the region of interest are given. Also, an equivalent multi-ray channel

model is provided.
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In Chapter 3, an equivalent discrete time spatio-temporal domain signal model for

JADPP estimation is derived. Also, how to efficiently receive signals at BS by con-

structing proper analog and digital beamspaces in the hybrid beamforming structure

adopted is explained. Finally, two different JADPP estimation algorithms are derived

and provided.

In Chapter 4, sparsity map of each user on angle-delay plane is obtained by applying

proposed two-stage CFAR thresholding algorithm onto the JADPPs constructed in

the previous chapter. Then, the CCMs of each MPCs are constructed by means of

JADPPs and sparsity map.

In Chapter 5, the analog beamformer design is tackled for frequency-selective mas-

sive MIMO systems employing SC modulation in TDD mode where the JADPP and

sparsity map of the user channel is taken into account in general. Our goal is to

find a good subspace (spanned by the columns of matrix URF ) on which the reduced

dimensional instantaneous channel estimation can be realized as accurately as pos-

sible, so that a minimal performance compromise in the subsequent statistical signal

processing operations after beamforming is provided.

In Chapter 6, after slow-time beam acquisition mode and user grouping based on

JSDM framework, fine instantaneous channel estimates are obtained in reduced di-

mension for each user.

In Chapter 7, probability of detection (PD) curves are provided to evaluate the perfor-

mance of AMF and MF based JADPP estimators. Also, performance of the channel

estimators with respect to various parameters (e.g., signal-to-noise ratio (SNR), fast-

time training sequence length (Tfast), and number of slow-time training snapshots

(J), etc.) are demonstrated for different number of active users via normalized mean

square error (nMSE) curves.

1.3 Notations

Throughout this thesis, vectors and matrices are denoted by boldface small and capital

letters; the transpose, Hermitian and inverse of the matrix A are denoted by AT , AH

6



and A−1; [A](i,j) is the (i, j)th entry of A; the entry index of the vector and the

matrix starts from 0; Tr {A} is the trace of A; det [A] is the determinant of A; I

is the identity matrix with appropriate size; E {·} is the statistical expectation; |S|
denotes the cardinality of the set S; “\” stands for the set subtraction operation; ||a||
denotes the Euclidean norm of vector a; “→” denotes that the variable on the left

hand side of this operator goes to (approaches) the one on the right hand of side, and

δnn′ is the Kronecker-Delta function which is equal to 1 if n = n′ otherwise 0.
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CHAPTER 2

SYSTEM MODEL

2.1 Introduction

In this chapter, a discrete time received signal model for the BS and statistical models

for the MPCs in the region of interest are given. Also, an equivalent multi-ray channel

model is provided.

Throughout this thesis, we consider a multi-user massive MIMO system operating at

mm-wave frequency bands in TDD mode. We assume a SC (and linear) modulation

(e.g., phase shift keying (PSK) or quadrature amplitude modulation (QAM)) and a

transmission over frequency-selective channel, where the transmitted signal reaches

the BS through multiple propagation paths (reflections from buildings, etc.), each hav-

ing a different relative delay and amplitude, for all UEs with a slow evolution in time

relative to the signaling interval (symbol duration). In addition, block fading channel

model where the channel is locally time-invariant over a time slot but changes over

time slots is assumed consistent with the many existing cellular network standards

which implicitly assumes block fading [31].

2.2 Discrete Time Received Signal Model

It is assumed that the BS is equipped with N antennas and serves K single-antenna

users. At the beginning of every coherence interval, time duration over which the

channel impulse response is assumed to be not varying, all users transmit training

sequences with length T . Then, the baseband equivalent received signal samples,
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taken at symbol rate (W ) after pulse matched filtering, are expressed as

yn =
K∑
k=1

L−1∑
l=0

h
(k)
l x

(k)
n−l + nn (2.1)

for n = 0, . . . , T − 1, where h
(k)
l is N × 1 multipath channel vector, namely, the

array impulse response of the serving BS stemming from the lth MPC of kth user.

Here,
{
x

(k)
n ; −L+ 1 ≤ n ≤ T − 1

}
are the training symbols for the kth user, L is the

channel memory of kth user multipath channels, and frequency-selective properties of

the channel are specified in terms of quantized-normalized delays (i.e. delay indices,

l, measured in unit of the symbol rate) owing to the wideband property of the channel.

The L− 1 symbols at the start of the preamble, prior to the first observation at n = 0,

are the precursors. Training symbols are selected from a signal constellation S ∈ C

and E
{
|x(k)
n |2

}
= Es is set to 1 for all k. In (2.1), nn are the additive complex

white Gaussian noise (AWGN) vectors during uplink pilot segment with spatially

and temporarily independent and identically distributed (i.i.d.) as CN (0, N0IN), and

N0 is the noise power.

2.3 Statistical Models for MPCs

Measurement results [32], [33] have shown that there are fewer dominant scatterers

in mm-wave due to the significance of blockage and the reduced effects of diffraction

unlike UHF band environment [18]. Due to the short wavelength in mm-wave, a

transmitted signal does not reflect well with surrounding environment. As the signal

disperses due to roughness of the reflecting surface, it loses power. Therefore, the

high path loss leads fewer propagation paths to be primary, such that the number of

incoming signal path is limited [34] as demonstrated in Fig. 2.1. Due to these facts, in

the JSDM framework adopted in this thesis, local scattering model is assumed. MPCs

tend to occur in clusters on the angle-delay plane as a result of the interaction with

physical clusters of the scatterers in the real environment. Then, AS seen by the BS

becomes very narrow. This leads to the phenomenon called channel sparsity where the

channel power of the MPCs is concentrated in a finite region of angles or delays. This

sparsity can be resolved in the angle domain with the use of massive antenna arrays.

Therefore, in this study, each resolvable MPC of the users is assumed to span some

10



Figure 2.1: Angle-delay power profile of active users in massive MIMO system

particular angular sector, capturing local scattering around the corresponding UE’s

angle of arrival (AoA). In this study, we assume Rayleigh-correlated MPCs where

each user has channel h
(k)
l ∼ CN

(
0,R

(k)
l

)
. It is important to note that Rayleigh

channel model is only chosen for simulating the worst case scenario and subsequent

algorithms are applicable to any channel distribution. Then, the cross-covariance

matrix of lth MPC of kth user can be expressed in the form of

E
{

h
(k)
l

(
h

(k′)
l′

)H}
= R

(k)
l δkk′δll′ (2.2)

by using the uncorrelated local scattering model where all MPCs are assumed to be

mutually independent according to the well-known wide sense stationary uncorrelated

scattering (WSSUS) model [35], [36]; the multipath channel vectors are uncorrelated

with respect to l, and also mutually uncorrelated with that of the different users. The

average received SNR for the lth MPC of kth user can be defined as SNR(k)
l , Es

N0
β

(k)
l

11



where β(k)
l , Tr{R(k)

l }1. Then, the total received SNR of kth user is Es
N0
β(k) where

β(k) ,
∑L−1

l=0 Tr
{

R
(k)
l

}
=
∑L−1

l=0 β
(k)
l .

In mm-wave bands, an important phenomena is channel sparsity observed both in an-

gular and temporal domain. That is to say, most of the channel power is concentrated

in a finite region on angle-delay plane, corresponding to the interaction with physical

clusters of scatterers in the real world [35]. Thus the number of significant MPCs is

reduced to a much lower value than that for a microwave system, and these dominant

MPCs are seen by the BS under a very constrained angular range (AoA support).

Then, the CCM of a particular MPC is given by [27], [37]

R
(k)
l ,

∫ µ
(k)
l +

∆
(k)
l
2

µ
(k)
l −

∆
(k)
l
2

ρ
(k)
l (φ)u(φ)uH(φ)dφ (2.3)

where u(φ) ∈ CNx1 with ||u(φ)||2 = 1 is the array manifold (steering) vector whose

expression is dependent on the array geometry. In this thesis, uniform linear array

(ULA) structure is adopted and the corresponding manifold vector2 is expressed

u(φ) =
1√
N

[
1, ejπ sin(φ), . . . , ejπ(N−1) sin(φ)

]T
(2.4)

where the antenna spacing d is the half of the signal carrier wavelength λ for −π ≤
φ < π. Note that, in this study, ULA structure is used for the ease of simulations, yet

one can use uniform planar array (UPA) or more generally 3D (three-dimensional)

MIMO antenna arrays instead. In (2.3), ∆
(k)
l is the AS of lth MPC of kth user with

mean look angle µ(k)
l and ρ(k)

l (φ) is the angular power density of lth MPC of kth user

at angle φ. The angular power density ρ(k)
l (φ) is non-zero if φ ∈ S(k)

l where S(k)
l is

the angular support set of lth MPC of kth user and defined as

S
(k)
l ,

[
µ

(k)
l −

∆
(k)
l

2
, µ

(k)
l +

∆
(k)
l

2

]
. (2.5)

Based on (2.3), it is simple to note that β(k)
l can be expressed in terms of ρ(k)

l (φ) as

β
(k)
l = Tr

{
R

(k)
l

}
=

∫ π

−π
ρ

(k)
l (φ)dφ. (2.6)

1 It shows the average SNR after maximal ratio combining (MRC) when the beam is steered toward the
angular position of lth MPC of kth user. Then, 1

N
Es
N0
β

(k)
l can be seen as the average received SNR at each

antenna element before beamforming.
2 This is the typical expression for far-field narrow-band signals, while the the proposed idea can be easily

extended to the near-field or wideband cases.
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R
(k)
l in (2.2) is formed based on the small-scale fading given by the WSSUS model

adopted [35], [38], [39]. Moreover, R
(k)
l is normalized so that the large-scale fading

parameters such as path loss and shadowing are incorporated into the average received

SNR. These parameters are assumed to be locally static, and the average channel

strength can be easily learned over a long period of time. Therefore, R
(k)
l in (2.2),

varying at a much lower rate compared to the instantaneous CSI, can be estimated

with guaranteed accuracy for all intended users in practice, since there are enough

time-frequency resources to be exploited for this purpose.

As can be seen from (2.3), the CCM of a particular MPC is a function of the power in-

tensity ρ(k)
l (φ) which is non-zero only for particular values of l among {0, 1, . . . , L−

1} and for a constrained angular range of φ. These particular values on joint angle-

delay plane for which ρ(k)
l (φ) is significantly above the noise level, can be used to

construct sparsity map, a matrix composed of ones and zeros only. The non-zero en-

tries of this matrix shows the temporal locations and angular supports of active MPCs

for each user channel on joint angle-delay plane. The sparsity map together with

power intensities are slowly varying in time as the AoA of each user signal evolves

depending on the user mobility, variation rate of the scattering environment character-

istics, etc. [35], [40], [41], [42]. The rate of change of these long term parameters is

much smaller than that of the actual small-scale fading process. This fact helps us de-

sign channel estimators in hybrid architecture after effectively reducing the signaling

dimension via these slowly-varying parameters.

2.4 Equivalent Multi-Ray Channel Model for MPCs

The objective in this thesis is to determine the regions on joint angle-delay power map

where ρ(k)
l is non-zero, and thus to estimate R

(k)
l based on (2.3). In order to realize

this, the following practical model for the MPC of each user channel, namely h
(k)
l in

(2.1), is adopted

h
(k)
l ≈

√
∆

(k)
l

P

P−1∑
p=0

α
(k)
l,p u(φ

(k)
l,p ) (2.7)

where the propagation from lth MPC of kth user to BS is assumed to be composed

of P rays, and α(k)
l,p represents the complex gain of the pth ray having AoA φ

(k)
l,p ,
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µ
(k)
l + ∆

(k)
l

(
p
P
− 1

2

)
, p = 0, . . . , P − 1 [10], [17]. Since the WSSUS model is

adopted, α(k)
l,p satisfies the following equation

E
{
α

(k)
l,p

[
α

(k)
l,p′

]∗}
= ρ

(k)
l (φ

(k)
l,p )δpp′ , φ

(k)
l,p ∈ S

(k)
l . (2.8)

Based on the given model in (2.7), one can validate that the covariance of h
(k)
l asymp-

totically satisfies (2.3) after Riemann integration

R
(k)
l = E

{
h

(k)
l

(
h

(k)
l

)H}
= lim

P→∞

∆
(k)
l

P

P−1∑
p=0

E
{∣∣∣α(k)

l,p

∣∣∣2}u(φ
(k)
l,p )uH(φ

(k)
l,p )

=

∫
S

(k)
l

ρ
(k)
l (φ)u(φ)uH(φ)dφ (2.9)

where ∆
(k)
l

P
→ dφ, and φ(k)

l,p → φ as P →∞.
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CHAPTER 3

HYBRID BEAMFORMING BASED JADPP ESTIMATION FOR

WIDEBAND MASSIVE MIMO SYSTEMS

3.1 Introduction

In the previous chapter, statistical signal and MPC models for the adopted massive

MIMO system are provided. In this chapter, we derive an equivalent discrete time

spatio-temporal domain signal model to facilitate JADPP estimation. Also, we ex-

plain how to efficiently receive signals at BS by constructing proper analog and dig-

ital beamspaces in the hybrid beamforming structure adopted. Finally, two different

JADPP estimation algorithms are derived and provided.

When systems operate at mm-wave frequency bands, especially in massive MIMO

systems, equipping each antenna element with its own RF chain is impractical due to

the high implementation cost and power consumption. For this reason, a combination

of analog beamforming (operating in passband) [43] and digital beamforming (oper-

ating in baseband) [44] is one of the low-cost solutions, and this combination is called

hybrid beamforming [45], [46]. Note that, while analog beamforming has a specific

geometrical meaning in the sense of collecting (or directing) energy from (or towards)

specific angles using the array pattern of an antenna array, digital beamforming has

rather an algebraic meaning, that is, a coefficient matrix [47].

In order to estimate the CCMs and sparsity map of each users, we need to estimate

their JADPPs, i.e., ρ(k)
l (φ) in (2.3) together with their angular support S(k)

l first. Since

hybrid beamforming structure is used, limited number of RF chains (D) is utilized

(D � N ). In hybrid structure, before estimating the power profile of each MPCs,

initially, the sector of interest, in which the users are to be served, is divided into
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Figure 3.1: Beam acquisition scheme

non-overlapping sub-angular sectors (which are scanned by initial search beams con-

structed in analog domain). Then, JADPPs and sparsity map are extracted for each

user in the sector of interest. This mode of operation is called as slow-time beam

acquisition mode (or slow-time training mode) as illustrated in Fig. 3.1. In this mode,

each user equipment (UE) transmits its slow-time training sequence so that the BS

estimates the angular locations of each user MPCs in TDD mode. We define T × 1

pilot (training) sequence vector for lth MPC of kth user as follows

x
(k)
l ,

[
x

(k)
−l . . . x

(k)
T−1−l

]H
, l = 0, . . . , L− 1. (3.1)

In addition, the angular search sector of interest, Ωφ, which is defined as the ordered

set of look angles φ (to which the beam is steered towards), is taken as

Ωφ =

{
φ
∣∣∣ φ = φi ; φi = −π + i

2π

M
, i = 0, . . . ,M − 1

}
. (3.2)
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Then, the angular sub-sectors Ω
(p)
φ in Fig. 3.1 are constructed such that

P⋃
p=1

Ω
(p)
φ = Ωφ

where P is the total number of angular sub-sectors. In slow-time training mode,

where Ω
(p)
φ ’s are scanned by initial search beams (constructed by the columns of ana-

log beamformer matrix URF peculiar to each sub-sector in Fig. 3.1) separately, each

UE repeats its training sequence
{
x

(k)
n

}T−1

n=−L+1
in (2.1) at least P times so that the

power profiles of all users in Ωφ are acquired by the BS.

3.2 Discrete Time Spatio-Temporal Domain Signal Model for JADPP Estima-

tion

If the selected look angle φi ∈ Ωφ is in the support set S(k)
l , and the AS is narrow

enough (which is the case for mm-wave channels [24]), we can approximate h
(k)
l by

assuming φ(k)
l,p ≈ φi in (2.7) as

h
(k)
l ≈

√
∆

(k)
l

P

P−1∑
p=0

α
(k)
l,p u(φ

(k)
l,p ) ≈ α

(k)
l u(φi), φi ∈ Ωφ (3.3)

where α(k)
l ,

∑P−1
p=0

√
∆

(k)
l

P
α

(k)
l,p . Here, α(k)

l can be regarded as the effective com-

plex channel gain (reflection coefficient) of lth MPC for kth user at look angle φi.

Asymptotically, one can calculate the corresponding average channel power as

E
{∣∣∣α(k)

l

∣∣∣2} = lim
P→∞

E


∣∣∣∣∣∣
P−1∑
p=0

√
∆

(k)
l

P
α

(k)
l,p

∣∣∣∣∣∣
2


= lim
P→∞

P−1∑
p=0

∆
(k)
l

P
ρ

(k)
l (φ

(k)
l,p )

=

∫
S

(k)
l

ρ
(k)
l (φ)dφ

= β
(k)
l (3.4)

when P → ∞ in (2.7), and it can be noted that if uniform power distribution is

assumed, then β(k)
l = ρ

(k)
l ∆

(k)
l . During the slow-time training phase, if the BS intends

to estimate the effective channel gain of the lth MPC for the kth user at look angle

φi, namely α(k)
l , it is useful to construct the following discrete time equivalent signal
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model in spatio-temporal domain by using (2.1), (3.1), and (3.3):

Y ,
[

y0 y1 · · · yT−1

]
N×T

= h
(k)
l

(
x

(k)
l

)H
+ N

(k)
l

, α
(k)
l (φi)u(φi)

(
x

(k)
l

)H
+ N

(k)
l (3.5)

where N
(k)
l , total interfering component to lth MPC of the kth user, is given as

N
(k)
l ,

L−1∑
l′=0,l′ 6=l

h
(k)
l′

(
x

(k)
l′

)H
+

K∑
k′=1,k′ 6=k

L∑
l′=0

h
(k′)
l′

(
x

(k′)
l′

)H
+
[

n0 · · · nT−1

]
.

(3.6)

Note that in (3.6), N
(k)
l is composed of self interference signal stemming from the

MPCs of kth user other than the lth MPC, inter-user interference signal and AWGN.

Based on (3.5), E
{∣∣∣α(k)

l

∣∣∣2} is to be estimated at preassumed spatio-temporal locations

{φi, l} on joint angle-delay map for all active users. That is to say, average power of

the MPCs, which are likely to exist, at each angular and temporal delay locations (for

l = 0, . . . , L− 1 and ∀φi ∈ Ωφ) is to be estimated for all active users.

3.3 Initial Beam Acquisition Mode

In hybrid beamforming architecture adopted, the initial analog beamformer matrix,

URF , is constructed to illuminate the intended sub-sector of interest Ω
(p)
φ where φi ∈

Ω
(p)
φ as shown in Fig. 3.11. In order to maximize the coverage of the intended sector,

the columns of URF (where UH
RFURF = ID) can be obtained as the most dominant

D (number of RF chains) eigenvectors of the following matrix

R(sector−p) ,
∫
φ∈Ω

(p)
φ

u(φ)uH(φ)dφ. (3.7)

Here, R(sector−p) can be regarded as the spatial autocorrelation matrix of user chan-

nels in sector p, and the analog beamforming via URF in this mode is nothing but

the Karhunen-Loeve Transform (KLT) in angular domain [44]. Assuming that each

user in sector-p having a mean AoA uniformly distributed over the sector of interest,

R(sector−p) can also be considered as the initial CCM estimate of each user MPCs in

sector-p. Similarly, intra-sector digital fine search beams for the look angle φi ∈ Ω
(p)
φ

1 The initial analog beamformer URF used to estimate power profile in slow-time training mode needs to
satisfy u(φi) ≈ URFU

H
RFu(φi) in order for intended sector to be covered properly.
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shown in Fig. 3.1, namely Uφi’s are constructed after projection on the range space

of URF . After illuminating the intended sector Ω
(p)
φ by URF , the digital search beams

in reduced dimension are steered towards φi at which E
{∣∣∣α(k)

l

∣∣∣2} in (3.3) is to be

estimated. In order to realize this, a particular angular region (patch) in Ω
(p)
φ whose

center is the look angle φi, which we are interested in, is to be selected and illuminated

by Uφi . Here, Uφi can be contemplated as the D × Dsearch matrix of the eigenvec-

tors corresponding to the largest Dsearch eigenvalues of Rφi which is defined as the

reduced dimensional spatial autocorrelation matrix of the user channels of selected

angular patch in Ω
(p)
φ whose center is φi, and Dsearch is the search dimension (number

of digital beams to be constructed). Then, Rφi can be constructed for the mean look

angle φi ∈ Ω
(p)
φ as

Rφi = UH
RF

(∫ φi+σ/2

φi−σ/2
u(φ)uH(φ)dφ

)
URF (3.8)

where σ is the angular width of the selected patch in sector-p which is simply called

as the look spread. While constructing these initial intra-sector digital beams, Uφi’s

can be normalized such that UH
φi

Uφi = IDsearch for proper operation. Then, we can

define a hybrid beamformer matrix in slow-time training mode as U , URFUφi and

express the signals of (3.5) in reduced dimensional digital beamspace as

Ỹ = UHY, Ñ
(k)
l = UHN

(k)
l , ũ(φi) = UHu(φi). (3.9)

Based on (3.9), firstly E
{∣∣∣α(k)

l

∣∣∣2} is to be estimated in order to construct JADPP and

the sparsity map of each active user for each look angle φi ∈ Ωφ. Later, URF is to

be updated for fast-time instantaneous channel acquisition (as explained in Section

5.3) by using the estimated CCMs (which are constructed via the JADPP and sparsity

map of each user).

3.4 Proposed JADPP Estimation Techniques

By using the reduced dimensional observations obtained after hybrid beamform-

ing in (3.9), we propose efficient algorithms to estimate the average channel power

E
{∣∣∣α(k)

l

∣∣∣2} in (3.3) for each look angle φi ∈ Ω
(p)
φ and temporal delays l = 0, . . . , L−1.
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Here, we first conceive that α(k)
l is to be estimated for each preassumed spatio-

temporal resolution cell which is defined as the pair {φi, l} on joint angle-delay map

by using each slow-time training snapshot Y in (3.5). We denote this estimate as

α̂
(k)
l (φi). Then, the estimate of E

{∣∣∣α(k)
l

∣∣∣2} at look angle φi, which is denoted by

β̂
(k)
l (φi), is constructed as β̂(k)

l (φi) = |α̂(k)
l (φi)|

2
. Since E

{∣∣∣α(k)
l

∣∣∣2} is proportional

with ρ(k)
l (φi) from (3.4) when |Ωφ| = M is large enough, β̂(k)

l (φi) gives us the es-

timate of the angular power density at look angle φi. We develop two different ap-

proaches in order to construct α̂(k)
l (φi) for each spatio-temporal resolution cell {φi, l}:

3.4.1 Spatio-Temporal Adaptive Matched Filter (AMF)

After reducing the dimension of spatio-temporal observation Y via hybrid beam-

former in (3.9), the maximum likelihood (ML) estimate of non-random parameter

α
(k)
l at look angle φi ∈ Ωφ can be obtained as

α̂
(k)
l (φi) =

1∥∥∥x(k)
l

∥∥∥2

ũH(φi)
[
Ψ

(k)
l

]−1

Ỹx
(k)
l

ũH(φi)
[
Ψ

(k)
l

]−1

ũ(φi)
, i = 0, . . . ,M − 1 (3.10)

where

Ψ
(k)
l = Ỹ

I−
x

(k)
l

(
x

(k)
l

)H
∥∥∥x(k)

l

∥∥∥2

 ỸH (3.11)

whose detailed derivation is given in Appendix I. While obtaining (3.10), the spatial

covariance matrix of interfering MPCs are also assumed to be unknown non-random

parameters to be estimated together with α(k)
l (φi). We call this estimator as adaptive

matched filter (AMF), inspired from the adaptive detection algorithm in [48], since a

sample matrix inversion (SMI) type adaptive filtering is utilized in (3.10) to construct[
Ψ

(k)
l

]−1

. The spatial autocorrelation matrix of interfering MPCs (given by N
(k)
l

in (3.6)) is estimated by means of a simple temporal averaging of the columns of

Ỹ. The most important difference of the proposed AMF from the conventional SMI

based detectors in [12], [48], and [49] is that the temporal averaging to form Ψ
(k)
l

is obtained after projecting the observation signal Ỹ on the desired signal nullspace

(i.e., the null-space of
(
x

(k)
l

)H
in (3.1)) in order to eliminate the signal contamination

due to desired MPC at {φi, l} for kth user.
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3.4.2 Spatio-Temporal Matched Filter (MF)

As a special case, one can simplify (3.10) by taking Ψ
(k)
l as IDsearch , which corre-

sponds to assuming spatially white interfering signal to desired MPC at {φi, l}. In

this case, the following estimator, which is a spatio-temporal matched filter (MF)

without any adaptive cancellation of interference in (3.5), is given:

α̂
(k)
l (φi) =

ũH(φi)Ỹx
(k)
l

‖ũ(φi)‖2
∥∥∥x(k)

l

∥∥∥2 , i = 0, . . . ,M − 1 (3.12)

Then, the outputs of AMF/MF type estimators will be provided to the subsequent

thresholding algorithm to construct the joint angle-delay sparsity map of each user in

the sector of interest.
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CHAPTER 4

SPARSE CCM CONSTRUCTION FOR WIDEBAND MASSIVE MIMO

CHANNELS

4.1 Introduction

In a massive MIMO system, the propagation between users and BS antennas occurs

through relatively sparse MPCs in the angle-delay domain [32]. This allows to re-

solve channel MPCs in the joint angle-delay domain, where the signal subspace of

other MPCs can be separated from that of the intended MPC based on their different

multipath footprint in the angle-delay domain.

In the previous chapter, two different JADPP estimation algorithms (AMF in (3.10)

and MF in (3.12)) are proposed. The JADPPs are constructed by assuming that an

MPC is likely to exist at each spatio-temporal cell on angle-delay domain. There-

fore, an efficient thresholding algorithm is required to acquire the narrow and sparse

MPC regions from JADPP estimates on the whole angle-delay plane. In this chap-

ter, sparsity map of each user on angle-delay plane is obtained by applying proposed

two-stage CFAR thresholding algorithm onto the JADPPs constructed in the previous

chapter. Then, the CCMs of each MPCs are formed by means of JADPPs and sparsity

map.

4.2 User Activity Detection and Sparsity Map Construction via Constant False

Alarm Rate (CFAR) Algorithm

Based on the estimated JADPPs, one can construct the sparsity map composed of the

spatio-temporal resolution cells {φi, l} in joint angle-delay domain where ρ(k)
l (φi) is
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determined to be non-zero for φi ∈ Ωφ and l = 0, . . . , L− 1. In order to construct the

sparsity map, two-stage adaptive thresholding is applied onto β̂(k)
l (φi) = |α̂(k)

l (φi)|
2

(obtained via AMF/MF type JADPP estimators in (3.10) and (3.12)) by inspiring from

the well known cell-averaging CFAR technique in radar literature [50]. Thus, the re-

gions where the power of MPCs concentrated on joint angle-delay map is determined

for each user. The following adaptive thresholding can be applied to each resolution

cell {φi, l}, called as cell-under-test (CUT), on joint angle-delay domain:

β̂
(k)
l (φi)

H1

≷
H0

γ, φi ∈ Ωφ and l = 0, . . . , L− 1 (4.1)

where γ is a CFAR threshold which is to be adaptively determined. While construct-

ing β̂(k)
l (φi), one can use multiple non-coherent snapshots, i.e., independent observa-

tions Y in (3.5) of the same sector obtained via the slow-time training data. Then,

the random fluctuations on β̂(k)
l (φi) can be smoothed out by taking simple averaging

over multiple snapshots:

β̂
(k)
l (φi) =

1

J

J∑
j=1

β̂
(k)
l,j (φi), φi ∈ Ωφ and l = 0, . . . , L− 1 (4.2)

where β̂(k)
l,j (φi) = |α̂(k)

l,j (φi)|2 is the estimated power profiles obtained from jth slow-

time training snapshot for j = 1, . . . , J and J is the total number of slow-time training

snapshots. In order to smooth out the fluctuations on the estimated power profiles and

also capture the power profile of whole region of interest, we need to wait a duration

which is equal to P × J slow-time training snapshots. However, this slow-time long-

term parameter learning process is repeated in a much slower rate when compared to

the fast-time operations, thus, it does not heavily affect the training overhead.

4.2.1 Two-Stage CFAR Algorithm

The following two-stage CFAR algorithm, which can be realized via adaptive thresh-

olding both in temporal and spatial domain for the CUT on joint angle-delay map, is

proposed:
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4.2.1.1 Temporal thresholding for selected resolution cell

For each user, firstly, temporal thresholding on β̂(k)
l (φi) at each look angle φi ∈ Ωφ is

applied:

β̂
(k)
l (φi)

H1

≷
H0

γ1, (4.3)

γ1 =

(
P̄
− 1
L−1

FA − 1

)( L−1∑
l′=0,l′ 6=l

β̂
(k)
l′ (φi)

)
, i = 0, . . . ,M − 1. (4.4)

where P̄FA is the desired average false alarm probability of the test. In (4.4), the

adaptive threshold γ1 is obtained by simple averaging over JADPPs of each user for

different delay locations other than l at the selected look angle φi similar to the well-

known cell-averaging CFAR tests in radar literature [50]. By assuming that β̂(k)
l ’s ∀l

are exponential i.i.d. random variables, one can obtain the threshold level γ1 which

provides constant false alarm rate despite varying interference power levels1. That is

to say, the test in (4.3) yields average false alarm probability which does not depend

on the actual value of interfering signal levels.

4.2.1.2 Spatial thresholding for selected resolution cell

Similarly, adaptive spatial thresholding on estimated JADPPs at each spatio-temporal

location {φi, l} on angle-delay domain can be applied as

β̂
(k)
l (φi)

H1

≷
H0

γ2, (4.5)

γ2 =

(
P̄
− 1

M−|Πφi |
FA − 1

) ∑
{∀φ′∈Ωφ|φ′ /∈Πφi}

β̂
(k)
l (φ′)

 , i = 0, . . . ,M − 1 (4.6)

where M = |Ωφ|, and Πφi is the guard interval, which is an angular window with

mean angle of φi. It is taken as

Πφi =

{
φ
∣∣∣ φ = φi +m

2π

M
, m = −κ, . . . , κ

}
(4.7)

where |Πφi | , 2κ + 1 is the length of guard interval, i.e., the number of angular

resolution cells around the CUT (which are taken as guard cells, not used in cell
1 The false alarm rate is nothing but the probability of declaring an empty resolution cell, where ρ(k)

l (φi) = 0,
as an active MPC having non-zero power level.
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averaging). In (4.6), the adaptive threshold γ2 is obtained by averaging over estimated

JADPPs of each user for different look angles φ′ ∈ Ωφ\Πφi at selected temporal delay

l.

4.2.2 Joint Angle-Delay Domain Sparsity Map Construction of User Power

Profiles

After thresholding, the sparsity map of kth user, I(k), which is M × L matrix, where

M is the number of resolution cells in angular domain, is constructed. If there is a

detection at a particular CUT, the corresponding entry is set to 1, otherwise 0. That is

to say,
[
I(k)
]

(i,l)
is obtained for l = 0, . . . , L− 1 and ∀φi ∈ Ωφ as

[
I(k)
]

(i,l)
=

1, if β̂(k)
l (φi) > γ1 and β̂

(k)
l (φi) > γ2

0, otherwise
. (4.8)

Note that, when all elements of I(k) is zero, it means that kth user is not an active user.

An Exemplary Scenario: In Fig. 4.1, the estimated power levels of each MPCs of

active users obtained via the proposed JADPP estimators, namely AMF and MF are

demonstrated. A scenario where a BS with N = 100 antenna elements in the form of

ULA is serving K = 2 single-antenna users is investigated. It is assumed that both

users have two active MPCs where the resolution cells with non-zero power levels are

{φ, l} = {2.8, 2} and {−7.1, 10} for the first user, and {φ, l} = {6.3, 5} and {9.2, 8}
for the second one respectively. For all MPCs, the AS is taken as 2° and T = 16 is

used in simulations. It is assumed that the received power levels are β(1) = 40 dB

and β(2) = 50 dB. In Fig. 4.2, sparsity maps after applying two-stage thresholding on

JADPP estimations are provided. Here, P̄FA is set to 10−3 and |Πφi| is taken as 4°. It

is seen from Fig. 4.1 that, AMF based JADPP estimator provides clearer power pro-

files for both users while MF based one yields polluted power profile for each user.

In correspondence with the given JADPP estimations, it is seen from Fig. 4.2 that

AMF based two-stage CFAR thresholding algorithm is able to detect each MPCs of

both users while MF based one misses one of the MPCs belonging to the first user,

whose SNR is low with respect to the second user, taking strong inter-user interfer-

ence. Also, for the second user, MF based thresholding could not eliminate an MPC

where there is no user activity in fact. Since MF based JADPP estimator does not
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Figure 4.1: JADPP for user 1 and user 2 (K = 2, T = 16, β(1) = 40 dB, β(2) = 50

dB)

take the inter-user interference into account, it yields polluted and non-homogenous

power profiles which deteriotes the performance of CFAR thresholding algorithm re-

markably as demonstrated in the given figures.

4.2.3 Performance Metrics for User Activity Detection

Here, the aim is to find the probability of detecting the active MPCs, which have non-

zero power at a given angle-delay resolution cell. We use two performance metrics to

compare AMF in (3.10) and MF in (3.12), namely the probability of detection (PD)

and the probability of false alarm (PFA). By using the constructed sparsity map in

(4.8), the probability of detection for the active MPCs of kth user can be expressed as

P
(k)
D ,

1

|L(k)|
∑
l∈L(k)

Pr
{[

I(k)
]

(ψ
(k)
l ,l)

= 1
}

(4.9)
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Figure 4.2: Sparsity map for user 1 and user 2 (K = 2, T = 16, β(1) = 40 dB,

β(2) = 50 dB)

where L(k) is the set of indices of active MPCs having positive β(k)
l , and ψ(k)

l is the

angular index pointing the mean AoA for lth MPC of kth user defined as

ψ
(k)
l , arg min

i=0,...,M−1
|µ(k)
l − Ωφ(i)| (4.10)

where Ωφ(i) is ith element of Ωφ. Similarly, the probability of false alarm, showing

the probability that inactive MPCs (having zero β(k)
l ) are declared as active for kth

user, can be expressed as

P
(k)
FA ,

1

ML

L−1∑
l=0

M−1∑
i=0,i/∈Γ

(k)
l

Pr
{[

I(k)
]

(i,l)
= 1
}

(4.11)

where Γ
(k)
l is the set of indices i such that the look angle φi ∈ Ωφ is inside the angular

support set S(k)
l . In other words, Γ

(k)
l can be expressed as

Γ
(k)
l =

{
i
∣∣∣ i = 0, . . . ,M − 1 and Ωφ(i) ∈ S(k)

l

}
. (4.12)
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4.3 CCM Construction Based on Estimated Sparsity Map

CCMs can be constructed purely based on the estimated power levels and sparsity

map of each user. It is important to note that the observation signal Y in (3.5) is

not available in full dimension in our hybrid structure, however each CCM needs

to be estimated in full dimension. Also, we need to obtain accurate enough CCM

estimates with significantly reduced amount of training snapshots. That is why we

need parametric construction of CCM by exploiting its reduced rank property due to

sparse nature of the channel. Hence, we can construct CCMs for each user by using

sparsity matrix I(k) and power estimates β̂(k)
l as follows

R̂
(k)
l =


0NxN , if c(k)

l = 0
M−1∑
i=0

β̂
(k)
l (φi)

c
(k)
l

[I(k)](i,l)u(φi)u
H(φi), otherwise

(4.13)

where c(k)
l ,

∑M−1
i=0 [I(k)](i,l) for l = 0, . . . , L − 1 and φi ∈ Ωφ. The proposed

construction technique in (4.13) is completely different from the conventional ones,

which are based on SMI type temporal averaging in full dimension necessitating large

amount of training snapshots for proper operation [12].

Asymptotic Convergence of the Proposed CCM Estimation:

It is interesting to see that R̂
(k)
l in (4.13) converges to true CCM values, R

(k)
l in (2.3)

when the sparsity map in (4.8) is perfectly acquired, i.e.,

[
I(k)
]

(i,l)
=

1, if φi ∈ S(k)
l

0, if φi /∈ S(k)
l

(4.14)

When β̂(k)
l (φi) = ρ

(k)
l (φi)∆

(k)
l (if AS is narrow enough), we can obtain the asymptotic
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value of R̂
(k)
l by letting c(k)

l = P in (4.13), and both M, P →∞, as follows

R̂
(k)
l = lim

M→∞

∑
{
∀φi∈S

(k)
l

i=0,...,M−1

}
ρ

(k)
l (φi)

P
∆

(k)
l u(φi)u

H(φi)

= lim
P→∞

∆
(k)
l

P

P−1∑
p=0,φ

(k)
l,p ∈S

(k)
l

ρ
(k)
l (φ

(k)
l,p )u(φ

(k)
l,p )uH(φ

(k)
l,p )

(
∆

(k)
l

P
→ dφ, φ

(k)
l,p → φ

)

=

∫
S

(k)
l

ρ
(k)
l (φ)u(φ)uH(φ)dφ

= R
(k)
l . (4.15)

This shows that when the number of angular resolution cells is high enough, and

accurate JADPP estimates are available, parametric construction of R
(k)
l by (4.13) in

full dimension can be realized efficiently after hybrid beamforming.
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CHAPTER 5

NEARLY OPTIMAL COVARIANCE-BASED REDUCED RANK ANALOG

BEAMFORMER DESIGN

5.1 Introduction

In the previous chapter, sparsity map and CCMs of each users are obtained via the

estimated JADPPs. In this chapter, based on the estimated CCMs in (4.13), the analog

beamformer, URF in Fig. 3.1 is updated by using the statistical properties of each user

channels. In slow-time beam acquisition mode, the long term parameters of each user

channels, i.e., JADPPs ρ(k)
l (φ), the sparsity map I(k), and CCMs R

(k)
l are acquired by

using slow-time training snapshots as explained in previous chapters. Then, here, the

analog beamformer URF can be optimized by exploiting these slowly-varying long

term parameters. It is important to note that slow-time training data is transmitted

much slower compared to the rate of change of instantaneous CSI.

In this chapter, the analog beamformer is designed for frequency-selective massive

MIMO systems employing SC modulation in TDD mode where the JADPP of each

users is taken into account. Our goal is to find a proper beamspace (spanned by the

columns of matrix URF ) on which the reduced dimensional CSI estimation can be

realized as accurately as possible, so that a minimal performance trade-off in the sub-

sequent statistical signal processing operations after beamforming is ensured. Using

CSI estimation accuracy after beamforming as a performance measure with the use

of more general joint angle-delay channel profile, is completely different than the

previous works in the massive MIMO literature.
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5.2 User Grouping Stage

In slow-time beam acquisition mode, since no apriori information is assumed related

with these slowly varying parameters initially, predetermined search sector beams

together with slow-time training data are utilized to extract the spatial signatures of

each user (based on AMF in (3.10) and MF in (3.12)). This initial step can be regarded

as pre-grouping stage. After this initial stage, an efficient reconstruction of analog

beamformer URF in Fig. 3.1 can be carried out by using the estimated CCMs and

sparsity map. This can be realized by means of a virtual sectorization (via second-

order channel statistics based user-grouping) inspired from JSDM framework [27],

[28]. In this framework, all active K users can be divided into G groups based on

their spatial information, i.e., the estimated sparsity map and CCMs, by using proper

user grouping algorithms known in the literature1 (as in the case of JSDM). We define

Ωg as the set of all UEs in group g with cardinality |Ωg| = Kg, and {gk}Kgk=1 are UE

indices forming Ωg, where the Kg users in group g are assumed to have statistically

i.i.d. channels.

In user grouping stage, one need to construct the common covariance matrix of each

MPCs in group g, denoted by R
(g)
l which can be considered as the common spatial

covariance matrix of UEs belonging to group g at lth delay. Instead of using the

true covariance matrices of each MPCs, which can not be known accurately, we can

construct estimated R
(g)
l by using the acquired CCMs in (4.13) as follows

R̂
(g)
l ,

Kg∑
k=1

R̂
(gk)
l , g = 1, . . . , G (5.1)

where R̂
(gk)
l is the estimated covariance matrix for the lth MPC of the kth user in

group g. Similarly, the estimated spatial covariance matrix of received signal in (2.1)

(assuming that the transmitted symbols are i.i.d. with unity power) can be obtained

as

R̂y ,
G∑
g=1

L−1∑
l=0

R̂
(g)
l +N0I (5.2)

and the estimated covariance matrix of the inter-group interference to group g, con-

sisting of the statistical information for all inter-group users interfering with group g,
1 The design of user grouping algorithm is out of scope of this thesis. An efficient procedure can be found in

[28], [51].
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can be constructed as

R̂(g)
η , R̂y −

L−1∑
l=0

R̂
(g)
l , g = 1, . . . , G. (5.3)

5.3 Post-User Grouping Stage

Since massive MIMO systems are equipped with a large number of antenna elements,

the received signal for uplink decoding or downlink precoding at BS becomes large

dimensional, and thus instantaneous CSI acquisition like basic operations becomes

infeasible. To cope with this problem, a pre-processing stage that captures the essence

of the input at a reduced dimension is adopted. As in JSDM framework [27], [52],

an analog beamformer, which is to be designed based only on statistical CSI, not

on instantaneous CSI, is exploited to reduce the dimension of the signaling space.

After analog beamforming projection, the multi-user precoding at downlink or multi-

user decoding at uplink, necessitating instantaneous CSI for proper operation, can be

fulfilled at reduced dimension with significantly reduced complexity.

After user grouping stage, an efficient analog beamformer for each user group can be

designed via the estimated group covariance matrices given in (5.1), (5.2), (5.3). This

stage can be regarded as post-grouping stage. Here, we load URF in Fig. 3.1 with

the optimized statistical analog beamformer, which is applied in order to distinguish

intra-group signal of users in group g from other groups by suppressing the inter-

group interference while reducing the signaling dimension of Y in (3.5). In this stage,

a DgT -dimensional space-time vector y(g), where Dg is the number of RF chains

assigned to group g, can be formed by using Y for all groups after the following

linear transformation:

y(g) ,
(
IT ⊗

[
S(g)
]H)

vec {Y} , g = 1, . . . , G (5.4)

where S(g) is an N × Dg statistical analog beamformer matrix that projects the N -

dimensional received signal samples {yn}T−1
n=0 in (2.1) on a suitable Dg-dimensional

subspace in spatial domain. Here, since a limited number of RF chains, D, are used

in hybrid architecture, we have the following constraint:
∑G

g=1Dg = D. After con-

structing the optimal analog beamformer matrix S(g), URF in Fig. 3.1 is replaced

with
[

S(1) S(2) · · · S(G)

]
N×D

.
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5.3.1 MPC Grouping for Efficient Analog Beamformer Design

If there exists a significant overlap among some of the MPCs of group g in the angu-

lar domain, one can simply form groups of nonresolvable MPCs, and process them

jointly. One can group lth and l′
th

active MPCs of group g into one MPC group if the

following criteria holds

ϕ
(g)

ll′
,

|Γ(g)
l ∩ Γ

(g)

l′
|

min
{
|Γ(g)
l |, |Γ

(g)

l′
|
} ≥ ζ (5.5)

where ζ is the overlapping threshold, and Γ
(g)
l , Γ

(g)

l′
are the set of indices i such that

φi ∈ Ωφ is inside the angular region which is determined to have non-zero power

level for lth and l′
th

MPCs of group g respectively:

Γ
(g)
l ,

{
i
∣∣∣ Kg∑
k=1

[
I(gk)

]
(i,l)
6= 0, gk ∈ Ωg, i = 0, . . . ,M − 1

}
. (5.6)

If (5.5) is not satisfied, the corresponding MPCs are assumed to be resolvable in

angular domain. After computing ϕ(g)

ll′
for all (l, l

′
)th active pair, one can group non-

resolvable active MPCs to form spatially resolvable MPC groups in angular domain

which is denoted by L
(g)
` :

L
(g)
` ={l | a set of temporal (delay) indices of spatially

overlapping active MPCs in user group g}. (5.7)

Here, ` shows the indices of MPC groups consisting of non-resolvable components2.

Note that it is enough for an active MPC to be put into an MPC group if it has signifi-

cant overlap with at least one of the MPCs in that group. In other words, lth, l′
th

, and

l
′′ th MPCs are put into the same MPC group even if ϕ(g)

ll
′′ < ζ but ϕ(g)

ll
′ ≥ ζ , ϕ(g)

l
′
l
′′ ≥ ζ .

The detailed MPC grouping algorithm is provided in Algorithm 1. Then, the CCM of

an MPC group, L(g)
` , can be constructed as

R̂
(g)
` ,

∑
l∈L(g)

`

R̂
(g)
l . (5.8)

2 One can denote the set of temporal indices of all (resolvable and nonresolvable) active MPCs of group g as
L(g), and the total number of resolvable MPCs of group g in angular domain asMPC(g) after MPC grouping.
Then, it can be seen thatMPC(g) ≤ |L(g)| ≤ L, and

∑MPC(g)−1
`=0 |L(g)

` | = |L
(g)|.
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Algorithm 1 Nonresolvable MPC Grouping
Input:

ϕ
(g)

ll′
: Overlapping ratio, ζ: Overlapping threshold, c(g)

l : Activity indicator of lth

MPC for user group g

Output:

L
(g)
` : The set of non-zero (temporal) delays belonging to the `th resolvable MPC

group in user group g

1: Initialize: pair ← [ ], flag ← L× ones(1,L), i← 0, m← 0, `← 0

. Find the indices of active overlapping MPC pairs and store them in the pair

matrix

2: for l← 0 to L− 2 do

3: for l′ ← l + 1 to L− 1 do

4: if c(g)
l > 0 & c

(g)

l′
> 0 then

5: if ϕll′ ≥ ζ then

6: pair(i, 0) = l; pair(i, 1) = l
′; i← i+ 1;

7: end if

8: end if

9: end for

10: end for

11: if pair 6= [ ] then

12: for l← 0 to L− 1, c(g)
l > 0 do

. Find the row and column indices of lth MPC if it is going to be grouped with

any active MPC. If lth MPC is not going to be grouped with any active MPC then

row and col will be empty vectors.

13: [row, col] = find{abs(pair − l) == 0}
14: Initialize: ind← 01x(length{row}+1)

15: ind(end) = l

. Find the indices of the MPCs which are going to be grouped with lth MPC if

row and col are not empty vectors.

16: if row 6=[ ] & col 6=[ ] then

17: for j ← 0 to length{row} − 1 do

18: ind(j) = pair(row(j), abs(col(j)− 1))

19: end for

20: end if
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. Assign a common index m to the active MPCs that are to be grouped if none

of them have been assigned to an index before. If any of the MPCs that are to be

grouped have been assigned to a group before, then assign all these MPCs to this

group as well.

21: if m ≤ min{flag(ind)} then

22: flag(ind) = m; m← m+ 1

23: else

24: flag(ind) = min{flag(ind)}
25: end if

26: end for

27: for `← 0 to m− 1 do

28: L
(g)
` = {l|flag(l) = `, l = 0, . . . , L− 1}

29: end for

30: else

31: for l← 0 to L− 1, c(g)
l > 0 do

32: L
(g)
` = {l}; `← `+ 1

33: end for

34: end if
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5.3.2 Nearly Optimal Analog Beamformer Construction

By assuming that eigenspaces of each MPCs are nearly orthogonal, which is indeed

the case in mm-wave massive MIMO systems due to sparse nature of the channel, we

can construct the analog beamformer of group g as

S(g) ,
[

S
(g)
0 S

(g)
1 · · · S

(g)

MPC(g)−1

]
N×Dg

(5.9)

where the N × d
(g)
` sub-matrix S

(g)
` can be seen as the sub-beamformer that allows

`th resolvable MPC of group g to pass while suppressing the inter-group interference

in the spatial domain, and also the rejecting each MPC of group g other than the one

at delay `. Here, d(g)
` is the number of RF chains assigned to the `th MPC of group

g where
∑MPC(g)−1

`=0 d
(g)
` = Dg. For a given d(g)

` , nearly optimal analog beamformer

matrix, S
(g)
` , can be obtained as

S
(g)
` , eigs(R̂(g)

` , R̂y − R̂
(g)
` , d

(g)
` ) = eigs(R̂(g)

` , R̂y, d
(g)
` ) (5.10)

where eigs operation yields d(g)
` dominant generalized eigenvectors of R̂

(g)
` and R̂y

corresponding to largest generalized eigenvalues. The procedure, here, is adopted

from [21] by replacing the true group CCMs with the estimated ones.

5.3.3 Optimal RF Chain Distribution Among MPCs

Here, firstly, we assume that RF chains are distributed to groups proportional with the

number of users they have. Then, the optimal values of {d(g)
` , ` = 0, . . . ,MPC(g) −

1}, in terms of channel estimation accuracy, can be found by using the generalized

eigenvalues [21] as

{d(g)
` }opt = arg min

{d(g)
` }

MPC(g)−1∑
`=0

d
(g)∑̀
n=1

1

λ
(g)
`,n + 1

(5.11)

with the constraint of
∑MPC(g)−1

`=0 d
(g)
` = Dg, and

∑G
g=1Dg = D. Here, λ(g)

`,n is the nth

dominant generalized eigenvalue of R̂
(g)
` and R̂

(g)

η′
which is defined as

R̂
(g)

η′
, R̂y − R̂

(g)
` for ` = 1, . . . ,MPC(g) − 1. (5.12)

37



It can be shown from (5.10) that

λ
(g)
`,n =

[([
S

(g)
`

]H
R̂

(g)

η′
S

(g)
`

)−1([
S

(g)
`

]H
R̂

(g)
` S

(g)
`

)]
(n,n)

, n = 1, . . . , d
(g)
` . (5.13)

Various other criteria different than (5.11) can also be used to distribute RF chains

among different active MPCs as stated in [21], which head to same optimal distribu-

tion.
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CHAPTER 6

INSTANTANEOUS CHANNEL ESTIMATION WITH HYBRID

BEAMFORMING

6.1 Introduction

In the previous chapter, nearly optimal covariance-based reduced rank analog beam-

former design is provided. Thanks to the analog beamformer constructed in the pre-

vious chapter, high-dimensional channels are projected onto low-dimensional sub-

spaces so that the computational complexity is reduced. In this chapter, after slow-

time beam acquisition mode and user grouping based on JSDM framework, fine in-

stantaneous channel estimates in reduced dimension can be obtained for each group

users. We name this acquisition stage as fast-time instantaneous channel estimation

mode where reduced rank instantaneous CSI estimation can be carried out accurately

and efficiently in a proper beamspace (formed by S(g)) via small amount of fast-time

training data in front of each data transmission. In this mode, with the help of updated

analog beamformer, the training overhead is shown to be reduced considerably.

After analog beamforming, downlink and uplink processes can only be fulfilled at

reduced dimension by utilizing the effective multipath channel vector of each group

user. The effective channels of each user, appearing at the output of analog beam-

former, (which is utilized by digital beamformer for intra-group processing) can be

defined as h
(gk)
eff,l ,

[
S(g)
]H

h
(gk)
l where h

(gk)
l is the full dimensional channel vector

for the lth MPC of the kth user in group g. Then, it will be beneficial to express the

variables in a single concatenated vector, namely, the effective extended multipath

channel vector of group g, as

h̄
(g)
eff,

[[
h̄

(g1)
eff

]H [
h̄

(g2)
eff

]H
. . .
[
h̄

(gKg )

eff

]H]H
, (6.1)
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h̄
(gk)
eff ,

[[
h

(gk)
eff,0

]H [
h

(gk)
eff,1

]H
. . .
[
h

(gk)
eff,L−1

]H]H
. (6.2)

In this mode, a Tfast×L training matrix (or convolution matrix) is defined as X
(g)
k ,

conj
{[

x
(gk)
0 x

(gk)
1 . . . x

(gk)
L−1

]}
where it contains the transmitted pilots with the

precursors for kth user in group g, and x
(gk)
l is defined in (3.1). The length of fast-

time training data is taken as Tfast which is supposed to be much smaller than that

of the slow-time training data T . Then, the complete fast-time training matrix of all

users in group g during the signaling interval Tfast is given by1

X(g) ,
[

X
(g)
1 X

(g)
2 · · · X

(g)
Kg

]
T×KgL

. (6.3)

By using the definitions in (6.1), (6.2), and (6.3) together with (2.1) and (3.5), one

can express the analog beamformer output in (5.4) as

y(g) =
[
X(g) ⊗ ID

]
h̄

(g)
eff + vec

{[
S(g)
]H [

η
(g)
0 · · · η

(g)
T−1

]}
, g = 1, . . . , G

(6.4)

where η
(g)
n =

∑G
g′=1,g′ 6=g

(∑Kg′

k=1

∑L−1
l=0 h

(g′k)

l x
(g′k)

n−l

)
+ nn, which is the inter-group

interference to group g with AWGN, and
{
x

(g′k)
n

}
for g′ 6= g are assumed to be

composed of i.i.d. data symbols. The true covariance matrix of η(g)
n , denoted by R

(g)
η ,

can be calculated as R
(g)
η ,

∑G
g′=1,g′ 6=g

∑L−1
l=0 R

(g)
l . By using the reduced dimensional

observations in digital domain in (6.4), the effective channel estimates for each group

can be obtained as ˆ̄h
(g)
eff =

(
W(g)

)H
y(g) where W(g) is the estimator matrix for the

intended group g and of size TDg × KgLDg. Then, the concatenated vector ˆ̄h
(g)
eff

can be partitioned to get effective channel estimates ĥ
(gk)
eff,l according to the structure

given in (6.1) and (6.2). In this stage, we utilize three different estimators in reduced

dimension, described in the following subsections.
1 Here, asynchronous transmission is possible. We consider a fast-time training phase in which only the

intended group g trains and other groups are in the data mode where their transmitted symbols are assumed to be
i.i.d.. Alternatively, same fast-time training matrix can be assigned to different groups since different groups are
discriminated by their spatial signatures via the proposed analog beamformer.
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6.2 Joint Angle-Delay Domain Reduced Rank Minimum Mean Square Error

(RR-MMSE) Estimator

By using the analog beamformer output y(g) in (6.4), a RR-MMSE type estimator,

adopted from [21], can be constructed as ˆ̄h
(g)
eff ,

(
Ŵ

(g)
mmse

)H
y(g) where

ˆ̄h
(g)
eff ,

(
Ŵ(g)

mmse

)H
y(g), (6.5)

where

Ŵ(g)
mmse=

(
L−1∑
l=0

R
(g)
code(l)⊗

[
SNR

(g)
mimo(l)

]
+ITDg

)−1

(
L−1∑
l=0

(
X(g)

[
IKg ⊗ EL,l

])
⊗ SNR

(g)
mimo(l)

)
, (6.6)

SNR
(g)
mimo(l) ,

([
S(g)
]H

R̂(g)
η S(g)

)−1 ([
S(g)
]H

R̂
(g)
l S(g)

)
, (6.7)

R
(g)
code(l) ,

(
X(g)

[
IKg ⊗ EL,l

] [
X(g)

]H)
. (6.8)

Note that Ŵ
(g)
mmse is an approximated MMSE estimator where the sparsity map in

(4.8) and estimated CCMs in (4.13) are utilized instead of their true values in the

formulation2. In (6.6), EL,l is an L × L elementary diagonal matrix where all the

entries except the (l + 1)th diagonal one are zero. In (6.7), R̂
(g)
η is the estimated

correlation matrix of inter-group interference to group g given in (5.3). If R̂
(g)
l is

a perfect estimate, the estimator in (6.6) becomes the optimal reduced rank linear

estimator (Wiener filter) in mean square error (MSE) sense [24], whose performance

is to be used as benchmark.

6.3 Joint Angle-Delay Domain Beamspace Aware Least Square (BA-LS) Esti-

mator

One can simplify the RR-MMSE estimator in (6.6) by assuming that the eigenspaces

of each MPCs after analog beamforming are almost orthogonal, an effect which is

2 While deriving (6.6), it is assumed that each user in the same group has i.i.d. channels with CN
(
0,R

(g)
l

)
where R

(g)
l ,

∑Kg

k=1 R
(gk)
l for g = 1, . . . , G. This is a common assumption for JSDM framework [21], [28],

[35].
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more strongly observed in mm-wave channels especially for the case of large number

of antenna elements [24]. Based on this orthogonality assumption, we can construct

an estimator, called as BA-LS, which exploits only the joint angle-delay sparsity of

the channels, as
ˆ̄h

(g)
eff ,

(
W

(g)
ba−ls

)H
y(g), (6.9)

where

W
(g)
ba−ls =

MPC(g)−1∑
`=0

pinv


IKg ⊗

∑
m∈L(g)

`

EL,m

 [X(g)
]H⊗

 ∑
n∈D(g)

`

EDg ,n


 .

(6.10)

In (6.10),MPC(g) is the total number of MPC clusters, resolvable in angular domain,

in group g having nearly non-overlapping AoA support. The set L(g)
` in (5.7), which is

obtained via the estimated sparsity map I(k)’s, is composed of estimated active (tem-

poral) delays belonging to the `th resolvable multipath group having MPCs with sig-

nificantly overlapping AoA support in the angular domain for ` = 1, . . . ,MPC(g)−1.

In (6.10), the set D(g)
` is defined as

D
(g)
` ,

{
n ∈ Z+

∣∣∣ `−1∑
m=0

d(g)
m < n ≤

∑̀
m=0

d(g)
m

}
(6.11)

for ` = 1, . . . ,MPC(g) − 1, and D
(g)
` ,

{
n ∈ Z+|0 < n ≤ d

(g)
0

}
for ` = 0 where

|D(g)
` | = d

(g)
` . Here, D(g)

` shows the column indices of the analog beamformer matrix

S(g) in Section 5.3.2 allowing to pass the `th resolvable MPC cluster of group g. For

BA-LS estimator, only the estimated sparsity map I(k) in (4.8) is necessary to con-

struct L(g)
` . Here, pinv { }, denoting the pseudo-inverse operation, can be seen as the

temporal correlator preceded by the analog beamformer. It performs the task of LS

type estimation of reduced dimensional channels corresponding to the `th MPC clus-

ter in group g. Furthermore, with the help of S(g), which orthogonalize the MPCs in

reduced dimensional beamspace (eigenspace), the estimation of channel response for

each MPCs can be fulfilled separately in their individual beamspaces. This reduces

Tfast significantly compared to conventional LS type estimators.
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6.4 Conventional LS Estimator

Different from (6.10), LS type estimator can be constructed in a conventional way

[26], after analog beamforming, as

ˆ̄h
(g)
eff ,

(
W

(g)
ls

)H
y(g), (6.12)

where

W
(g)
ls =


[
X(g)

] ([
X(g)

]H
X(g)

)−1

⊗
[
IDg
]

if T ≥ KgL,(
X(g)

[
X(g)

]H)−1 [
X(g)

]
⊗
[
IDg
]

if T < KgL
(6.13)

and X(g) in (6.3) is assumed to be full column or row rank. In (6.13), a conventional

LS estimator in reduced dimensional beamspace (formed by S(g)) is constructed with-

out taking the joint angle-delay sparsity of the channels into account.

Finally, the overall hybrid beamforming based system architecture consisting of ini-

tial slow-time beam acquisition mode (JADPP, two-stage CFAR thresholding, CCM

and sparsity map construction together with analog beamformer update), and fast-

time instantaneous channel estimation mode (RR-MMSE, BA-LS, LS in reduced

beamspace) are summarized in Fig. 6.1.

6.5 Performance Evaluation for Instantaneous Channel Estimation

In order to compare the performances of proposed JADPP estimators, namely AMF

in (3.10) and MF in (3.12) and, different channel estimators, namely MMSE, BA-LS

and conventional LS in (6.6), (6.10) and (6.13), we define the following performance

metric below

nMSE(g) =
EW(g),S(g)

{
E
{
||h̄(g)

eff − ˆ̄h
(g)
eff ||2 |W(g)

}}
ES(g)

{
E
{
||h̄(g)

eff ||2 | S(g)
}} (6.14)

which shows the nMSE of the channel estimates for group g users. In (6.14), ˆ̄h
(g)
eff =(

W(g)
)H

y(g), where W(g) can be seen as an arbitrary linear estimator. For per-

formance evaluation, Ŵ
(g)
mmse, W

(g)
ba−ls, W

(g)
ls are to be used in place of W(g) while

CCMs are constructed by AMF or MF type preprocessing (in pre-grouping stage).
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Given the analog beamformer S(g) and channel estimator matrix W(g), the numerator

and denominator of the conditional expectations in (6.14) can be found analytically

as3

E
{
||h̄(g)

eff − ˆ̄h
(g)
eff ||

2 |W(g)
}

= E
{

Tr

{(
h̄

(g)
eff −

(
W(g)

)H
y(g)
)(

h̄
(g)
eff −

(
W(g)

)H
y(g)
)H}}

= Tr
{
R(g)
mmse

}
+ Tr

{(
W(g) −W(g)

mmse

)H
R(g)
y

(
W(g) −W(g)

mmse

)}
(6.15)

E
{
||h̄(g)

eff ||
2 | S(g)

}
= Tr

{
R

(g)
eff

}
(6.16)

where

R
(g)
eff , E

{
h̄

(g)
eff

[
h̄

(g)
eff

]H}
=

L−1∑
l=0

[
IKg ⊗ EL,l

]
⊗
([

S(g)
]H

R
(g)
l

[
S(g)
])

R(g)
mmse , E

{
e(g)

(
e(g)
)H |W(g) = W(g)

mmse

}
= R

(g)
eff −A

(
R(g)
y

)−1
AH

e(g) , h̄
(g)
eff −

[
W(g)

mmse

]H
y(g)

R(g)
y , E

{
y(g)(y(g))H

}
=

L−1∑
l=0

(
X(g)

(
IKg ⊗ EL,l

) (
X(g)

)H)⊗ ((S(g)
)H

R
(g)
l

(
S(g)
))

+ IT ⊗
((

S(g)
)H

R(g)
η

(
S(g)
))

A =
L−1∑
l=0

(
IKg ⊗ EL,l

) (
X(g)

)H ⊗ ([S(g)
]H

R
(g)
l

[
S(g)
])
. (6.17)

In (6.15), R
(g)
mmse is the MMSE covariance matrix for the case when optimal MMSE

estimator called as W
(g)
mmse, with perfect knowledge of CCMs are used in place of

W(g).

3 Here, Block Fading channel model is assumed where each user channel changes independently from block
to block. Therefore, the expectations in (6.14) can be found by using Monte Carlo (MC) based averaging over
independent training snapshots where independent JADPP estimates and CCMs are obtained to construct S(g) and
W(g).
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CHAPTER 7

NUMERICAL RESULTS

7.1 Introduction

In the previous chapters, two different JADPP estimation algorithms and a two-stage

CFAR thresholding algorithm are proposed to obtain sparse power profile of each

UE. Then, parametric CCM construction is provided and a nearly optimal analog

beamformer is designed. Finally, different channel estimators based on the estimated

CCMs and constructed beamformers are proposed. In this chapter, here, some numer-

ical results, which are obtained after MC based simulations, are presented to evaluate

the performance of AMF and MF type JADPP estimators (given in Section 3.4) via

probability of detection (PD) curves. Also, performance of the channel estimators

(given in Chapter 6) with respect to some parameters such as SNR, fast-time training

sequence length (Tfast) and number of slow-time training snapshots (J) are demon-

strated for different number of users (K) via nMSE curves. Throughout the demon-

strations, we consider a massive MIMO system with uplink training in TDD mode

where the BS is equipped with a ULA of N = 100 antenna elements, and each of K

users has a single antenna. It is assumed that K = 8 or 16 users are clustered into

four groups (G = 4) where the true angle-delay profile of all UEs for K = 16 case

is shown in Fig. 7.1, while numerical values of mean AoA and AS of each MPCs are

provided in Table 7.1. If K is taken as 8, two users to be active were selected ran-

domly among others in each group1. Due to hybrid beamforming adoption, limited

number of RF chains are utilized, and equal number of RF chains are assigned to each

group, thenDg = D/G. In beam acquisition mode, the angular search sector of inter-
1 Here, we assume that users come in groups, either by nature or by the use of proper user-grouping algo-

rithms.
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est Ωφ is determined to be (−45°, 45°). While constructing the JADPP and sparsity

map of all active users, the angular resolution in φ is taken as 0.25° (M = 90°
0.25° = 360)

to construct fine digital beams, number of RF chainsD is set to 8, and the length of the

slow-time training data T in (3.1) is taken to be equal to the channel memory L = 32

unless otherwise stated. For AMF in (3.10) and MF in (3.12), the number of digital

beams Dsearch is set to 5, look spread σ in (3.8) is taken as 3°, and J is taken as 5 un-

less specified differently. In CFAR thresholding, where the sparsity map of all active

users are obtained, the desired false alarm rate P̄FA is set to 10−3 in (4.4) and (4.6),

and the length of guard interval Πφi in (4.7) is taken as 4°. In the simulations, CFAR

threshold for both spatial and temporal thresholding is calculated for the case when

J is equal to 1, and β̂(k)
l ’s in (4.5) are obtained after averaging power values of the

spatio-temporal cells in the guard interval Πφi . In our scenario, simultaneously active

users use non-orthogonal training waveforms composed of L = 32 chips, and these

are obtained by truncating length-63 Kasami codes without any optimization2. In our

simulation setup, at the BS, the average received signal strength of different UEs in

the same group are assumed to be equal. Moreover, in order to observe the near-far ef-

fect3, at the BS, the case of unequal average received power of UEs in different groups

is investigated. The average received group power is defined as β̄(g) , 1
Kg

∑Kg
k=1 β

(gk).

Two different cases are considered. In the first case β̄(g)’s are assumed to be equal,

and in the second case, different average received power levels at BS are assumed for

different groups, in which 10 log
(
β̄(4)

β̄(3)

)
= 10 log

(
β̄(3)

β̄(2)

)
= 10 log

(
β̄(2)

β̄(1)

)
= 5 dB or

10 log
(
β̄(4)

β̄(3)

)
= 10 log

(
β̄(3)

β̄(2)

)
= 10 log

(
β̄(2)

β̄(1)

)
= 10 dB are taken. While construct-

ing the PD in (4.9), and nMSE in (6.14), MC based averaging technique is utilized by

taking sufficiently high number of realizations.

2 There are more efficient approaches (other than the truncation of Kasami codes) yielding waveforms with
better cross- and auto correlation properties, but training optimization is beyond the scope of this work.

3 The near-far effect occurs since average received signal strength of different UEs may differ significantly
depending on their distance to the BS.
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Figure 7.1: Joint angle-delay map of all users
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k g
Active MPC

index

Mean

AoA

Angular

Spread

1

1

{0, 5, 11} {0, 9.75, 22} {3, 2.5, 3.5}

2 {1, 4, 13} {-0.5, 8.5, 20.75} {3, 2, 2.5}

3 {0, 4, 12} {1, 9.25, 21} {3, 2.5, 3.5}

4 {1, 5, 13} {1.5, 9, 21.5} {3, 2, 2.5}

5

2

{3, 9} {27.5 15.25} {3, 2}

6 {2, 12} {26.5 14.75} {3.5, 2.5}

7 {3, 10} {26.5 15.75} {3, 2}

8 {2, 11} {27.15 15} {3.5, 2.5}

9

3

{8, 17} {-6.25 -13.5} {3.5, 3}

10 {10, 19} {-8 -14.25} {3.5, 3}

11 {6, 18} {-6.75 -14} {3.5, 3}

12 {7, 19} {-7.5 -13.5} {3, 3.5}

13

4

{20, 29} {-20.5 -28} {3, 3.5}

14 {18, 25} {-19.75 -27} {2 2.5}

15 {21, 29} {-20 -27.25} {3, 3.5}

16 {19, 26} {-20.25 -27} {2, 2.5}

Table 7.1: True Angle-Delay profile of all users
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7.2 Performance vs. SNR

In Fig. 7.2, performance of AMF and MF type JADPP estimators based CFAR

thresholding in terms of average PD with respect to average group SNR, namely

SNR(g) = β̄(g)

N0
is given. In Fig. 7.2, when SNR(g)s are equal, AMF outperforms MF

for both 8 and 16 users cases. The difference between two methods is more apparent

when the number of simultaneously active users is 16 where the inter-group interfer-

ence is more effective for weakest group users. When there are closely spaced users,

the interfering signal needs to be learned and suppressed adaptively (by using the sec-

ondary temporal cells) as in the case of AMF, in order to detect MPCs of intended

users with high probability. Contrary to AMF, MF does not take the effect of interfer-

ing signals to desired MPC, which results in considerable performance degradation.
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Figure 7.2: Average PD vs SNR curves for equal averaged received power levels

(T = 32, Dsearch = 5)
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In Fig. 7.3 and Fig. 7.4, nMSE performances of different instantaneous CSI esti-

mators, namely RR-MMSE in (6.6) and BA-LS in (6.10), for the effective channel

are depicted for K = 8 and K = 16 cases where SNR(g)s are assumed to be equal.

It is observed that when AMF based CFAR thresholding is used to obtain the spar-

sity map and JADPP, the performances of RR-MMSE and BA-LS estimators are very

close to each other, and the gap between their performances and that of the RR-

MMSE estimator with true CCM is very small. We can conclude that AMF based

CFAR thresholding is very effective to construct the sparsity map and CCMs even

with use of small amount of slow-time training data. It is seen that the BA-LS with

AMF, utilizing the estimated sparsity map only, appears to be so effective such that

the benchmark performance is attained (without necessitating the true knowledge of

CCMs) at significantly reduced dimensions. On the other hand, MF based thresh-

olding seems to yield performance losses especially for the case of large number of

active users. Since MF type JADPP estimation does not take the interfering users

into account, it is not possible to locate MPCs on joint angle-delay map accurately

enough especially when the slow-time training amount is limited. In this case, since

the CCMs are inaccurately constructed, the updated analog beamformer (S(g)) is not

effective anymore for suppressing the inter-group interference. This results in signif-

icant performance degradation for RR-MMSE and BA-LS estimators based on MF

when compared to AMF based thresholding. Here, the superiority of AMF against

MF shown by average PD vs SNR curves in Fig. 7.2, is also validated in terms of

channel estimation accuracy.
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Figure 7.3: Performance of different channel estimators for equal averaged received

power levels (K = 8, T = Tfast = 32, Dsearch = 5)
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Figure 7.4: Performance of different channel estimators for equal averaged received

power levels (K = 16, T = Tfast = 32, Dsearch = 5)
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In Fig. 7.5, when β̄(g)’s are different among different groups (there is 15 dB difference

between the average received power of the users in the weakest and strongest group,

i.e., 10 log
(
β̄(4)

β̄(1)

)
= 15 dB) and K = 8, it can be seen that the AMF based CFAR

thresholding is very robust against the near-far effect. That is to say, when compared

to Fig. 7.2, average PD of the weakest users in Group-1 seems to be not affected with

the strong interfering signals of other users. However, in MF case, the average PD

of weakest users is significantly reduced such that it cannot exceed 0.1 even for large

values of SNR. This means that the activity of users in Group-1 is missed by MF

based thresholding with high probability in most of the time when strong interfering

user groups are present.
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Figure 7.5: Average PD vs SNR curves for different averaged received power levels

(K = 8, T = 32, Dsearch = 5, 10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB)
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In Fig. 7.6 and Fig. 7.7, nMSE performances of different instantaneous CSI estima-

tors are investigated when there are unequal average received power among different

groups, i.e., 10 log
(
β̄(4)

β̄(1)

)
= 15 dB is taken for K = 8 users. In this case, the

performance of reduced rank estimators based on AMF still attains that of the true

CCM case. The figure confirms the robustness of AMF type thresholding against

increased level of inter-group interference. It is still possible to construct CCMs ac-

curately enough irrespective of differences between the received power levels of dif-

ferent groups. However, the performance of MF based estimators seems to be highly

sensitive to the unequal power levels among different groups, i.e., the near-far effect

is more apparently observed. In this case, MF fails to locate the MPCs for weak users

accurately on joint angle-delay map, which leads to poor channel estimation accuracy

for them as shown in Fig. 7.6. For strong user group, the CCMs can be constructed

accurately enough so that the performance of MF based channel estimators is close

to that of AMF based ones. It can be noted that the findings in Fig. 7.6 and Fig. 7.7

are highly consistent with the ones given by average PD curves in Fig. 7.5.
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Figure 7.6: Performance of different channel estimators for weakest user group (K =

8, T = Tfast = 32, Dsearch = 5, 10 log
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Figure 7.7: Performance of different channel estimators for strongest user group

(K = 8, T = Tfast = 32, Dsearch = 5, 10 log
(
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In Fig. 7.8, PD performance of AMF and MF based CFAR thresholding algorithms

for K = 16 users and unequal average received power among different groups case,

where 10 log
(
β̄(4)

β̄(1)

)
= 15 dB is taken, is investigated. When compared to the results

given in Fig. 7.5, it is seen that the performance of AMF for weakest group users and

the performance of MF for all users decrease due the increase in the total number of

users which leads to increase in the inter-user interference.
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Figure 7.8: Average PD vs SNR curves for different averaged received power levels

(K = 16, T = 32, Dsearch = 5, 10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB)

57



In Fig. 7.9 and Fig. 7.10, nMSE performances are provided for the case of unequal

average received power among different groups, where 10 log
(
β̄(4)

β̄(1)

)
= 15 dB is

taken for K = 16 users. In accordance with the results demonstrated in Fig. 7.8,

for the strongest user group, AMF based MMSE and BA-LS estimators attains the

performance of MMSE estimator with true CCM knowledge for strongest user group,

while the performance of weakest user group deviates from the benchmark results

which is different than the results obtained in Fig. 7.6 where there are 8 active users

and less inter-group interference. Since MF based thresholding does not detect the

MPCs of weakest users, in Fig. 7.9, performance of the MF based channel estimators

gets the worst possible value, nMSE = 1. Moreover, for the strongest user group, the

performance of MF based channel estimators is decreased with respect to the results

given in Fig. 7.7 due to the increased number of users.
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Figure 7.9: Performance of different channel estimators for weakest user group (K =

16, T = Tfast = 32, Dsearch = 5, 10 log
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Figure 7.10: Performance of different channel estimators for strongest user group

(K = 16, T = Tfast = 32, Dsearch = 5, 10 log
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In Fig. 7.11, the case of unequal average received power among different groups

is investigated, where 10 log
(
β̄(4)

β̄(1)

)
= 30 dB is taken this time for K = 16 users.

In this case, the PD values of strongest group users are similar to the results shown

in Fig. 7.6 for both AMF and MF techniques, while for weakest group users PD

is 0 for both algorithms. This means that, since inter-user interference is increased,

weakest group users are not detected by AMF and MF based thresholding algorithms

anymore when T is taken as 32, and other parameters influencing JADPP and sparsity

map construction are chosen as stated in the beginning of this chapter.
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Figure 7.11: Average PD vs SNR curves for different averaged received power levels

(K = 16, T = 32, Dsearch = 5, 10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB)
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In Fig. 7.12 and Fig. 7.13, the corresponding nMSE curves are given for weakest

and strongest group users respectively. Since there is no detection for weakest group

users, for both AMF and MF based channel estimators, nMSE is always 1 for all

SNR values. For strongest group users, the performance is almost same as in Fig.

7.10 where there are 15 dB power difference between weakest and strongest user

groups. Note that, although there is less inter-group interference, nMSE performance

of MF based channel estimators are not improved for strongest user group.
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Figure 7.12: Performance of different channel estimators for weakest user group

(K = 16, T = Tfast = 32, Dsearch = 5, 10 log
(
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Figure 7.13: Performance of different channel estimators for strongest user group
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In Fig. 7.14, the case of 30 dB difference between weakest and the strongest user

groups, i.e., 10 log
(
β̄(4)

β̄(1)

)
= 30 dB, is investigated for K = 16 users when T is set

to 128 which is different than Fig. 7.11. Note that, the performance of MF based

thresholding algorithm for strongest group users is significantly increased, reaches

to 1, while there is still no change for the weakest group users. For AMF based

thresholding algorithm, there is no change for the performance of strongest group

users because it already reaches to 1 when T is taken as 32. For the weakest group

users, PD still mostly equals to 0 for AMF based thresholding, however, the small

performance improvement when SNR is above 16 dB can be noticed.
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Figure 7.14: Average PD vs SNR curve for different averaged received power levels

(K = 16, T = 128, Dsearch = 5, 10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB)
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In parallel with the results given in Fig. 7.14, it can be seen from Fig. 7.15 that

nMSE of the AMF based channel estimators is not equal to 1 anymore since some

MPCs of the weakest group users are now started to be detected in some realiza-

tions for SNR> 16 dB. In Fig. 7.16, due to the increase of the length of slow-time

training sequence, now, it is seen that in addition to the performance of AMF based

channel estimators, the performance MF based channel estimators almost attains the

performance of MMSE estimator with true CCM knowledge, i.e., benchmark.
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Figure 7.15: Performance of different channel estimators for weakest user group (K=
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Figure 7.16: Performance of different channel estimators for strongest user group

(K=16, T =128, Dsearch=5, Tfast=32, 10 log
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In Fig. 7.17, PD performances of AMF and MF based thresholding algorithms are

depicted for the case when there are 16 active users and the power difference between

the weakest group users and strongest group users is 30 dB. The difference between

Fig. 7.11 and Fig. 7.17 is Dsearch. In this case, Dsearch is set to 10 instead of 5,

and the change of performances are observed. It is seen From Fig. 7.17 that while

the performance of strongest group user does not change much, PD performance of

AMF based thresholding algorithm starts to improve for weakest group users as SNR

increases above 16 dB. However, increasing Dsearch from 5 to 10 does not affect the

performance of MF based thresholding since increasing Dsearch helps estimating the

interference matrix, Psi
(k)
l , better and MF does not use this matrix. T
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Figure 7.17: Average PD vs SNR curves for different averaged received power levels

(K = 16, T = 32, Dsearch = 10, 10 log
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β̄(4)
/
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)

= 30 dB)
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In Fig. 7.18 and Fig. 7.19, nMSE performances of different channel estimators are

demonstrated for the case when there are 16 active users and 10 log
(
β̄(4)
/
β̄(1)
)

= 30

dB. Here, Dsearch is taken as 10. In accordance with the PD performances given in

Fig. 7.17, the performance of MF based channel estimators are same as the ones

which take Dsearch as 5. For the AMF based channel estimators, nMSE curves start

to deviate from 1 when SNR is above 16 dB since the MPCs are started to be detected

by the AMF based CFAR thresholding algorithm.
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Figure 7.19: Performance of different channel estimators for strongest user group
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7.3 Performance vs. Number of Slow-Time Training Snapshots

In Fig. 7.20 and Fig. 7.21, the PD performance curves of AMF and MF based thresh-

olding algorithms are demonstrated against different values of J , which is used to

construct the JADPP before two-stage CFAR thresholding in (4.2), for 8 and 16 users

cases respectively. Equal SNR case, in which SNR(g)s set to 10 and 30 dB for all

user groups, is investigated. Note that, PD of AMF based thresholding algorithm is

almost equal to 1 in both 8 and 16 users case when SNR is 30 dB even for J = 1.

However, MF based thresholding requires 20 snapshots to detect all active MPCs of

8 users while it cannot attain the same performance for K = 16 case even for 30

slow-time training snapshots. When SNR is 10 dB, PD of AMF based thresholding

algorithm reaches to 1 after 10 snapshots, requires more slow-time training snapshots

to reach the same performance in 30 dB case, while MF based thresholding requires

30 snapshots when there are 8 active users. When there are 16 active users, PD of MF

based thresholding algorithm never reaches to 1. It can be seen that increasing J is

not enough for MF to attain the performance it has when there are 8 users.

In Fig. 7.22 and 7.23, nMSE performances of different estimators are shown against

different values of J when there are 8 and 16 active users with equal average received

power respectively. Here, T = Tfast = 32 are taken. As it can be seen, a very small

amount of training snapshots is sufficient for AMF based channel estimators to sus-

tain nearly optimal performance (given by RR-MMSE with true CCM). In contrast,

MF based estimators require much larger amount of slow-time training snapshots to

guarantee accurate enough CCM construction. In accordance with the results given

in Fig. 7.21, increasing J does not help MF based channel estimators to attain the

benchmark performance for 16 active users. In other words, nMSE performance of

MF based channel estimators given in Fig. 7.4 cannot be improved by increasing J

only.

Therefore, the considerable advantage of the proposed AMF based reduced rank es-

timators in terms of training overhead over the MF based ones is highlighted for

slow-time training mode.
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Figure 7.20: Average PD vs J curves for equal averaged received power levels (K =

8, Dsearch = 5, T = 32, SNR(g) = 30 dB for g = 1, . . . , G)
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Figure 7.21: Average PD vs J curves for equal averaged received power levels (K =

16, Dsearch = 5, T = 32, SNR(g) = 30 dB for g = 1, . . . , G)
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Figure 7.22: Performance of different channel estimators averaged over all groups for

different J (K = 8, Dsearch = 5, T = Tfast = 32, SNR(g) = 30 dB for g = 1, . . . , G)

0 5 10 15 20 25 30

# of slow-time training snapshots (J)

10-4

10-3

10-2

10-1

100

nM
S

E

RR-MMSE Est. with AMF
RR-MMSE Est. with MF
RR-MMSE Est. with True CCM
BA-LS Est. with AMF
BA-LS Est. with MF
BA-LS Est. with True CCM

8 10 12
2

2.5

10-4

Figure 7.23: Performance of different channel estimators averaged over all groups for

different J (K=16, Dsearch=5, T =Tfast=32, SNR(g) =30 dB for g=1, . . . , G)
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In Fig. 7.24 and Fig. 7.25, PD curves as a function of J are demonstrated for 8 and 16

users case respectively, when there are 15 dB power difference between weakest and

strongest group users, i.e., 10 log
(
β̄(4)

β̄(1)

)
= 15 dB is taken. It is assumed that SNR(1)

is 30 dB, and SNR(4) is 45 dB. Note that the performance of AMF for strongest

group users is similar to the performance of AMF when SNR(g)s are taken as equal.

However, when 16 active users are present, it is seen that the AMF does not reach 1

for weakest group users even for large values of J , and the performance of MF is very

low irrespective of J . For strongest group users, increasing J helps MF to increase

its performance up to a certain value only.

In Fig. 7.26 and Fig. 7.27 nMSE curves are provided for the weakest and strongest

user groups respectively when K = 8. When there are 16 active users, nMSE curves

in Fig. 7.28 and Fig. 7.29 are obtained for weakest and strongest user groups respec-

tively. All results are obtained when SNR(1) is 30 dB, and SNR(4) is 45 dB. In parallel

with the results deduced from the PD curves, for 8 users case, the performance of

AMF based channel estimators increases for both weakest and strongest user groups.

However, the performance of MF based channel estimators does not increase steadily

for strongest user groups as J increases when K = 8. It can be seen from Fig. 7.24

that PD of MF based thresholding reaches to 1 for strongest user groups while nMSE

curves of MF based channel estimators do not attain the benchmark performance for

large values of J . This is not a surprising finding since PD results indicates whether

the center of an active MPC is detected or not while nMSE performance is affected

from the width of the angular spread determined and false alarms. In Fig. 7.28 nMSE

performance of AMF based estimators and in Fig. 7.29 nMSE performance of MF

based estimators increases as J becomes larger which is highly consistent with the

results given in Fig. 7.25.
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Figure 7.24: Average PD vs J curves for different averaged received power levels

(K = 8, Dsearch = 5, T = 32, 10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB)
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Figure 7.25: Average PD vs J curves for different averaged received power levels

(K = 16, Dsearch = 5, T = 32, 10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB)
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Figure 7.26: Performance of different channel estimators in terms of nMSE vs J for

weakest user group (K=8, Dsearch=5, T =Tfast=32, 10 log
(
β̄(4)
/
β̄(1)
)

=15 dB)
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Figure 7.27: Performance of different channel estimators in terms of nMSE vs J for

strongest user group (K=8, Dsearch=5 T =Tfast=32, 10 log
(
β̄(4)
/
β̄(1)
)

=15 dB)
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Figure 7.28: Performance of different channel estimators in terms of nMSE vs J for

weakest user group (K=16, Dsearch=5, T =Tfast=32, 10 log
(
β̄(4)
/
β̄(1)
)

=15 dB)
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Figure 7.29: Performance of different channel estimators in terms of nMSE vs J for

strongest user group (K=16, Dsearch=5, T =Tfast=32, 10log
(
β̄(4)
/
β̄(1)
)

=15 dB)
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7.4 Performance vs. Fast-Time Training Length

In Fig. 7.30 and Fig. 7.31, nMSE performances of different channel estimators are

given as a function of Tfast when the length of slow-time training data, T , used for the

acquisition of CCMs and sparsity map is fixed to 32, for 8 and 16 users respectively.

In fast-time channel acquisition mode, small amount of training data is sufficient to

estimate effective instantaneous CSI by exploiting previously acquired slowly vary-

ing parameters. When the sparsity map is obtained accurately enough with the use of

AMF based CFAR thresholding, RR-MMSE and BA-LS, which are aware of the spa-

tial signatures of the channels, necessitates significantly reduced amount of fast-time

training when compared to the conventional LS type estimator, which is unaware of

the jointly sparse structure of the MIMO channel. On the other hand, conventional

LS type estimator shows superior performance to BA-LS type estimator for larger

fast-time training data when MF based thresholding is adopted. That is because of

the inaccurate construction of the sparsity map, which degrades the performance of

BA-LS type estimator significantly in case of MF based thresholding. It is important

to note that the results of conventional LS channel estimator with AMF or MF corre-

sponds to the performance of full dimensional LS channel estimator after projection

onto the beamspaces formed by AMF or MF based thresholding algorithms.
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Figure 7.30: Performance of different channel estimators averaged over all groups for

different Tfast (K = 8, Dsearch = 5, T = 32, SNR(g) = 30 dB for g = 1, . . . , G)
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Figure 7.31: Performance of different channel estimators averaged over all groups for

different Tfast (K = 16, Dsearch = 5, T = 32, SNR(g) = 30 dB for g = 1, . . . , G)
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7.5 Performance vs. Slow-Time Training Length

In Fig. 7.32, the average PD curves of different SNR values are demonstrated as a

function of slow-time training data, T , when 16 users exist with equal SNR. As T

increases, the performances of both AMF and MF based thresholding algorithms rise

considerably. It important to note that PD of both AMF and MF approaches to 1 even

when SNR is taken as −5 dB which is not seen in the previous results since T is

always set to 32 there. There is also a small increase in the PD for even −10 dB SNR

case when T > 140.

In Fig. 7.33, nMSE curves of different channel estimators are given for the scenario

stated above when SNR is taken as 20 dB for all user groups. It is noticeable that, MF

based channel estimators attains the benchmark performance for T > 80 while AMF

based channel estimators need T > 40 to achieve the benchmark. This behaviour is

consistent with the PD performance of AMF and MF based thresholding algorithms

given in Fig. 7.32.
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Figure 7.32: Average PD vs T curves for equal averaged received power levels (K =

16, Dsearch = 5)
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Figure 7.33: Performance of different channel estimators averaged over all groups for

different T (K = 16, Dsearch = 5, Tfast = 32, SNR(g) = 20 dB for g = 1, . . . , G)
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In Fig. 7.34 the average PD curves of weakest and strongest group users are demon-

strated as a function of slow-time training data, T , when 16 active users exist. Here,

SNR(1) = 20 dB and SNR(4) = 35 dB are taken. Note that increasing T remarkably

increases the performances of both AMF and MF based thresholding algorithms. PD

is equal to zero for weakest group users when T is taken as 32 which is consistent

with the findings given in Fig. 7.8.

In Fig. 7.35 and Fig. 7.36 the corresponding nMSE curves are given for weak-

est and strongest user groups respectively. The positive correlation between nMSE

performances and T also exists in the given results. nMSE performances of AMF

based channel estimators for weakest user group and MF based channel estimators

for strongest group user attain the benchmark performance as T increases. Note that

this behaviour is not seen in Fig. 7.9 and Fig. 7.10 where T is taken as 32.
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Figure 7.34: Average PD vs T curves for different averaged received power levels

(K = 16, Dsearch = 5, 10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB)
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Figure 7.35: Performance of different channel estimators in terms of nMSE vs T for

weakest user group (K = 16, Dsearch = 5, Tfast = 32, 10 log
(
β̄(4)
/
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)
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Figure 7.36: Performance of different channel estimators in terms of nMSE vs T for

strongest user group (K = 16, Dsearch = 5, Tfast = 32, 10 log
(
β̄(4)
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)

= 15 dB)
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In Fig. 7.37 the average PD curves of weakest and strongest group users are demon-

strated as a function of slow-time training data, T , when 16 active users exist. Here,

SNR(1) = 20 dB and SNR(4) = 50 dB are taken.

In Fig. 7.38 and Fig. 7.39 the corresponding nMSE curves are given for weakest and

strongest user groups respectively.

For the strongest user group, PD of MF based thresholding algorithm in Fig. 7.37 in-

creases as T increases and corresponding nMSE performances of MF based channel

estimators in Fig. 7.39 approach to nMSE performance of the benchmark. In Fig.

7.38, nMSE curves of AMF based channel estimators deviates from 1 which implies

that there are some detected MPCs belonging to weakest user group and it can be

confirmed from the results demonstrated in Fig. 7.37 where it is seen that PD perfor-

mance of AMF based thresholding algorithm for weakest users slowly improves.
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Figure 7.37: Average PD vs T curves for different averaged received power levels

(K = 16, Dsearch = 5, 10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB)
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Figure 7.38: Performance of different channel estimators in terms of nMSE vs T for

weakest user group (K = 16, Dsearch = 5, Tfast = 32, 10 log
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Figure 7.39: Performance of different channel estimators in terms of nMSE vs T for

strongest user group (K = 16, Dsearch = 5, Tfast = 32, 10 log
(
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7.6 Performance vs. Number of RF Chains

In Fig. 7.40 and Fig. 7.41, nMSE performances of different channel estimators based

on AMF and MF type JADPP estimators are demonstrated for K = 8 and K = 16

users cases respectively. It is seen from both figures that, increasing the number of RF

chains utilized in the hybrid beamformer architecture deteriorates the performance of

channel estimators. As the total number of RF chains increases, the effective channel

dimension increases leading to increase in the leakage from the noise and interference

subspace. Also, since there are large amount of RF chains available now, RF chain

distribution algorithm is likely to assign RF chains to MPCs which are declared as

active by the thresholding algorithms although they are not. This assignment results

in illuminating spatial regions where intended users are not actually present, and thus

capturing leakage from there.
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Figure 7.40: Performance of different channel estimators averaged over all groups for

differentD (K = 8,Dsearch = 5, T = Tfast = 32, SNR(g) = 30 dB for g = 1, . . . , G)
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Figure 7.41: Performance of different channel estimators averaged over all groups

for different D (K = 16, Dsearch = 5, T = Tfast = 32, SNR(g) = 30 dB for

g = 1, . . . , G)
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7.7 Performance vs. Look Spread

In Fig. 7.42, the PD curves of AMF and MF type JADPP estimators against the look

spread σ is given for SNR(g) = 10 dB and SNR(g) = 30 dB cases. In Fig. 7.43 and

Fig. 7.44, nMSE curves of channel estimators are demonstrated for SNR(g) = 10 dB

and SNR(g) = 30 dB cases respectively. The given results indicate that increasing σ

beyond a certain value decreases the performance of JADPP and channel estimators.

Note that σ determines the width of the digital search beams. When σ is continu-

ously increased and the number of digital search beams, Dsearch, is kept constant, the

intended region of interest can not be illuminated effectively anymore. To avoid the

performance losses after σ = 10° in the given results, one must increase Dsearch as

well.
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Figure 7.42: Average PD vs σ curves for equal averaged received power levels (K =

8, Dsearch = 5, T = 32)
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Figure 7.43: Performance of different channel estimators averaged over all groups for

different values of σ (K = 8, Dsearch = 5, T = Tfast = 32, SNR(g) = 10 dB for

g = 1, . . . , G)
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Figure 7.44: Performance of different channel estimators averaged over all groups for

different values of σ (K = 8, Dsearch = 5, T = Tfast = 32, SNR(g) = 30 dB for

g = 1, . . . , G)
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7.8 Performance vs. Search Dimension

In Fig. 7.45 PD curves of AMF and MF based thresholding algorithms are given for

both SNR(g) = 10 dB and SNR(g) = 30 dB cases when 8 users are active with equal

power. Also, nMSE curves for AMF and MF based channel estimators are given for

SNR(g) = 10 dB case in Fig. 7.47 and SNR(g) = 30 dB case in Fig. 7.48.

In Fig. 7.46 PD curves of AMF and MF based thresholding algorithms are given for

K = 16 case as well. Also, corresponding nMSE curves curves are provided in Fig.

7.49 and in Fig. 7.50.

Note that the performance of MF based estimators do not change much as Dsearch in-

creases. However, the performance of AMF based estimators are increased as Dsearch

becomes larger. Increasing Dsearch helps the BS to illuminate the intended angular

sector providing AMF to eliminate the effect of interferers better. It is noticeable

that AMF based thresholding algorithm and channel estimators requires Dsearch to be

equal to at least 3 forK = 8 case, and 5 forK = 16 case, for maximum performance.
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Figure 7.45: Average PD vs Dsearch curves for equal averaged received power levels

(K = 8, T = 32)
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Figure 7.46: Average PD vs Dsearch curves for equal averaged received power levels

(K = 16, T = 32)
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Figure 7.47: Performance of different channel estimators averaged over all groups

for different values of Dsearch (K = 8, T = Tfast = 32, SNR(g) = 10 dB for

g = 1, . . . , G)
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Figure 7.48: Performance of different channel estimators averaged over all groups

for different values of Dsearch (K = 8, T = Tfast = 32, SNR(g) = 30 dB for

g = 1, . . . , G)
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Figure 7.49: Performance of different channel estimators averaged over all groups

for different values of Dsearch (K = 16, T = Tfast = 32, SNR(g) = 10 dB for

g = 1, . . . , G)
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Figure 7.50: Performance of different channel estimators averaged over all groups

for different values of Dsearch (K = 16, T = Tfast = 32, SNR(g) = 30 dB for

g = 1, . . . , G)
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In Fig. 7.51 and Fig. 7.52, PD curves are given with respect to Dsearch for 8 and 16

users cases. It is assumed that there is 15 dB power difference between weakest and

strongest user groups, i.e., 10 log
(
β̄(4)

β̄(1)

)
= 15 dB is taken. It is assumed that SNR(1)

is 30 dB, and SNR(4) is 45 dB. Note that, when there are 16 active users, weakest

users requires Dsearch to be equal to 10 at least.

In Fig. 7.53 and Fig. 7.54, nMSE curves of different channel estimators are given

for weakest and strongest user groups respectively when K = 8. In Fig. 7.55 and

Fig. 7.56, nMSE curves of different channel estimators are given for weakest and

strongest user groups respectively when K = 16. It is noticeable that as the total

number of users increases, larger values of Dsearch are needed by the weakest user

group to attain benchmark performance.
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Figure 7.51: Average PD vs Dsearch curves for different averaged received power

levels (K = 8, T = 32, 10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB)
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Figure 7.52: Average PD vs Dsearch curves for different averaged received power

levels (K = 16, T = 32, 10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB)
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Figure 7.53: Performance of different channel estimators in terms of nMSE vsDsearch

for weakest user group (10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB, K = 8, T = Tfast = 32)
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Figure 7.54: Performance of different channel estimators in terms of nMSE vsDsearch

for strongest user group (10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB, K = 8, T = Tfast = 32)
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Figure 7.55: Performance of different channel estimators in terms of nMSE vsDsearch

for weakest user group (10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB, K = 16, T = Tfast = 32)
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Figure 7.56: Performance of different channel estimators in terms of nMSE vsDsearch

for strongest user group (10 log
(
β̄(4)
/
β̄(1)
)

= 15 dB, K = 16, T = Tfast = 32)
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In Fig. 7.57 and Fig. 7.58, PD curves are given with respect to Dsearch for T =

32 and T = 128 cases when there are 16 active users and 30 dB power difference

between weakest and strongest user groups, i.e., 10 log
(
β̄(4)

β̄(1)

)
= 30 dB. It is assumed

that SNR(1) is 20 dB, and SNR(4) is 50 dB. It is seen that when T is taken as 128,

Dsearch = 1 is sufficient for strongest users to achieve maximum performance. Also,

when T = 128, increasing Dsearch improves PD performance rapidly.

In Fig. 7.59 and Fig. 7.60 nMSE curves of AMF and MF based channel estimators

are given for T = 32 case. Similarly, for T = 128 case, nMSE curves in Fig. 7.61

and Fig. 7.62 are given for weakest and strongest user groups respectively.
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Figure 7.57: Average PD vs Dsearch curves for different averaged received power

levels (K = 16, T = 32, 10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB)
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Figure 7.58: Average PD vs Dsearch curves for different averaged received power

levels (K = 16, T = 128, 10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB)
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Figure 7.59: Performance of different channel estimators in terms of nMSE vsDsearch

for weakest user group (10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB, K = 16, T = Tfast = 32)
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Figure 7.60: Performance of different channel estimators in terms of nMSE vsDsearch

for strongest user group (10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB, K = 16, T = Tfast = 32)
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Figure 7.61: Performance of different channel estimators in terms of nMSE vsDsearch

for weakest user group (K = 16, T = 128, Tfast = 32, 10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB)
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Figure 7.62: Performance of different channel estimators in terms of nMSE vsDsearch

for strongest user group (K = 16, T = 128, Tfast = 32, 10 log
(
β̄(4)
/
β̄(1)
)

= 30 dB)
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7.9 Performance vs. Number of Angular Resolution Cells

In Fig. 7.63 and Fig. 7.64 PD and nMSE performance curves are given in terms of the

number of angular resolution cells which is expressed in degrees (angular resolution

is 0.25°), M , which is used to calculate spatial CFAR threshold in (4.6). It is seen

that some amount secondary cells are required for PD and nMSE performances to

be improved since CFAR threshold is calculated more correctly as the number of

secondary cells increases. The results are consistent with the fact that as M increases

CFAR loss decreases [50].
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Figure 7.63: Average PD vs M curve for equal averaged received power levels (K =

8, Dsearch = 5, T = Tfast = 32, SNR(g) = 30 dB for g = 1, . . . , G)
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Figure 7.64: Performance of different channel estimators averaged over all groups for

different values of M (K = 8, Dsearch = 5, T = Tfast = 32, SNR(g) = 30 dB for

g = 1, . . . , G)
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7.10 Performance vs. Angular Spread of MPCs

In Fig. 7.65 and Fig. 7.66 average PD curves of AMF and MF based CFAR thresh-

olding algorithms are depicted for different AS values of MPCs. Here, it is assumed

all MPCs demonstrated in Fig. 7.1 have same amount of AS. It can be seen from the

results that as the AS of the MPCS increase, the performance of both AMF and MF

based thresholding algorithms decreases, while MF deteriorates faster. The perfor-

mance loss is an expected result since we assume narrow AS in the proposed channel

model given in (3.3). As the AS of MPCs increases, channel power spreads over the

AS, and therefore our channel model starts to become invalid.
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Figure 7.65: Average PD curves of AMF for equal averaged received power levels

(K = 8, Dsearch = 5, T = 32)
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Figure 7.66: Average PD curves of MF for equal averaged received power levels

(K = 8, Dsearch = 5, T = 32)
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CHAPTER 8

CONCLUSIONS

In this thesis, we proposed a novel joint angle-delay domain power profile and sparsity

map estimator based on which CCMs of each users are constructed in full dimension,

and then effective beam and channel acquisition are carried out. The work done in

this thesis contributes the literature in many aspects. Firstly, we provide a novel adap-

tive algorithm to construct JADPP and sparsity map of a user channel inspiring from

radar literature. Secondly, we propose a fully parametric CCM construction method

based on the estimated long term parameters. It is proved that the estimated CCMs

are asymptotically convergent to the true counterparts. Third, we proposed a nearly

optimal beamformer design which uses estimated CCMs and also sparsity map of

the users. Lastly, based on the estimated CCMs and reconstructed beamformers two

different channel estimators are proposed. It is shown that the proposed estimators

attain the performance of the MMSE channel estimator with true covariance knowl-

edge. This performance is achieved by using reduced amount of slow-and-fast time

training data when compared to the conventional channel estimators. The work pre-

sented here is open to be developed further and can be examined in terms of different

aspects such as training codes, user mobility, user-grouping, RF chain distribution,

MPC grouping and beamformer design. How to obtain power profile and sparsity

map for OFDM transmission scheme might also be a future study worth to investi-

gate.

To summarize the work presented in this thesis, in Chapter 2, we expressed the statis-

tical signal and MPC models that the proposed methods are based on. An equivalent

multi-ray channel model is also provided.

In Chapter 3, the signal models given in Chapter 2 are transformed into a model from
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which the interested channel strengths at each spatio-temporal cell is acquired. Then,

the hybrid beamformer structure adopted in this thesis is presented, and how the initial

beams are formed and the sector of interest is scanned by these beams are detailed.

Finally, two different JADPP estimators are derived.

In Chapter 4, sparsity map of each user on angle-delay plane is obtained by applying

proposed two-stage CFAR thresholding algorithm onto the JADPPs constructed in the

previous chapter. Then, the CCMs of each MPCs are acquired by means of JADPPs

and sparsity map. Later, an exemplary scenario is given to illustrate the obtained

power profiles and sparsity maps of active users. Also, two performance metrics (PD

and PFA) are defined to be able to evaluate the performance of the proposed AMF or

MF based two-stage CFAR thresholding algorithms.

In Chapter 5, a covariance based reduced-rank analog beamformer design is proposed.

First, the common covariance matrices are constructed for user groups based on the

JSDM framework. Then, an MPC grouping algorithm is proposed for significantly

overlapping nonresolvable MPCs in angular domain. Finally, the construction of a

nearly optimal analog beamformer along with optimal RF chain distribution is given.

In Chapter 6, based on the sparsity map and CCMs obtained in Chapter 4, and ana-

log beamformer matrices updated in Chapter 5, two different reduced-rank channel

estimators are proposed.

In Chapter 7, PD and nMSE curves obtained from MC based simulation results are

demonstrated in terms of different parameters used in slow-time beam acquisition and

fast-time instantaneous channel estimation modes.
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APPENDIX A

DERIVATION OF AMF TYPE JADPP ESTIMATOR

Let the ith column of Ñ
(k)
l in (3.9) be η(k)

l,i ,
[
Ñ

(k)
l

]
(:,i)

. By using (2.2) and assuming

that random training sequences are used (pseudo-random code), i.e.,

E
{
x(k)
n

(
x

(k′)
n′

)∗}
= δkk′δnn′ , (A.1)

we can write the correlation matrix of the received sequence after hybrid beamform-

ing ỹn = UHyn in (2.1) as

Rỹ , E
{
ỹnỹ

H
n

}
=

K∑
k=1

L−1∑
l=0

UHR
(k)
l U +NoID. (A.2)

Then, it can be shown that E
{
η

(k)
l,m

(
η

(k)
l,n

)H}
= R

(k)
η,lδmn where R

(k)
η,l = Rỹ −

UHR
(k)
l U. Here, R

(k)
η,l can be regarded as the spatial autocorrelation matrix of in-

terfering MPCs other than the one located in CUT. By using (3.5) and R
(k)
η,l , we can

write the conditional pdf of Ỹ in (3.9) as follows

p
(
Ỹ
∣∣∣ R

(k)
η,l , α

(k)
l

)
=

exp

(
−Tr

{[
R

(k)
η,l

]−1 (
Ỹ−α(k)

l ũ(φi)(x
(k)
l )H

)(
Ỹ−α(k)

l ũ(φi)(x
(k)
l )H

)H})
πNT

[
det
(
R

(k)
η,l

)]T · (A.3)

The ML estimate of α(k)
l can be obtained as a result of the minimization problem

given below

α̂
(k)
l = arg max

α
(k)
l

max
R

(k)
η,l

ln p
(
Ỹ
∣∣∣ R

(k)
η,l , α

(k)
l

)
(A.4)

= arg min
α

(k)
l

min
R

(k)
η,l

{
T ln det

[
R

(k)
η,l

]
+

Tr

{[
R

(k)
η,l

]−1(
Ỹ−α(k)

l ũ(φi)(x
(k)
l )H

)(
Ỹ−α(k)

l ũ(φi)(x
(k)
l )H

)H}}
.
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In order to solve (A.4), the following matrix identities can be used: for given arbitrary

matrices A and X, we can write ∂
∂X

ln (det (X)) = X−1 and ∂
∂X

Tr {X−1A} =

− (X−1AX−1)
T [53]. By taking the partial derivative of the cost function in (A.4)

with respect to R
(k)
η,l and equating it to 0, one get

R̂
(k)
η,l =

(
Ỹ − α(k)

l ũ(φi)(x
(k)
l )H

)(
Ỹ − α(k)

l ũ(φi)(x
(k)
l )H

)H
T

(A.5)

which is simply the ML estimate of the autocorrelation matrix by using T samples.

Then, by replacing R
(k)
η,l in (A.4) with R̂

(k)
η,l in (A.5), the minimization in (A.4) can be

simplified as

α̂
(k)
l = arg min

α
(k)
l

det

[(
Ỹ − α(k)

l ũ(φi)(x
(k)
l )H

)(
Ỹ − α(k)

l ũ(φi)(x
(k)
l )H

)H]
. (A.6)

To simplify the above minimization, the inner term can be expressed in the following

quadratic form

α̂
(k)
l = arg min

α
(k)
l

det

[(
z− bα

(k)
l

)(
z− bα

(k)
l

)H
+ Ψ

]
(A.7)

where z = Ỹx
(k)
l

/∥∥∥x(k)
l

∥∥∥2

, b = ũ(φi)
∥∥∥x(k)

l

∥∥∥2

and Ψ is given in (3.11). Then, we

can modify (A.7) as

α̂
(k)
l = arg min

α
(k)
l

det

[
Ψ1/2

[
Ψ−1/2

(
z− bα

(k)
l

)(
z− bα

(k)
l

)H
Ψ−1/2 + I

]
Ψ1/2

]
= arg min

α
(k)
l

det

[
Ψ−1/2

(
z− bα

(k)
l

)(
z− bα

(k)
l

)H
Ψ−1/2 + I

]
. (A.8)

By using the Sylvester’s Theorem in [53], where det(I+AB) = det(I+BA), (A.8)

can be rearranged as

α̂
(k)
l = arg min

α
(k)
l

det

[
1 +

(
z− bα

(k)
l

)H
Ψ−1

(
z− bα

(k)
l

)]
= arg min

α
(k)
l

(
z− bα

(k)
l

)H
Ψ−1

(
z− bα

(k)
l

)
=

bHΨ−1z

bHΨ−1b
. (A.9)

Finally, the ML estimate of the complex channel gain of lth MPC of kth user can be

obtained as in the compact form given in (3.10).
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