
CLASSIFICATION BASED PERSONALITY ANALYSIS ON TURKISH
TWEETS

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES

OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY

GÖKALP MAVİŞ
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ABSTRACT

CLASSIFICATION BASED PERSONALITY ANALYSIS ON TURKISH
TWEETS

Mavİş, Gökalp

M.S., Department of Computer Engineering

Supervisor: Prof. Dr. İsmail Hakkı Toroslu

August 2019, 68 pages

Psychology researches suggest that some of the personality traits correlate with lin-

guistic behavior and nowadays people most commonly present themselves to the

world by using social media. In social media, users openly reveal insights into their

lives and details about their personality. Although, there are many studies related to

social media, only a small number of them work on personality prediction. In this

project, we used not only text data but also the other statistics of users of Twitter

which is one of the most commonly used social media platforms. The intent of this

thesis was modeling the correlation between Twitter data and Big Five Personality

Traits by using machine learning algorithms. In this thesis, collected data, methods

of analyzing them and the machine learning techniques that successfully predict per-

sonality are going to be described.

Keywords: machine learning, Twitter, personality, Big Five Personality Traits

v



ÖZ

TWİTTER’DAN KİSİLİK ANALİZİ

Mavİş, Gökalp

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi: Prof. Dr. İsmail Hakkı Toroslu

Ağustos 2019 , 68 sayfa

Psikoloji alanındaki araştırmalar bazı karakter özelliklerinin dilin kullanımı ile ilişki-

lendirilebileceğini ortaya koymuştur. Günümüzde sosyal medya kişilerin hayatlarına

dair detayları ve yaşayış şekillerine dair ipuçlarını dünya ile paylaştığı platform ko-

numuna gelmiştir. Sosyal medya üzerine bir çok araştırma olsa da bunların çok az

bir kısmı sosyal medyayı kullanarak kişilik analizi yapmayı amaçlamıştır. Biz araş-

tırmamızda Twitter’dan aldığımız dil kullanımından kaynaklı özellikleri, takip edilen

kullanıcı sayısı gibi diğer Twitter istatistikleriyle zenginleştirerek kullandık. Araştır-

mamızın amacı, Twitter’dan aldığımız bilgiler ile "Beş Büyük" kişilik özelliği (Dışa-

dönüklük, Duygusal Kararlılık, Anlaşılabilirlik, Dürüstlük, Yeni Tecrübelere Açıklık)

arasındaki ilişkiyi makina öğrenmesi algoritmaları kullanarak bulmaktır. Bu tezde,

topladığımız bilgiler, onları inceleme methodlarımız ve bunları makina öğrenmesi al-

goritmalarıyla kullanış şeklimiz anlatılmaktadır.

Anahtar Kelimeler: makina ogrenmesi, Twitter, personality, Bes Buyuk Kisilik Mo-

deli
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CHAPTER 1

INTRODUCTION

1.1 Motivation and Problem Definition

Social media is the place where people present their opinions in various topics. These

topics can be about just users’ daily thoughts or opinions about a product. Users

of Huawei products are also expressing themselves in these social media platforms.

The main of this project is detecting personality types of Huawei users to consider

user feedback in a more logical way. The information we will provide to Huawei

will be used to define their strategies to reach the users. As an example strategy,

if the users which give positive and negative feedback belong to different personal-

ity groups, Huawei can decide its advertisement policy diffently for these different

groups. However, how our results are going to be used is not in scope of this thesis.

In this project, natural language processing, text mining, clustering and classification

techniques are going to be used to make personality analysis from Twitter data.

1.2 Proposed Methods and Models

Character analysis is a widely researched topic in psychology and there are many

questionnaires in this purpose. Our main goal is matching these questionnaire results

with the social media profiles of the users and using this machine learning model to

identify personalities just by using social media profiles.

This project has mainly two parts:

• Natural Language Processing and Text Mining: NLP methods are used to ana-
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lyze written text in social media platforms. These methods gave us meaningful

information about both syntactic usage of words and meanings of them.

• Classification: Machine learning models are created by using twitter data and

personality questionnaire results. Then, these models are used to detect person-

alities just by using twitter data.

1.3 Contributions and Novelties

Our contributions are as follows:

• Using not only text data but also other twitter information such as user’s way

of interacting people.

• Turkish tweets are used and characteristics of Turkish language are examined.

• LIWC is used for Turkish texts.
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CHAPTER 2

RELATED WORK

Personality is one of the typical and enduring topics in psychology. Personality pre-

diction can be basically defined as identifiying personality traits of a person by using

a set of data. As the data set, naturally provided content such as information accu-

mulated in social media or data prepared specifically for this purpose such as essays

on a specified topic can be used. Current personality studies often rely on data from

well-controlled and specified environments [1]. However, SNS usage is getting more

and more popular and the data produced by the user can provide a valuable approach

to automatically determine human personality.

Social media is one of the most commonly parts of the Internet. According to Bargh’s

research the reason for this popularity is because internet is important on daily life

[2]. Statistics prove that 1 in every 3 minutes of time spent in the Internet is spent

on social media sites[3]. In 2010, 61% of adults in USA were using SNS and this

number is naturally axpected to increase.[4]. Not only adults but also young people

show inclination to use these sites. According to a study made on college students,

male and female students use SNS equally and they spend nearly 3 hours per day on

SNS [5]. In 2005, a survey on social networking websites forecasted that there are

115 million members using SNS[6].

Although SNS is getting more popular everyday, its association with personality is

a still open research area to define if users express their personality in these sites

or if personality judgments made by using the data based on a person’s microblog

are accurate. Defining these open topics will help to improve our knowledge of the

relation of social media and personality.
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Nowadays, most of the studies about personality analysis works on samples provided

under certain conditions. In this purpose, owner of the samples are generally leaded to

talk or write on specified topics such as a recent personal loss [7], their personal future

goals [8][9] or their daily events [10]. Thus, it still remains unclear what could be the

result of these studies in situations more like real-world. In real world samples, peo-

ple’s personalities can be defined not only by using their writings on a specific topic

or what they say about them, but also free form writing samples created by them [11].

Naturalistic approach is proved to be more powerful by Mehl and colleagues[12]. In

this research, they have recorded speaking samples of participants’ natural language

usage and behavior. This researched provided good results about the relation be-

tween natural language use and personality is identified and many of them was not

documented in previous researches on personality analysis in laboratory studies [12].

SNS are the topic of most of the researches on on social media use [13]. SNS can be a

great venue for expressing alternate selves. It is identified that people, especially those

high in social anxiety, show hidden self-aspects which they don’t normally express in

their everyday life in these sites[14]. People don’t always show their natural selves in

SNS, they also present their possible and ideal selves in SNS [15]. This can seem like

a contradiction findings about accuracy of social profiles. However, this togetherness

of both possible and actual selves are good to be used together and both of them can

give unique clues about personality. Moreover, there are researches which prove that

automated personality judgments depending on digital footprint are more correct than

foodprints of the users’ relatives [16] [17].

Identifying users’ personality can be used for commercial purposes, social psychol-

ogy or recommendation systems to build more personalized architectures to provide

better user experiences.

2.1 By Amount of Social Media Use

The amount of time spent on SNS gives unique clues about users’ personality accord-

ing to many researches.

A study on college students stated that people who spend more time on SNS are more

4



unlikely to feel less satisfied with their lives. This finding is interpreted as power of

SNS to overcome low self-esteem and low satisfaction[13].

SNS use also correlated with Big 5 personality traits. It is indicated that three person-

ality dimensions are relavent to use of social media: neuroticism, extraversion and

openness [18].

Conscientiousness doesn’t show guaranteed correlations with SNS usage because

of contradictions in different researches. In a research, it is shown people high in con-

scientiousness are using SNS more easily[19]. However, according to Wilson’s and

Ryan’s researches conscientiousness has opposite clues about ease of SNS use[20]

[21].

Openness is generally found to be correlated with higher SNS use [22]. This cor-

relation is also proven by another study of college students. This study states that this

correlation exist because people spend more time on SNS are generally more open to

new experiences[23].

Extraversion is related with many aspects of internet. Amichai states that people

who is defined as extravert are not more likely to be heavy Internet users [24] com-

pared to those individuals who are more introverted . It is also proved that extraverts

are less likely to update their profile texts, post alone photographs, [25] or post on

their walls [26]. However, these doesn’t show that extravert people don’t likely to use

SNS. There are researches state that extravert people are regular SNS users especially

for messaging [23] [18].

Neuroticism decrease the use of the internet but increases the tent to use SNS. Less

neurotic people don’t use Internet as heavy as their more neurotic counterparts[24].

Neurotic individuals are found to be more likely to use SNS [27] [26].

5



2.2 By Interaction with Others

SNS is a platform where users can socialize with the others. Some of these interac-

tions such as liking someone’s post or leaving a text message in someone’s wall can

be detected in social networking sites.

One of the interactions which can be detected is number of friends of a user. This

parameter is correlated with multiple traits of the five personality dimensions. A

research which used the myPersonality dataset of Facebook to detect the correla-

tion between user’s activity on Facebook and user’s personality found that number

of friends and neuroticism are negatively correlated[28]. Also, Schrammel detected

that more opem people have more friends in social networking sites [29]. Number

of friends is also found to be correlated with extraversion according to multiple re-

searches. People who are extravert have more friends than people who can be called

as introvert [30] [31]. These people can be called as popular users in also in Twitter

[32].Extravert people not only have high number of friends but also they have higher

quality friendships in SNS [33]. The reason for this is stated as higher self-esteem in

a research[18]. People also has preferences while choosing friends in SNS. Work in

[34] showed that agreeable people are chosen as friends more often because they are

referred as easy to communicate.

SNS users can interact with others by using their public time lines or direct communi-

cation. Direct communication interaction is generally studied as text based feature in

researches. Posting something to another user’s profile is found to be correlated with

just openness dimension of big five personality traits. Two researches on Facebook

has proven that people who are more open to new experiences are more likely to post

on others users’ walls [23] [26].

Another way of interaction with other users in SNS is re-sharing the things which is

shared by other user. In Twitter environment this action is called retweeting. A study

was found that the users’ tendency to retweet and The Big Five personality traits are

correlated[35]. It proved that there are strong correlations between this frequency and

user’s personality.
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2.3 By Text Based Features

As it is stated previously, the Internet and especially SNS usage is getting more and

more popular. According to a research, primary purpose of people to go online is

communication [36]. This causes huge accumulation in written text data because

text message is the main way of online communication. There are many researches

work on text data collected from SNS. [37] showed that personality prediction which

is done automatedly by using the language in social media are even more accurate

than personality judgments of users’ relatives. Linguistic signs in SNS are proved to

be enough to recognize individuals’ personality [38]. In one of the most reputed re-

searches in personality analysis area, linguistic features were half of the total features

and the highest number of correlations has been found about linguistic cues [39].

Finding correlations of personality traits with text-based features has been studied

in many researches. In [40], it is proven that free-form profile attributes give more

accurate clues abour personality prediction. Thus, text based features are studied

more commonly than non-text based features in the literature.

To analyze personality by using text data, there are many ways to get meaningful

cues from the text. Polarity of the words or sentences or word counts can be used in

any SNS platform like Facebook, Twittter or in combination of different SNS plat-

forms. Although the majority of the studies are done in English, there are also many

researches working on other languages too.

2.3.1 Non-English Texts

In literature, most of the researches about automated personality detection worked on

English texts because it is easier to collect bigger amount of data. Another reason for

this is that most of the tools like LIWC are built in English an they are ready to use in

English without any data preparation. However, there are still many studies working

on other languages in SNS.

Chineese is one of the most commonly studied languages about automated personal-

ity detection because of the amount of data can be collected. In [41], they proposed
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an idea to detect personality automatically by using SNS contents in Chinese lan-

guage. In this purpose, they extracted features from 1766 Sina micro blog users. To

create features, they configured LIWC to work with a simple Chinese dictionary. By

using this configured version of LIWC and Sogou Cell Lexicons they trained their

machine learning system. They found valid correlations between linguistic cues and

music tastes of users. Another research which uses Chineese language and LIWC in

Sina platform was also mainly focused on text features as they are 71 of their total

78 features and they found valid correlations[42]. As classfier Naive Bayes and Lo-

gistic Regression aare used in this study. In a study on Chineese Language worked

on 222 Taiwan Facebook user by using an open-vocabulary approach [43]. In this

research, different methods were used to compare the performances. They used term

frequencies, tokenization and feature selection algorithm by using recursive feature

elimination techniques. As the result, their precision was 60% by using a dataset in

Chinese.

One of the studies on Twitter was working in multiple languages like English, Span-

ish, Dutch, and Italian tweets [44]. They tokenized the terms from the language used

in Twitter and these tokenized terms are matched with enhanced version of LIWC.

There are many meaningful results in this study but the best results achieved are in

predicting the Openness dimension.

Another study done for Twitter texts was in Indonesian language [45]. They translated

the MyPersonality dataset contents to Indonesian Language. Then, they extracted the

most frequent 750 words similar to other open-vocabulary approaches. The classifi-

cation algorithms used were Naive Bayes, KNN, and SVM. Higher accuracy obtained

was 72.29% and it is stated that this could be increase if a native Indonesian language

dataset was used.

2.3.2 English Texts

2.3.2.1 Twitter Based

Twitter is one of the mostly researched environments to detect personality automated.

In previous sections, many researches has been mentioned about personality analysis
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from Twitter by using interactions with others and amount of Twitter use. There are

also many others which uses linguistic cues from Twitter. To detect personality by

using text data of twitter, there are multiple approaches and majority of them utilizes

LIWC while some others using grouping text data called tweets.

In [46], tweets are grouped as positive or negative. Then classification algorithms ap-

plied to found personality dimensions and polarity of the tweets are correlated. The

results were promising. However, in this research, neutral tweets were not classified.

In a study on Twitter, tweets are grouped as : negative, positive and neutral[47]. In

this research, it is presented as innovative to perform grouping the tweets instead of

looking the whole user profile. This can be an example to do automated personal-

ity detection on groups created by an algorithm in a semi-supervised way. In this

study, both supervised and semi-supervised learning approaches were used with a

list of meta-attribute features in a Naive Bayes classifier. It is proved that the semi-

supervised learning produce better results than supervised learning.

In [32], 335 Twitter profiles were analyzed and these profiles are divided into 5

groups: listeners who tends follow more users, popular people who has more fol-

lowers, highly read people and two other user types which are decided by using two

social media indices such as Klout and TIME. In this research, they worked on the

correlation of personality dimensions and these five categories of microblog users.

From this relation a correlation table has been created and personality was tried to

be detected by using a regression with the M5 Rules algorithm. Personality traits of

these user profiles were found succesfully and the results were promising.

In one of the highest reputed researches in automated personality detection area, they

used tweets of 50 Twitter users’ to train their model [39]. The aim of this research was

predicting personality scores. In this purpose they have used 91 text based features

from LIWC and MRC. In addition to that, they have done sentiment analysis on

tweets. Then, they utilized Gaussian Process and ZeroR in the collected data and

Mean Absolute Error was collected for each personality trait. The smallest MAE

achieved was 0.119 for the Openness trait and the algortihm used was the ZeroR.

Most of the researches in this area was done by using Big 5 personality traits but

there are some which works on other personality characteristics. In [48], they made
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the prediction of the Dark Triad Personality in Twitter environment by using classifi-

cation. In total, they have chosen 337 features to predict personality. Some of these

features were from Twitter statistic and most of the features were about frequency of

predefined words for each user. SVM, Random Forest, J48 and Naive Bayes were

used for 2,927 Twitter users from different countries. In this study, they found the

correlations between these personality dimensions and Twitter users. The result with

highest accuracy was that psychopath and machiavellian people tend to use words

associated with anger included swear words.

2.3.2.2 Other Social Network Sites Based

Facebook Automated personality detection from Facebook profiles is a commonly

researched area. There are many studies which uses non-text based features like

Facebook popularity or user interactions with others. There also many researches

which uses the texts in Facebook posts as it is going to be mentioned in this section.

There is a ready to use data set called MyPersonality which is created by David Still-

well by collecting huge amount of information from Facebook users. This data set

contains information of over 6 million users which are from various backgrounds,

age groups and cultures. Data collected is assumed as valid in the literature because

the participation was totally based on voluntariness. There are many studies which

uses this already created data set instead of trying to collect information to create

grand truth to detect personality from Facebook. One of these studies which use

MyPersonality corpus was using open-vocabulary approach to detect features by La-

tent Dirichlet Allocation algorithm [49]. In this study, LIWC is also utilized to create

features and it has been showed that models created by LDA outperformed the model

which is created by LIWC. Another study which also uses open vocabulary approach

on MyPersonality dataset with both Latent Dirichlet Allocation and Support Vector

Regression [50]. This study showed validity of LDA when the results are compared

with SVR. Both of these studies were working on personality prediction and they

showed strong relations between MyPersonality corpus and Big 5 personality traits.

There are also many other studies which collected their own data by surveys and var-

ious ways. In [51], the correlation between emotions in posts of Facebook users and
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their personality was investigated by considering characteristics like age and gender.

In this research, closed-vocabulary approach was used with LIWC. There were, 100

features used in this study and 81 of them are text based features which are com-

ing from LIWC. The other non-text based features were SNS features and time re-

lated statistics of Facebook. By using these features different classifiers were trained.

K-Nearest Neighbor was the one with the highest precision and several interesting

investigations were done in this study.

Like in [51], Extroversion is the personality trait which gives the most correlated

results with the features extracted from Facebook. Another study about personality

detection from Facebook by using text based features found that extrovert people are

showing a great self-disclosure in their Facebook status updates [52]. As the reason

for this, it is stated that extroversion is associated with self-monitoring [53] and self-

consciousness [54]. Talking about hidden self-aspects is studied in another research

too [24]. According to this study neurotic people also tend to show their hidden

self-aspects like extrovert people because neurotic and extrovert people show similar

behaviors like people high in social anxiety.

Neurotic people are people who are low in self-esteem [14]. This relation is re-

searched in Facebook status updates too [55]. It is found that neurotic people use

negative emotions via Facebook just like people low in self-esteem.

LIWC is a commonly used tool in researches about automated personality detection

from Facebook. There is a study which validates the use of LIWC in these researches

[56]. In this study, survey results and features extracted from LIWC are used as

predictors and regression model is created to predict Five Factor personality of the

users. The classified model was working with the 74.6% accuracy which can be

considered as a successful result. This study showed the validity of LIWC usage in

personality prediction from Facebook.

Blogs Blogs are also a good source of text based data because expressing the users’

opinion is the written format is the main aim in this environment. In [57], blog text is

proved as a promising way of predicting users personality.

In [58], blog posts of 694 users are studied to find relation by using words with the
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Big Five personality traits. Both open and closed vocabulary approaches are used in

this study to create classification models. In closed vocabulary approach 66 LIWC

categories were used and in open vocabulary approach words are used individually

by dividing the text. This study found most of the correlations about the openness

dimension of Big Five personality traits. While openness is related with the 393

words, other traits were found to be correlated with just 30 words.

Another study which uses users2 leanings about choosing words improves Yarkoni’s

results by predicting personality dimensions by using selected features [59]. In this

research, the n-gram usage frequencies are counted. Also utilization of stop word

is considered by observing if stop words are used or omitted. These features are

combines with the features extracted from LIWC and a model is classified by SVM.

The results were similar to the previous study and most of the correlations found

about openness dimension of Big Five personality traits.

Youtube Youtube is a video sharing platform and most of the videos there contains

language use. When the data is converted into written format, it can be easily used to

classify the personality by using text based features.

In a study which uses both text based and non-text based features different kinds of

regression algorithms are used and the results are compared [60]. This study used

data of 404 YouTube vloggers. In this study, 7 different type of feature was used

and 81 of them were LIWC features by using text data. The rest of the features were

gender, NRC features, SentiStrength scores and audio-video features. Then by using

these features different kinds of regression algorithms were used and the results were

compared. The base learner chosen in this study was decision tree algorithm. The

study showed that lowest RMSE found was in conscientiousness dimension of Big

Five personality traits with a value of 0.64. The algorithm which gave the best results

found to be Multi-objective random forest multivariate regression algorithm.

Cross Media Many studies which uses a specific SNS platform to create dataset

have been mentioned previously. These platforms might be Facebook, Twitter, blogs

or Youtube. However, there are also some researches which combines two SNS plat-
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forms for collecting data to create a classifier model.

In [61] , they collected data from 175 Twitter and Facebook users who are job appli-

cants to see if their personality can be detected in their social media contents. They

observed badmouthing behaviors of the users as the feature. The expected personal-

ity traits to be detected by using badmouthing are extraversion, conscientiousness and

agreeableness. This research showed that both agreeableness and conscientiousness

are negatively associated with badmouthing through SNS. However, no clue has been

found about the correlation between extraversion and badmouthing.

Another research which focuses on both Facebook and Twitter tried to detect the

user preferences of those two platforms [62]. In this study, they observed the user

actions about an advertisement which is posted in both Facebook and Twitter and

revealed a differential relationship between user behaviors on both of these platforms.

Personality differences has been showed by using user preferences for Facebook or

Twitter. It has been found that different purposes are the reasons for people to use the

same sites.

In [63], Youtube is added to Facebook and Twitter. They tried to predict personality

by utilizing datasets from these three SNS platforms. The extracted features were

features from LIWC, NRC and MRC features, SentiStrength features, SPLICE fea-

tures, demographic characteristics of users and audio-video features for the YouTube

dataset. NRC and audio-video features were extracted just from Youtube dataset but

the other features were common for all of these three datasets. Both multivariate and

univariate techniques were used in this research and the classification model is cre-

ated by Support Vector Machine and decision tree. It is stated that the best results

achieved were by using the decision tree algorithms. Cross-media personality pre-

diction was performed successfully in all these three platforms. However, according

to the results, it is showed that using three different datasets from different platforms

didn’t increase the accuracy of their classifiers.

A research about personality prediction by utilizing cross-media dataset uses Twitter

and Instagram [64]. Combining features from Instagram was a good contribution in

the literature. Linguistic features were extracted both of these platforms. In addition

to the linguistic cues, statistics from Twitter and image features of Instagram were
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extracted.
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CHAPTER 3

PRELIMINARIES

3.1 Personality Analysis

Predicting personality is a task of identifying a person’s personality trait by a dataset.

There are different approaches to detect personality based on different kinds of dataset.

Knowing individuals’ personality can create the opportunity to create systems to pre-

dict about preferences across environments and contexts and develop recommenda-

tion systems.

Traits are the first representation of a personality structure and they represent a neu-

ropsychic structure. Personality traits can be defined in two levels in the theory of

traits psychology. The first level in this theory is called trait and personal disposi-

tion is the second level. The difference between these two is that traits are shared

among different individuals while the personal disposition is about a single person.

Comparison between people can be studied by using traits. However, in the personal

disposition only a single person can be studied. The traits can be detected by using

frequency, variety and intensity of a certain behaviour that an individual shows. As an

example, if a person is sarcastic, we can expect that person to do sarcastic comments

in any environment like a classroom or a social networking platform.

Personality detection based on social media usage behavior and content to create per-

sonalized recommendation systems is one of the top topics of the overall Internet

area. However, in literature, personality dimensions were generally learned by ques-

tionnaires. It is not logicallypossible to get personality scores of large amount of users

for personalized recommendation systems. Previous works in the field of psychology

and HCI has showed the importance of detecting users’ personality traits and their
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preferences. Detecting those can help to build personalized and adaptive systems to

ensure improved and better user experiences.

Recommender systems by using personality is a well researched area. Beside, the

correlation between music taste and personality is well constituted area in literature

[65] [66]. Deduction of personality traits from SNS profiles can let recommender

systems to have better accuracy.

Advertising can be another great topic which can benefit from known personality.

[67] demonstrated relation between consumer personality and marketing techniques.

The results of this study shows that knowing personality can be very beneficial for

advertising.

3.2 Big Five

In last decades, psychologists who work on personality analysis by using lexical

approach, ended up viewing personality in five dimensions [68]. This approach is

known as Big Five personality traits [69]. This model alleges that dimensions such as

neuroticism, openness, extraversion, agreeableness and conscientiousness can com-

prise most of the structure of the personality traits. Big Five personality traits is

known as the most widely accepted personality dimensions in psychology[70].

Extraversion (also known as surgency), is the degree for dimensions like activeness,

pretentiousness, talkativeness [71]. Neuroticism which describes emotional stability

gradetes people according to level of anxiety, depression and nerve [72]. Agreeable-

ness is dimension to describe characteristics like gentleness and kindness [73]. Con-

scientiousness is about being respectful, organized, and trustworthy [74]. Openness

is basically tells about openness to experience new things. This covers personality at-

tributes like creativeness and introspectiveness [75]. These dimensions are accepted

as most extensive way of abstraction of personality.

There are many researches which use Big Five personality traits. In some of them

correlation between personality traits and personal values like aims, impetuses, needs

and values is worked [76]. Big Five personality traits is also tested in many ways such
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as its stability[77], its geographic distribution[78] and it gives valid results in these

researches and many others.

3.3 LIWC

The Linguistic Inquiry and Word Count tool, known as LIWC, is a widely used and

well-known tool for analyzing text to evaluate psychological properties from lan-

guage [10]. LIWC is the most commonly used text analyzing tool in studies which

are investigating the relation between psychological variables and word use. It is ac-

cepted as accurate in the literature because it has been proven in many researches.

LIWC’s main aim is identify patterns related with personality traits. This is done by

calculating frequencies of words into psychologically meaningful categories, such as

social terms, pronouns and affect terms [79].

LIWC extracts 81 features from a text including features about standart counts like

word count [80]. There are also features about psychological processes like the fre-

quency of the words which is related to love or hate. Some of the features in LIWC

are related to usage of verbs. In this purpose, LIWC counts the number of verbs which

describes an action in the past or the verbs which are used in future tense. LIWC also

consider personal concerns, for example, the number of words which refer to occupa-

tion. Most of the features extracted by LIWC are about linguistic dimensions. These

features related to linguistic dimensions are coming from the frequency of word types

such as swear words.

Linguistic Inquiry and Word Count features are tested in three different datasets from

various SNS platforms such as Facebook, Twitter and Youtube. Six of the features

were found to be significantly correlated with the Big Five personality traits dimen-

sions across all the three datasets. Depending on the dataset type, these features

showed different relations. For instance, word count showed a correlation with agree-

ableness dimension of Big Five personality traits in all three datasets. However, the

relation is 0.02 in Facebook, 0.31 in Twitter and it is negatively related in Youtube as

-0.11 [63].

LIWC is originally developed in English but it is translated in many languages such
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as Chinese, Arabic, Italian, Dutch, Korean, German, Portuguese, Norwegian, and

Spanish. In all these languages, LIWC works in closed-vocabulary approach. Chi-

nese dictionary can be a good example for the creation of LIWC tool in a different

language. Chinese version of LIWC, called CLIWC, is created by master degree can-

didates. Final version of CLIWC is the combination of three different dictionaries.

This combination is validated manually [81].

3.4 Text Mining

Data can be understood as a quantity of facts that can be any data in a database, but

also it can be data which is hidden in a simple text file. Text is one of the most natural

ways of storing information. A study mentioned that in average, 80% of a company’s

information is stored in text documents [82]. The aim of analysis of the text data

is finding connections and hidden patterns in textual data. The found pattern’s qual-

ity can be measured by their validity, comprehensibility for humans, usefulness and

novelty. There are different methods to find new patterns but generalized models can

be produced by the found connections. The usefulness of the extracted data can be

measured by how much benefit it generates for the user.

Text mining is mentioned in [83] for the first time. According to this study, text min-

ing is described as a process to extract significant patterns to improve the knowledge

of text based data sources. It is also viewed as an easy way to get data that struc-

tured from irregular data patterns and has meaning[84]. The knowledge extracted is

expected to be novel, valid, ultimately understandable and potentially useful. This is

done by extracting non-trivial and interesting knowledge from unstructured text based

data.

According to [85], text mining can be viewed as an extension of data mining or knowl-

edge discovery from databases. However, text mining is a more complex task than

data mining because it deals with text data which is inherently vague, fuzzy, uncertain

and unstructured. In literature, text mining is assumed as a process with a series steps

like information extraction, the use of data mining and statistical procedures [86]. It

also uses techniques from information extraction like natural language processing,
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information retrieval and connects those extracted features with the methods and al-

gorithms of statistics, KDD, machine learning and data mining. According to [83],

text mining doesn’t have one definition but there can be different definitions of text

mining by considering related research area. For example, in a study text mining can

be seen as a way of information extraction which is extraction of facts from texts but

in another concept it is accepted as a way of data mining done on text data as they

both try to find useful patterns from data. However, this study also states that text

mining is not different from data mining when preprocessing is done successfully.

Text mining is a language dependent process while data mining is not dependent on

language in general. To work language independently in text mining, developing text

refining algorithms is essential. That is the reason that most of the studies works

on text mining focus on English documents. Mining texts in other languages cre-

ates opportunity to access previously unused information and to offer a new host of

opportunities.

3.5 Twitter

Microblogs can be seen as a new trend which provide a great communication chan-

nel for users to share information which they likely would not share by using chan-

nels like phone, email, weblogs or IM. Popularity of micro-blogging increased quite

quickly because it allows building common ground, enhancing information sharing

and maintaining the feeling of connectedness among community. Being an option for

online social networking is another main reason for microblogging to gain popularity

quickly. The reason for users to choose microblogging instead of blogging is it speed

and brevity[87]. Thanks to microblogging users can focus on the things happening

at that moment. According to [88], this speed and possibility to share thoughts right

at that moment lets users to talk about their daily routines, report news or carry out

conversations.

Using microblogging is an activity that people share brief text data about tiny things

that are happening in their daily life such as what they are thinking, reading and

experiencing [89]. People are using micro-blogging also to gain a level of cyberspace
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existence and to feel another way of connection with the world. Micro-blogging is

enabled by a variety of SNS tools such as Facebook, Twitter, Instagram, Pownce,

Jaiku.

Twitter is one of the most popular microblogging tools. It has seen a huge growth

since it was launched in October, 2006. Statistics show that the number of users on

Twitter are rising constantly and it reached up to 313 million users by June 2016. In

Twitter, users share their daily life activities with family members, friends and co-

workers. Twitter is a not only a microblogging service but also it is a service which

let user for social networking. The difference of Twitter from other SNS platforms

like Facebook is that reciprocity between followers is not required in Twitter. Users

can follow other users and also they can be followed by other users. Users can share

news, information and opinions with interested observers[88]. They can also seek

knowledge and expertise in tweets.

The posted message in Twitter is called as "tweet". Tweets can be length of 140 char-

acters as maximum. They can contain images, sounds or texts. A tweet can be shared

by another user and this is called "retweet". In Twitter, 250 billion tweets are shared

per day [47]. These tweets have rich opinions about various subjects that can be use-

ful for psychologists, marketers and other people who are interested in the extraction

of opinions, moods, views and attitudes. The language used in tweets is generally

informal with special characters and slangs. That is a reason that automated analysis

of tweets is more difficult than more formal texts which have a better language usage

and more characters.

According to [90]’s dual-factor model, people are motivated to use Twitter by two

needs: self-presentation and belonging. Self-presentation is the main reason for

Twitter use. Twitter activities that accomplish self-presentational purposes include

wall content, profile information, and posting photographs [91]. Users who are seek-

ing popularity tend to engage in strategic self-presentation, disclose information and

enhance their profiles on Twitter [92]. Therewithal, in [93], it is showed that Twit-

ter profiles generally represent real self-presentation of the users. Belonging is the

second reason to use Twitter because it maintains and form the relationships [94].

Twitter lets users to carry out their belonging needs through learning about others
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and communicating. Twitter can be a good platform to cope with feelings of social

disconnection because it enables relationship development and peer acceptance [95]).

The monitoring of Twitter profiles of the users is possible thanks to API that is pro-

vided by Twitter. This creates a way to access to user information and data retrieval.

This API is divided into Stream API and Search API. The Stream API is a way for

accessing real time messages as it can be understood from its name. On the other

hand, the Search API is the way of accessing set of recent tweets. There are several

libraries available in different programming languages to access to the API provided

by Twitter [96].

Twitter have created the opportunity for collection of huge amounts of linguistic data

which reveal users social behaviors and characteristics [97]. This data can be used in

several areas like predicting user preferences across environments and contexts and

develop recommendation systems.
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CHAPTER 4

METHODS

4.1 Data Collection

To create our data set, we have done two things. Firstly, we administered a 60 question

version of the Big Five Personality Inventory to volunteers. In the questionnaire, we

have also collected their demographic information. Then, by using Twitter usernames

of the volunteers, we have collected their tweets and Twitter information.

Figure 4.1: Dataset Details
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4.1.1 Big Five Personality Trait Scores

Personality is traditionally measured by answering a series of questions. The ques-

tionaries which are used in this purpose generally contains from 20 to 360 questions

and this is stated as the best way to measure the personality[98].

To have a valid ground truth, we needed accurate Big Five Personality traits results

of the people whose tweets we are using. In this purpose, instead of creating our own

questionnaire and algorithms to calculate Big Five results, we have used an already

proven questionnaire which automatically calculates accurate Big Five results.

During our literature survey, we have tried to find the most accurate and scientific Big

Five questionnaire. The questionnaire we have found was based on the most modern

researches on Big Five Personality traits and it was designed in the professional re-

search settings. However, it didn’t provide an API to use it in a programmatic way.

Also, the algorithms used to calculate the Big Five results according to this question-

naire was not provided. On the other hand, there isn’t a Turkish Big Five Personality

questionnaire which is proven as accurate in the literature.

To use the questionnaire we have found in our literature survey, we have developed

an alternative way:

• Firstly, we needed to translate the questionnaire to Turkish because the found

questionnaire was in English. The translation was done manually.

• Then, Google Forms is used as the environment to serve the translated ques-

tionnaire.

• Results were exported from Google Forms in Microsoft Excel format.

• Exported results we got from Google Forms were represented as numbers such

as 1 represents the first choice in the related question of questionnaire, 2 repre-

sents the second choice, etc. By using Selenium application these results were

reflected into website of the questionnaire.

• By using Selenium, we made questionnaire to produce Big Five Personality

Traits by its proven algorithm. To do this, the website is manipulated by trig-
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gering the right flow by Selenium.

• The results produced by the questionnaire were saved into text format by a

Python script. These text files are saved by using the timestamp we got from

Google Forms and this timestamp is expected to be unique.

The obtained result has scores for each dimension of Big Five Personality Traits(Neuroticism,

Openness, Extraversion, Agreeableness and Conscientiousnes). These values were

represented as percentage.

The questionnaire we have used contains 60 questions. In other words, there were

twelve questions for each of the Big Five Personality Traits dimension in the ques-

tionnaire we have used. Each question had 5 possible choices. The first one represents

that the corresponding statement is inaccurate for the user, fifth one states that user

finds the corresponding question as accurate for himself/herself and the third one is

the choice to select when user is neutral to the question.

The score distribution for each dimension of Big Five Personality Traits is shown in

Table 4.1.

Table 4.1: Big Five Score Distribution

0-25 25-50 50-75 75-100

Openness 0 0 15 25

Conscientiousnes 0 13 18 9

Extraversion 4 18 12 6

Agreeableness 0 9 31 0

Neuroticism 0 10 23 7

25



4.1.2 Demographic Information

Demographics can be described as the characteristics of a population. These charac-

teristics can be ethnicity, race, gender, age, ethnicity, education, profession, occupa-

tion, income level.

To decide which demographic features of the participants we can use, we have checked

the literature in details. Our aim was to hinder asking unnecessary things to the par-

ticipants in our survey.

Many of the demographic information such as race and ethnicity was common for

our participants because all of our participants were Turkish with the same ethnic

background.

Some of the demographic information such as profession and occupation found to

be non-affective on personality according to the studies which works on correlations

between demographic information and Big Five dimensions [51].

The only demographic information we have asked in our questionnaire was age and

gender.

4.1.3 Tweets

In our questionnaire, we have asked volunteers their Twitter usernames. Monitoring

of Twitter profiles of the users is possible thanks to API that is provided by Twitter

by using username of the user. We have used Search API of Twitter. The Search API

is the way of accessing set of recent tweets of a user. We have utilized this API by

Python scripts.

In Twitter, users can have two types of account either private or public. Public ac-

counts let all users to see the whole profile including tweets and user information.

However, private accounts can’t be viewed by the users who are not following it.

Also, the API that we used to collect user tweets were not able to get data from pri-

vate accounts. Thus, we couldn’t include the users with private accounts into our

dataset.
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The API we have used was not capable to get all tweets of the user. It allows to get

tweets by the chunks of 200 tweets. After giving each chunk API also gives the id

of the last tweet of the chunk and this allows to get the next chunk by using the last

tweet id of the last group of tweets. This let us to get all the tweets of the user by

several requests.

In total, we have collected 125000 tweets. We didn’t get only text data of tweets but

also;

• Text data of tweet.

• Tweet id.

• The date when the tweet is posted.

• If the tweet is retweeted or it is posted by the user.

• Link of the image shared in the tweet.

• Id of the tweet which the corresponding tweet is answer of.

In this process, we didn’t get limited amount of tweets of the user. Instead of that,

we have collected all tweets posted by the user. Although, this was a risk to collect

unnecessary information, we wanted to train our model both by limited amount of

tweets and all tweets posted by the user.

The challenge we have faced while getting the tweets was the version update of Twit-

ter. Previous version of Twitter has a size limit for a tweet and the API was designed

to get only 140 characters of a tweet. By configuring the API, we have collected text

data of the tweets in any length.

4.1.4 Twitter Information

By using Twitter username we got by questionnaire, we have also collected Twitter

information of the participants. We have used again the Search API of Twitter as it is

explained in the previous section.

The information we have collected contains:
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• Number of users followed

• Number of followers

• Number of tweets liked

• Number of tweets retweeted

• Number of total tweets

• Profile location

• Profile description

• If user has default profile picture

• If user has extended profile

• If user has a profile background image

4.2 Pre-processing

Figure 4.2: Preprocessing Steps

Because we have collected all tweets posted by the user, these tweets needed a pre-

processing phase and some of tweets needed to be eliminated.

The tweets eliminated are:

• Tweets which are retweeted

• Tweets which are posted as an answer to another tweet

• Tweets which contains URL inside

• Tweets which mentions about another user
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After this process, we had a dataset with less textual data but the cleansed dataset

became more proper for text mining. NLP tools are not developed to be appropriate

for the linguistic data of social media because of special usages in SNS. NLP tools are

appropriate for proses but in SNS linguistic data can contain URL or it can mention

about another user unlike proses.

Retweet means posting tweet of another user. Although users who shares another

users tweet generally agrees with the shared tweet, sometimes it can be shared just

because user finds it funny or informative. Also, even if the user completely agrees

with the shared tweet, it is not said by the user’s own words and the way an opinion

is expressed is determiner for the tools we are using. There are multiple ways of

expressing a feeling and the way it is expressed is arbiter for the tools which works

with word count such as LIWC. For example, instead of the word "happy" someone

can use "not sad" and the word which defines this negativity can cause different results

for the NLP tools. Also typos can be used as a feature and retweets can’t be used

in this way because they are said by another user. Because of these reasons, we

eliminated retweets from our dataset.

In Twitter, it is possible to post a tweet as an answer to another tweet. These tweets

can be just a reaction by one word without using a sentence or they can be written

form of laughter. Also, these answers can be used just to tag another user to make

the user to see the shared tweet. By considering all these, we decided not to use the

tweets which are posted as answer to another tweet.

In Twitter, it is common to share links to the photos or news. While sharing the links,

users generally write their opinions about the links. However, what is written in these

tweets is posted by considering that who is reading the tweet has already learned

what the shared link expresses. We found these tweets useless in our model creation

because it is not possible for the tools to know the content of shared link.

Tweets can mention about another user and this usage is really common in Twit-

ter. However, in plain texts, there is no such usage. Although this is not a factor

to misguide the tools which works with word count, this usage impair the integrity

of meaning of the textual data. To ensure the tools which we have utilized to work

properly, we didn’t use the tweets which mentions about another user in our dataset.
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After the extraction of some of the tweets, there were still remaining special usages

in tweets. Hashtag means a phrase or a word preceded by a hash sign, widely used

on social media applications and websites. Twitter is the platform where hastags are

used the most commonly. The aim of using them in Twitter is identifying messages

on a specific topic. Using hashtag is beneficial in Twitter because users can search for

status updates with a specific hashtag, so users can categorize content and track topics

on Twitter. The most common usage of hashtag is putting it into tweet at the end or

beginning of tweets without attaching it to the sentences used in the tweets. Thus,

deleting hashtags in the tweets doesn’t change the meaning. By considering that we

decided extracting the tweets which contains hashtag could cause a data loss. Instead

of that, we have combed out the hashtags from the tweets and kept the cleaned tweets

in the dataset.

After the data is cleaned from Twitter specific usages, there were still things to be

cleaned such as multiple spaces, new lines and stop words. Firstly we cleaned multi-

ple spaces and new lines to get a sentence which won’t cause any programming errors

in following processes. Then we removed stop words from the tweets because they

exist in nearly all tweets and doesn’t give meaningful results.

This clean data still contained noise inside such as meaningless texts. In tweets, it

is quite common to have meaningless texts because of Twitter’s informal usage and

prevalence of slang words. This informal usage causes both grammar and spelling

mistakes. To use NLP tools, we needed to normalize the tweets by correcting those

mistakes because writing mistakes causes NLP tools to find wrong tags. For exam-

ple, a tweet like "Bn kosmaya gidicem" has multiple spelling mistakes which can be

meaningful in informal usage. In order to do this, we have used SpellChecker tool of

Zemberek. Thanks to this tool, we were able to replaces the wrong words with their

best alternatives. This tool gives "Ben kosmaya gideceğim" if we give the example

sentence as input.

It is also common to have Turkish words written by English characters in tweets and

these words causes wrong taggings while using NLP tools. To correct these mistakes

we have used Zemberek’s deasciification tool.

At the end of extraction and cleaning process we had 8567 tweets left which can be
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used as a plain text which is suitable for NLP tools and tools which works by word

count such as LIWC.

4.3 Vector Construction

Figure 4.3: Vector Construction Steps

4.3.1 Features from LIWC

LIWC is a tool for analyzing text to evaluate psychological properties from language.

It extracts 81 features from a text including features about standard counts and psy-

chological processes like the frequency of the words.

LIWC is developed to work in English than suitable versions have been created for

different languages. However, this conversion of the tool is not just translating the

dictionary because LIWC also uses the semantics of the language. We have contacted

the LIWC team for collaboration to translate the tool into Turkish. Estimated work in

this purpose required one year work of 4 researchers including 2 linguistic scientists.

This made us to find alternative ways to use LIWC.

To use LIWC, we have first translated the tweets into English by using Yandex Trans-

late API. Than, by using python scripts, we have aggregated all translated tweets of

the user into a single paragraph. Finally, we have analyzed these texts by LIWC and

created features in 81 dimensions. LIWC features are listed in Table 4.2.
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4.3.2 Other Features

We have collected 48 features by using use of language, terms within the texts and

timestamp of tweets.

Use of Language In this manner we have collected 33 features from text including

features about standard counts like word count. There are also features about state-

ment of words like the frequency of the words which can be classified as positive or

negative. We have also counted the words in different types such as adjective, verb

and noun.

In order to calculate these features, we have used Part of Speech tagging by Zemberek-

NLP. Then we have calculated the averages for each user to get the word frequencies

to use as the weight of the feature.

The word categories we have used as feature are listed in Table 4.3.

32



Table 4.3: Features From use of Language

Feature Range Feature Range

Case Ratio 0.58 - 1.0 Word 3.4 - 20.0

Verb 0.0 - 3.0 Noun 1.2 - 11.0

Punctuation 0.0 - 5.38 Adjective 0.0 - 2.5

Adverb 0.0 - 1.5 Numeral 0.0 - 2.06

Determiner 0.0 - 1.0 Post Positive 0.0 - 0.726

Duplicator 0.0 - 0.059 Conjunction 0.0 - 1.0

Interjection 0.0 - 1.0 Pronoun 0.0 - 1.23

Question 0.0 - 1.0 Incorrect 0.0 - 6.58

Negative 0.0 - 1.0 Plural 0.0 - 3.52

Present Time 0.0 - 1.0 Future Time 0.0 - 0.5

Past Time 0.0 - 0.88 Narrative Time 0.0 - 0.55

Progressive Time 0.0 - 1.5 Condition 0.0 - 0.5

Imperative 0.0 - 1.0 Necessity 0.0 - 0.42

Ability 0.0 - 0.5 Negative Ability 0.0 - 0.33

Question 0.0 - 1.0 Exclamation 0.0 - 0.67

Ellipsis 0.0 - 0.84 Full Stop 0.0 - 0.91

Non-Turkish Words 0.0 - 1.0

Timestamp Timestamp of tweets gave us 4 features such as Morning, Afternoon,

Evening and Night. These features represents the rate of the tweets which are posted

in the specific interval. Because these four time periods are following each other in

a circular manner, we wanted to specify the distances between these time periods by

using two hot encoder. In this method, the distance between afternoon and evening is

specified as less than the difference between evening and morning. This helped our

classification algorithms to have better results.
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As example:

• If the tweet is posted in Morning →Both Morning and Night columns are in-

creased.

• If the tweet is posted in Afternoon →Both Morning and Afternoon columns are

increased.

• If the tweet is posted in Evening →Both Afternoon and Evening columns are

increased.

• If the tweet is posted in Night →Both Evening and Night columns are increased.

At the end we got the average of each timestamp feature.

Emoticons The tool we have used to collect tweets of users returns hexadecimal

representations of emoticons. Firstly, we have decided emoticons which can be used

to analyse personality. Then we have created a dictionary with the most popular

emoticons by grouping related ones. We have ended up with 11 groups;

• smiling

• affection

• tongue

• neutral

• unwell

• negative

• romantic

• fingers

• activity

• sport

• plant
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Each group in this dictionary represents a feature in our user vector. For each user,

we have counted the emoticons used in each group and average emoticon selection of

user is used as a feature.

Twitter Information From the Twitter information of users we have used.

• Number of users followed/Number of followers ratio

• Number of tweets retweeted

• Number of total tweets

4.3.3 Feature Extraction

After calculating each feature, features which are not discriminative needed to elimi-

nated. In order to do that, we have detected features which are nearly the same for all

the users.

In this purpose, we have used Scikit-learn’s VarianceThreshold. Firstly, we have cal-

culated variances for all the features and the determined threshold was 0.01. Thanks

to that, we have eliminated features which have variance lower than 0.01.

After this process we have ended up with 20 features which are distinguishing. These

features are; Evening, Night, Morning, Afternoon, Word, Adjective, Adverb, Noun,

Verb, Plural, Full Stop, Pronoun, Incorrect, Punctuation, Numeral, Determiner, Con-

junction, Negative, Negative Emoji, Smiling Emoji.

4.3.4 Normalization

In order to find the optimum one, we have tries different normalization techniques

which are robust scaling, standard scaling and discretization. For robust scaling,

standard scaling, we have used scikit-learn library directly. For discretization, we

have implemented our own algorithim as it is going to be described in the related

paragraph.
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Robust Scaling Interquartile Range(IQR) is used for scaling in the robust scaling

method. This method is robust against outliers. For each feature, we have calculated

first and third quartiles and the median. We have calculated scaling score by removing

median then we have scaled the result between first and third quartiles.

Standardization Scaling In this purpose, we have calculated means and standard

deviations for each feature. Then, we have calculated z-score of each sample by sub-

tracting the mean and dividing the result by the standard deviation. The normalized

features had 1 as new standard deviation and 0 as new mean. In this method, outliers

affected the resulting data more than Robust Scaling.

Discretization In the discretization, the aim is distributing continuous values into a

selected number of bins to make the variable discrete-like. In our case we have chosen

4 as number of bins. To divided the data into sub-intervals, we have used predefined

threshold values. Then, we have assigned new values to the intervals. Treshold values

and assigned values are shown in Algorithm 1
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Algorithm 1 Discretization Algorithm
input : FeatureColumn

output: DiscretizatedColumn

firstQuartile = CalculateFirstQuartile(FeatureColumn);

secondQuartile = CalculateMean(FeatureColumn);

thirdQuartile = CalculateThirdQuartile(FeatureColumn);

while i=0 ; i<SizeOf(FeatureColumn) ; i++ do

if FeatureColumn[i] <= firstQuartile then
value = 0.0;

else if FeatureColumn[i] > firstQuartile and FeatureColumn[i] <= secondQuar-

tile then
value = 0.25;

else if FeatureColumn[i] > secondQuartile and FeatureColumn[i] <= thirdQuar-

tile then
value = 0.75;;

else
value = 1.0;

FeatureColumn[i] = value
end

Performances of each normalization method is analyzed by the other project member

and discretization found to give the best results. Thus, discretization is used in the

following parts of our work.

4.3.5 TF-IDF Weighting

In addition to the previously explained features, we have used the terms with the

tweets of users. Before applying related algorithms,we have applied two preprocess-

ing steps; lemmatization and tokenization.

Lemmatization The main aim in lemmatization is replacing the words with their

lemmas to have the same word for the different forms of it. These different forms

can be because of negativity, tense or plurality of the words. We need lemmatization
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because words should be represented in their real dictionary forms. We have used

lemmas instead of stems because paragoges used in Turkish can change the word and

stemming can be not enough in these cases. For example, "Bardağım" will turn into

"Bardağ" after stemming but stemming gives the result "Bardak" and this form of the

word is the form that we need to use in our dictionary.

Tokenization After the lemmatization, the tweets were ready to tokenize. These

tokens might be big like a sentence or a paragraph or small like a a word or a phrase.

The first step of tokenization was splitting the tweets by using white spaces. To

detect important phrases, we have applied another tokenization method during TF-

IDF weighting with n-grams.

We have used TF-IDF vectorization to find important words or phrases in documents

which we have created by appending all tweets of the user. BY crawling this doc-

ument, we have calculate TF-IDF values for 1-grams, 2-grams and 3-grams. Then,

by using vectorization, we have extracted top used phrases and words from the result

matrix. This is a process which can also help us to learn topics the user tweeted about.

4.3.6 Word2Vec based Word Embedding

After we have chosen the words with highest TF-IDF values, we have constructed

Word2Vec embedding on them by using Gensim. Gensim is a python library which is

used in topic modelling. Our Word2Vec model has 38 dimensionalities. After trying

different window sizes, we have detected that 7 is the optimum windows size in our

case. Window size is the distance between guessed and present words in tweets. Also,

we have chosen 3 as minimum window count which we have used as the threshold

to ignore the words whose frequency is lower than it. After concatenation we have

ended up with 38 features.

After finding Word2Vec representations of the top terms, we have concatenated them

with the features found in 4.3.2. At the end, we have obtained vector with 58 features

for each user.

An example row of our feature vector is;
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[0.0, 0.039, -0.1502, -0.2469, -0.1361, -0.0108, 0.1292, 0.2894, -0.0672, -0.0669,

0.1206, 0.0339, -0.0018, -0.3789, -0.0888, 0.0377, -0.0128, -0.1066, 0.3264, 0.1443,

0.2707, 0.1387, 0.0156, -0.0036, 0.1216, -0.3078, 0.1636, 0.4188, 0.1409, 0.0003,

0.0118, 0.0757, 0.1052, -0.1293, 0.0922, -0.0963, 0.0356, -0.0487, -0.8425, -0.033,

-0.2229, 0.033, 0.2229, 0.0389, -0.1753, 0.2311, -0.3867, -0.2606, 0.0169, -0.0126,

-0.0107, -0.0118, 0.1246, 1.2662, 0.0309, -0.4488, -0.1079, -0.3878, 0.0]
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Table 4.2: LIWC Features

Word count Analytical thinking Clout

Authentic Emotional tone Words/sentence

Words > 6 letters Dictionary words Total function words

Causation Discrepancy Tentative

Certainty Differentiation Perceptual processes

See Hear Feel

Biological processes Body Health

Sexual Ingestion Drives

Affiliation Achievement Power

Reward Risk Past focus

Total pronouns Personal pronouns 1st person singular

1st person plural 2nd person 3rd person singular

3rd person plural Impersonal pronouns Articles

Prepositions Auxiliary verbs Common Adverbs

Conjunctions Negations Common verbs

Common adjectives Comparisons Interrogatives

Numbers Quantifiers Affective processes

Positive emotion Negative emotion Anxiety

Anger Sadness Social processes

Family Friends Female references

Male references Cognitive processes Insight

Present focus Future focus Relativity

Motion Space Time

Work Leisure Home

Money Religion Death

Informal Swear words Netspeak

Assent Nonfluencies Fillers40



CHAPTER 5

EXPERIMENTS

5.1 Classification

5.1.1 Using LIWC Features

Because we don’t have a Turkish version of LIWC, first we needed to verify if the

method we use to utilize LIWC is accurate or not. To utilize LIWC on Turkish text,

we have translated the texts from Turkish to English. This translation might cause

LIWC to work wrong because we didn’t use the semantics of Turkish. In order to

validate the LIWC features calculated by this way, we first tested our features by

using already proven methods and compared the results. In this purpose, we used

[56]’s results as base.

In [56], they worked on the same problem with us, personality analysis from social

media texts. However, in this research, they worked on English texts by using original

version of LIWC. In this study, survey results and features extracted from LIWC are

used as predictors and regression model is created to predict Five Factor personality

of the users. The classified model was working with the 74.6% accuracy which can be

considered as accurate. This study showed the validity of LIWC usage in personality

prediction from social media texts.

The models we have used are showed in Figure 5.1, Figure 5.2, Figure 5.3, Figure 5.4

and Figure 5.5.
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Figure 5.1: LIWC attributes to predict the trait neuroticism.

Figure 5.2: LIWC attributes to predict the trait conscientiousness.

Figure 5.3: LIWC attributes to predict the trait openness.
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Figure 5.4: LIWC attributes to predict the trait agreeableness.

Figure 5.5: LIWC attributes to predict the trait extraversion.

By using these regression models, we have calculated each of the big five personality

traits scores. Calculated scores and real scores are showed for each user in Table 5.1.
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Table 5.1: LIWC Used Classification
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46 65 31 60 25 65 19 60 32 42

42 40 32 71 18 35 18 60 32 85

42 29 31 90 24 81 20 56 31 71

42 71 32 79 20 60 18 62 30 48

42 69 32 77 21 35 19 56 32 8

45 42 31 71 23 48 22 54 32 79

42 50 31 75 21 62 19 62 32 35

44 73 32 77 21 62 21 60 31 37

44 75 31 87 26 79 21 65 30 29

45 46 32 85 22 25 19 50 32 52

44 67 33 71 22 71 24 62 33 60

52 67 31 81 27 71 22 73 31 48

40 60 32 81 15 56 18 73 34 35

43 60 31 83 26 40 20 58 32 54

43 81 28 90 30 92 16 65 28 33

46 46 31 83 21 75 19 33 31 44

46 69 31 90 22 69 19 69 30 71

41 62 33 67 23 79 21 62 32 35

43 56 37 85 6 56 25 46 25 71

42 56 33 71 20 48 18 54 32 62

39 44 32 54 23 65 21 67 33 33

47 52 32 73 21 48 20 54 29 37

45 46 30 79 18 48 17 56 28 48

44 58 32 90 14 67 21 71 34 12

46 50 31 77 23 65 20 69 33 46

41 60 30 71 21 54 19 48 33 46

43 44 32 71 16 62 19 46 31 50

42 58 32 69 21 60 20 54 32 44

47 67 32 67 25 52 15 69 34 23

42 73 31 73 21 87 19 73 30 58

41 44 34 81 18 54 18 56 30 35

45 83 31 75 22 67 20 75 31 17

43 65 32 71 15 75 16 50 30 67
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We have evaluated our results by using three metrics as it can be seen in Table 5.2.

We had the best results in Conscientiousness and Neuroticism dimension. However,

even these two results cannot be considered as accurate.

R-squared score is measure which describes the closeness between the data and the

regression line. R-squared score is the variance proportion in the variables which are

dependent and predictable from the independent variable. Value one means that the

two variables are perfectly correlated. In other words, if r-squared score is equal to

one then there is no variance at all. Lower the value means lower correlation. This

score is expected to be between zero and one. A low value would show a low level of

correlation that means that regression model is not valid. As it can be seen in Table

5.2, our r-squared values are all lower than zero and it means that the regression

models we are using cannot be considered as valid.

Mean Absolute Error(MAE), is the absolute errors’ mean as it can be understood from

its name. MAE tells about the expected error from the forecasted value. The scale

we are working on is between zero and one hundred. Thus, our models for openness,

extraversion and agreeableness are invalid with the MAE values greater than 40.

Mean Squarred Error(MSE) is the average of the squares of the mean of absolute

errors. RMSE is the square root of MSE. It expresses average model prediction error

in units just like MAE. However, RMSE penalizes huge errors when it is compared

to MAE. In our case, the actual values are up to one hundred. In a big scale like that,

huge errors can be detected better with RMSE because the errors are squared before

they are averaged. Results of all dimensions seem above the acceptable range.

By using the already proven regression models, we have detected that LIWC features

don’t show acceptable behaviors when English version of LIWC is used with trans-

lated Turkish text data. Thus, we didn’t consider LIWC features in our dataset in the

classification works.
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Table 5.2: Prediction Accuracy of LIWC Features

R2 Score MAE RMSE

Openness -27.70 44.81 45.66

Conscientiousness -1.4 16.21 19.77

Extraversion -7.04 40.06 42.64

Agreeableness -18.50 40.15 41.27

Neuroticism -0.71 19.06 23.83

5.1.2 Using Other Features

To choose the right estimator we have followed the instructions which are shown in

Figure 5.6.
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Figure 5.6: Classification Algorithm Selection

Because we had data from 40 volunteers, the possible estimators were SVC, Linear

SVC, KNeighbors Classifier, Nearest Centroid Classifier and Ensemble Classifier. As

ensemble classifier, we have used Random Forest Classifier.
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SVC support vector classification algorithm aims to find a hyperplane in an space to

separate the different classes of data points From the many possible hyperplanes SVC

finds the optimum hyperplane which has the maximum distance between data points

in different classes. By maximizing the margin distance we aim to have reinforcement

to classify future data points with more confidence. We have used SVC algorithm of

Sci-kit learn with;

• C=1.0,

• kernel=’rbf’

• degree=3

• gamma=’auto_deprecated’

• coef0=0.0

• shrinking=True

• probability=False

• tol=0.001

• cache_size=200

• max_iter=-

Linear SVC Linear SVC works similar to SVC. Linear SVC has better flexibility in

choosing loss functions and penalties. We have used Linear SVC algorithm of Sci-kit

learn with;

• penalty=’l2’

• loss=’squared_hinge’

• dual=True

• tol=0.0001

• C=1.0
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• multi_class=’ovr’

• fit_intercept=True

• intercept_scaling=1

• class_weight=None

• max_iter=1000

KNeighbors Classifier KNeighbors Classifier classifies an object by a plurality of

its neighbors. An object belongs to the class which most common among its K nearest

neighbors. For example if K is equal to 1, an object is in the class of that single

nearest neighbor. Euclidean distance is most commonly used method to calculate the

distance. We have used KNeighbors Classifier algorithm of Sci-kit learn with;

• k=5

• weights=’uniform’

• leaf_size=30

• algorithm=’auto’

• p=2

• metric=’euclidean’

Random Forest Classifier It contains multiple decision trees which works as an

ensemble. The one with the highest vote becomes the model’s prediction. It averages

those decision trees to have better accuracy and to control over fitting. We have used

Random Forest Classifier algorithm of Sci-kit learn with;

• min_samples_split=2

• min_samples_leaf=1

• min_weight_fraction_leaf=0.0
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• min_impurity_decrease=0.0

• bootstrap=True

• n_estimators=’warn’

• criterion=’gini’

5.1.3 Evaluation

We have done the evaluation by two methods. One of them is the default accuracy

score calculation method of Sci-kit Learn. The other is a generic metric called K-Fold

Cross Validation.

Accuracy Score Method Of Sci-kit Learn This method is created to be used in

multi label classification. It computes subset accuracy. In other words, the set of la-

bels predicted for a sample must exactly match the corresponding ground truth labels.

We have used this method of Sci-kit learn with;

• normalize=True,

• ample_weight=None

K-Fold Cross Validation To evaluate the classification model used, we generally

divide the data into two namely training and test sets. However, different divisions

cause different results and this causes a problem to evaluate the model. K-Fold Cross

Validation solves this problem by dividing the data into folds. This metric ensures

that each fold is used as both testing and training set. The number K here defines the

number of sections that the dataset will be divided.

Our evaluation scores are shown in Table 5.3, Table 5.4, Table 5.5, Table 5.6, Table

5.7.
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Table 5.3: Prediction Accuracy for Openness

Accuracy Score 3-Fold Cross Validation

Random Forest Classifier 1.0 0.54 (+/- 0.18)

SVC 0.66 0.67 (+/- 0.05)

LinearSVC 0.66 0.47 (+/- 0.05)

KNeighbors Classifier 0.4 0.44 (+/- 0.11)

Table 5.4: Prediction Accuracy for Conscientiousness

Accuracy Score 3-Fold Cross Validation

Random Forest Classifier 0.96 0.46 (+/- 0.28)

SVC 0.53 0.53 (+/- 0.05)

LinearSVC 0.66 0.5 (+/- 0.14)

KNeighbors Classifier 0.5 0.42 (+/- 0.34)

Table 5.5: Prediction Accuracy for Extraversion

Accuracy Score 3-Fold Cross Validation

Random Forest Classifier 0.96 0.32 (+/- 0.31)

SVC 0.53 0.54 (+/- 0.12)

LinearSVC 0.76 0.62 (+/- 0.39)

KNeighbors Classifier 0.43 0.28 (+/- 0.33)
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Table 5.6: Prediction Accuracy for Agreeableness

Accuracy Score 3-Fold Cross Validation

Random Forest Classifier 0.96 0.83 (+/- 0.09)

SVC 0.80 0.8 (+/- 0.07)

LinearSVC 0.90 0.83 (+/- 0.09)

KNeighbors Classifier 0.80 0.77 (+/- 0.09)

Table 5.7: Prediction Accuracy for Neuroticism

Accuracy Score 3-Fold Cross Validation

Random Forest Classifier 0.96 0.57 (+/- 0.05)

SVC 0.63 0.63 (+/- 0.05)

LinearSVC 0.63 0.57 (+/- 0.24)

KNeighbors Classifier 0.3 0.17 (+/- 0.1)

5.1.4 Classification With English Text

To make sure that TF-IDF weighting and word2vec embedding creates features which

are valid for personality detection from social media content, we have used an already

created English dataset 1. This dataset has been used in multiple researches and accu-

rate results have been procured by using it.

This dataset has Facebook status updates of 251 users. Also, it contains big five

personality scores of the users. In this dataset, each post of the user is given in a

different line. Thus, firstly we needed to gether textual data of each user. Then, we

have used this dataset to test the features which are found by word2vec embedding.

The phases followed are the same as we have used for Turkish textual data.

1 https://github.com/Myoungs/myPersonality-dataset/blob/master/mypersonality.csv
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Normalization and Stemming Firstly, we have cleaned the data from double spaces

and punctuation marks to ensure a textual data ready for stemming. Then, by using

Porter Stemmer we have replaced the words by their lemmas.

TF-IDF Weighting By using Scikit-learn’s TF-IDF counter, we have found the

mostly used words for each user. In order to do this;

• We have used a stop word dictionary to not consider them while calculating

TF-IDF scores.

• Scikit-learn’s algorithm is arranged to eliminate the words whose DF scores are

more than 0.8. By doing it, we have eliminated users who doesn’t have enough

posts.

• We have found not only the single words but also 2-grams and 3-grams.

After sorting the words for each user according to their TF-IDF scores, we have cal-

culated the top used 20 words for each user.

Word2Vec Embedding To create feature vector for each user by using top used 20

words we have used a ready to use word embedding which has been created from

wikipedia2. It represents each word by 300 features. We have summed the vectors of

each word and ended up with 300 features for each user.

Classification For the classification we have used 4 different algorithms which are

explained in section Using Other Features.

Evaluation To evaluate the results we have found by classification, we have used

3-Fold cross validation and accuracy score as it is described in section Evaluation.

The comparison of accuracies of Turkish and English word2vec features are shown

in Table 5.8, Table 5.9, Table 5.10, Table 5.11, Table 5.12.
2 https://www.kaggle.com/yesbutwhatdoesitmean/wikinews300d1mvec
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Table 5.8: Prediction Accuracy for Openness by Word2Vec Features

Accuracy Score

(English)

Accuracy Score

(Turkish)

3-Fold Cross Validation

(English)

3-Fold Cross Validation

(Turkish)

Random Forest Classifier 0.98 0.93 0.43 (+/- 0.09) 0.56 (+/- 0.24)

SVC 0.49 0.67 0.5 (+/- 0.02) 0.67 (+/- 0.05)

LinearSVC 1.0 0.66 0.42 (+/- 0.07) 0.67 (+/- 0.05)

KNeighbors Classifier 0.50 0.59 0.36 (+/- 0.19) 0.46 (+/- 0.28)

Table 5.9: Prediction Accuracy for Conscientiousness by Word2Vec Features

Accuracy Score

(English)

Accuracy Score

(Turkish)

3-Fold Cross Validation

(English)

3-Fold Cross Validation

(Turkish)

Random Forest Classifier 0.97 0.93 0.47 (+/- 0.17) 0.52 (+/- 0.29)

SVC 0.61 0.63 0.44 (+/- 0.07) 0.63 (+/- 0.08)

LinearSVC 1.0 0.63 0.42 (+/- 0.09) 0.63 (+/- 0.08)

KNeighbors Classifier 0.57 0.46 0.37 (+/- 0.09) 0.44 (+/- 0.17)

Table 5.10: Prediction Accuracy for Extraversion by Word2Vec Features

Accuracy Score

(English)

Accuracy Score

(Turkish)

3-Fold Cross Validation

(English)

3-Fold Cross Validation

(Turkish)

Random Forest Classifier 0.99 0.96 0.47 (+/- 0.05) 0.53 (+/- 0.3)

SVC 0.66 0.53 0.51 (+/- 0.1) 0.53 (+/- 0.05)

LinearSVC 1.0 0.53 0.5 (+/- 0.09) 0.53 (+/- 0.05)

KNeighbors Classifier 0.66 0.43 0.44 (+/- 0.13 0.46 (+/- 0.18)

Table 5.11: Prediction Accuracy for Agreeableness by Word2Vec Features

Accuracy Score

(English)

Accuracy Score

(Turkish)

3-Fold Cross Validation

(English)

3-Fold Cross Validation

(Turkish)

Random Forest Classifier 0.99 0.96 0.46 (+/- 0.07) 0.5 (+/- 0.43)

SVC 0.55 0.8 0.53 (+/- 0.05) 0.8 (+/- 0.12)

LinearSVC 1.0 0.8 0.48 (+/- 0.04) 0.8 (+/- 0.12)

KNeighbors Classifier 0.5 0.63 0.37 (+/- 0.08) 0.57 (+/- 0.26)

54



Table 5.12: Prediction Accuracy for Neuroticism by Word2Vec Features

Accuracy Score

(English)

Accuracy Score

(Turkish)

3-Fold Cross Validation

(English)

3-Fold Cross Validation

(Turkish)

Random Forest Classifier 0.99 0.90 0.69 (+/- 0.07) 0.42 (+/- 0.24)

SVC 0.74 0.53 0.75 (+/- 0.02) 0.54 (+/- 0.12)

LinearSVC 1.0 0.56 0.62 (+/- 0.11) 0.54 (+/- 0.12)

KNeighbors Classifier 0.64 0.36 0.48 (+/- 0.2) 0.35 (+/- 0.24)

Results From the evaluation scores we have deduced that;

• Bigger sample size gives smaller standard deviation. This showed us our frame-

work would give lower std values if we have trained it with bigger sample size.

• The results we have found by using Turkish social media content gives similar

accuracy results.

• SVC gives better results compared to the other classification algorithms. The

same implication is valid for the classification we have done by Turkish content.
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CHAPTER 6

CONCLUSIONS

In this thesis, we have presented a methodology to predict personality traits by using

Twitter Data. We have designed our framework to work in Turkish tweets. However,

the whole process can be done in any language with different tools designed for that

language.

After collecting the data, firstly we have done preprocessing on it. In this phase, we

have eliminated some of the tweets. Then cleaned the tweets from Twitter specific

usages and the noise which are coming from informal usage of Twitter. By using the

cleaned data, we have selected our features. Some of the features were coming from a

tool designed for English texts called LIWC. To utilize this tool, we needed to trans-

late the text data into English. Then by using NLP techniques, we have determined

linguistic features including the emoticon selection. We have also used tweet related

features such as timestamp. After determining these features, we have eliminated

useless ones and normalized the rest of it. Finally, this eliminated feature set has

been concatenated with the word vector which we have adjusted by Word2Vec based

word embedding. Because LIWC is not designed for Turkish, we have checked if it

works with Turkish text by using a already proven regression models. We have seen

that translating the tweets causes LIWC to work wrong. Because of this, we haven’t

used the features coming from LIWC. The classification has been done by the rest of

the features with different algorithms. Because we had a relatively small number of

data as ground truth, we couldn’t prove the validity of our framework and proving the

validity of our framework with a bigger ground truth set remains as an open issue.
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