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Computer Eng. Dept., TOBB Univ. of Economics and Technology

Date:



I hereby declare that all information in this document has been obtained and
presented in accordance with academic rules and ethical conduct. I also declare
that, as required by these rules and conduct, I have fully cited and referenced all
material and results that are not original to this work.

Name, Last Name: FETHİYE IRMAK DOĞAN
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ABSTRACT

HIERARCHICAL INCREMENTAL CONTEXT MODELING ON ROBOTS

DOĞAN, FETHİYE IRMAK
M.S., Department of Computer Engineering

Supervisor : Assoc. Prof. Dr. Sinan Kalkan

December 2017, 76 pages

Context is very crucial for robots to be able to adapt themselves to circumstances and

to fulfill their tasks accordingly. There have been many studies on modeling context

on robots, however, these studies either do not construct an incremental and hierar-

chical structure (i.e., use a fixed number of contexts and context layers) or determine

the necessity of adding a new context by using rule-based approaches. In this thesis,

we propose two different methods to model context. In the first method, we extend

the Restricted Boltzmann Machines, a generative associative model, by increment-

ing the number of contexts and context layers when needed. This model constructs

the hierarchical and incremental contextual representations by considering the confi-

dence of the objects and contexts after each new scene encountered. Moreover, this

deep incremental model obtains better or on-par results when compared to the incre-

mental or non-incremental models in the literature on different tasks. In the second

method, in contrast to our first method and the methods in the literature, determining

the necessity of adding a new context is formulated as a learning problem. In order
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to be able to do that, Latent Dirichlet Allocation (LDA) model is used to generate the

data with known number of contexts. The intermediate LDA models with/without the

correct number of contexts are then fed to a Recurrent Model, which is trained to pre-

dict whether to add a new context or not. Our analysis on artificial and real datasets

demonstrate that such a learning-based approach generalizes well, and is a promising

approach for solving such incremental problems.

Keywords: Context, Hierarchical/Incremental Context Modeling, Artificial Neural

Networks, Developmental Robotics, Deep Learning
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ÖZ

ROBOTLARDA HİYERARŞİK ARTTIRIMLI BAĞLAM MODELLENMESİ

DOĞAN, FETHİYE IRMAK
Yüksek Lisans, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi : Doç. Dr. Sinan Kalkan

Aralık 2017, 76 sayfa

Bağlam, robotlar için kendilerini çevre koşullarına adapte etmede ve görevlerini düz-

gün bir şekilde yerine getirmede çok önemlidir. Bağlamın robotlarda modellenmesi

çalışılmış bir konu olsa da bu çalışmalar ya artırımlı ve hiyerarşik bir yapı oluştur-

mayıp bağlam sayısının ve bağlam katmanlarının belirli olduğunu varsaymış ya da

bağlam sayısını arttırmak için kural tabanlı yaklaşımlar izlemişlerdir. Bu tezde, bağ-

lamı modellemek için iki farklı yöntem önermekteyiz. İlk yöntemde, üretken ilişkisel

bir model olan Kısıtlı Boltzmann Makineleri’ni bağlam sayılarını ve bağlam seviyele-

rini gerekli durumlarda artıracak şekilde genişletmekteyiz. Bu yöntem, nesnelerin ve

bağlamların temsil edilebilme miktarlarını göz önünde bulundurarak karşılaşılan her

bir yeni sahnede hiyerarşik ve artırımlı bağlamsal ilişkileri modellemektedir. Buna

ek olarak, sunulan derin artırımlı model, çeşitli görevlerde literatürdeki artırımlı olan

ve olmayan modellerle karşılaştırıldığında eşit düzeyde ya da daha iyi performansa

sahip sonuçlar elde etmiştir. İkinci yöntemde, ilk yöntemdekinin ya da literatürdeki

diğer çalışmaların aksine, modele yeni bir bağlam eklemenin gerekliliği kural tabanlı

vii



bir yaklaşım kullanılmadan, bağlam sayısını arttırmayı öğrenme problemi olarak for-

müle edilmiştir. Bu problemi çözmek için, Gizli Dirichlet Ayırma yöntemi ile bağlam

sayısı belirli olan bir veri kümesi elde edilmiştir. Doğru ya da yanlış sayıdaki bağlam

sayısı ile eğitilmiş Gizli Dirichlet Ayırma yönteminin her bir ara modeli Tekrarlı Sinir

Ağları’na girdi olarak sağlanmıştır. Bu girdiyi kullanarak, tekrarlı derin model, yeni

bir bağlam eklemenin gerekli olup olmadığını tahmin etmek için eğitilmiştir. Yapay

ve gerçek veriler kullanılarak yapılan incelemeler, böylesi bir öğrenme tabanlı yakla-

şımın iyi bir genelleme kapasitesi sağladığını ve artırımlı problemleri çözmede umut

vadettiğini göstermiştir.

Anahtar Kelimeler: Bağlam, Hiyerarşik/Artırımlı Bağlam Modelleme, Yapay Sinir
Ağları, Gelişimsel Robotik, Derin Öğrenme
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CHAPTER 1

INTRODUCTION

We live in sophisticated environments, which we try to perceive and understand from

low-level sensory data captured using limited low-level sensors. Often, such low-level

projections of the environment bear incomplete, noisy and ambiguous information,

making interpretation and perception of such an environment very challenging. In

visual perception, we e.g. try to estimate a 3D model of the environment, from its 2D

projections. An important mechanism that we employ in addressing this challenge

is the previous knowledge, or experience, which is present in the current stimuli,

but appear to be irrelevant to the current task – see e.g. Figure 1.1. Such a priori

information that modulate our processing stages is called context.

Context is essential for our cognitive capabilities, functioning as a modulator affect-

ing our perception, reasoning, communication and action [5, 66]. Context helps these

processes in e.g. by resolving ambiguities, rectifying mispredictions, filtering irrele-

vant details, and adapting planning.

It is possible to observe the effects of context in human daily life from the most basic

situation to the most complex one. For instance, a cup can be carried differently,

modulated according to context, which might be the temperature of the cup, being in

a hurry or the existence of obstacles. Another example could be the way of speech

with an everyday seen neighbor, which can be affected by being in a hurry, our health

or various psychological conditions. Many such examples can easily be drawn from

our daily activities.

Understanding, learning and using context are also very important for robots since

1



Figure 1.1: Contextual information plays a crucial role to achieve tasks such as

object recognition [Figure source: [57]]

we expect from them to have similar cognitive abilities like us. Robots also should

adapt themselves while fulfilling their tasks by taking into consideration contexts,

sub-contexts, and super-contexts. For instance, a robot should be more careful while

carrying a hot drink when there is a child around since the child may hit the robot

accidentally. Moreover, a robot should be quieter while cleaning the home when

someone is at sleep. As can be easily concluded, robots should understand the context

and adjust their behaviors in terms of context to achieve their goals more properly.

1.1 Problem Definition

In this thesis, we address the following problems:

‚ What can we say about the structure of context?

Even though context plays an important role in natural and artificial cogni-

tion, there is still more to discover regarding especially its structure. Is it flat?

Shallow? Multi-dimensional? Such aspects affect how computational models

should be developed, and therefore, should be investigated.

‚ Can we model or learn context incrementally?

Robots need to learn context incrementally as humans do. When we consider

a baby, she firstly learns family context as a social context and mostly indoor

contexts especially home context as a spatial context. After some time, when

2



she meets new people other than her family and goes outdoors, she will learn

different social and spatial contexts. This is how the contextual knowledge

should be expanded in robots. In other words, robots need to learn contexts

incrementally since they do not have a chance to know all possible situations

at the beginning. Therefore, the methods focused on modeling context should

also follow an incremental approach.

1.2 Contributions

The main contributions of the thesis are as follows:

‚ The nature of context: We conducted a survey examining the structure of con-

text which is beneficial for many studies in many diverse areas. In Section 2.2,

our observations about the structure of context is proposed in terms of its fea-

tures, computational models, and we concluded that context has a hierarchical

nature. Therefore, context modeling studies should use hierarchical structures

to show contextual relations properly.

This part of the thesis has been published as a technical report [17].

‚ Building a deep incremental Boltzmann Machine for modeling context:

We developed two models for rule-based incremental construction of context

in a generative deep model. The proposed methods determine the necessity of

adding a new context and a context layer for each encountered scene without

requiring any prior knowledge about the number of contexts, layers in the hi-

erarchy or the nature of the input data. Moreover, the model does not demand

the availability of the whole data at the beginning, and it is trained by using one

train instance (i.e., scene) at a time.

‚ A learning-based approach to incremental context modeling∗:

We proposed formulating incremental context modeling as a learning prob-

lem.To the best of our knowledge, this is the first model that considers finding
∗ This study is conducted in equal contribution with İlker Bozcan
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the number of contexts as a learning problem by using deep models rather than

using rule-based approaches. One of the challenges in this problem is the ab-

sence of a dataset with a known and an exact number of contexts. To overcome

this challenge, Latent Dirichlet Allocation (LDA) is used since it is a genera-

tive model, capable of producing artificial data for a given number of contexts.

Therefore, artificial data produced by LDA contains information about the cor-

rect number of context for that data.

Recurrent Neural Networks are used to solve the learning problem by using

states of the LDA model as an input with their labels indicating the necessity of

incrementation. The deep network tries to handle this problem as a “sequence

to label” problem and states of LDA symbolize the probability of objects given

context and contexts given object. Therefore, the input is variable length de-

pending on either the number of contexts or the number of objects and many-

to-one recurrent networks employ for solving the binary decision problem (i.e.,

increment or not increment).

The contributions presented in this thesis are disseminated in the following studies:

‚ Fethiye Irmak Doğan, and Sinan Kalkan. A Deep Incremental Boltzmann Ma-

chine for Modeling Context in Robots. International Conference on Robotics

and Automation (ICRA), 2018. (Submitted)

‚ Fethiye Irmak Doğan†, İlker Bozcan†, and Sinan Kalkan. A Learning Based

Approach to Incremental Context Modeling in Robots. International Confer-

ence on Robotics and Automation (ICRA), 2018. (Submitted)

‚ Fethiye Irmak Doğan, and Sinan Kalkan. Hierarchical Context Modeling Us-

ing Incremental Deep Boltzmann Machines. Technical Report No: METU-

CENG-TR-2017-01, Department of Computer Engineering, Middle East Tech-

nical University, 2017.

‚ Fethiye Irmak Doğan, and Sinan Kalkan. Bağlamın Hiyerarşik Doğası. Türkiye

Robot Bilimi Konferansı (ToRK), 2016.
† Equal contribution
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1.3 Organization

In Section 2, the work related to our study is examined by focusing on topic model-

ing and context modeling studies. Moreover, incremental and hierarchical approaches

that are used for topic or context modeling are discussed in this section. The deficien-

cies of these works are also summarized.

In Section 3, our proposed models for rule-based context modeling, namely, incre-

mental Restricted Boltzmann Machines (iRBM) and deep incremental Boltzmann

Machines (diBM), are presented. The details of the construction steps are stated and

the algorithms for building iRBM and diBM are described.

In Section 4, the construction steps of the learning based approach for incremental

context modeling are introduced. Firstly, the step to generate the artificial dataset by

using LDA is clarified then how to train and test the recurrent network by using this

generated dataset is shown as a second step.

In Section 5, the experimental results from different models (i.e., incremental and

non-incremental models in the literature, models in Section 3 and Section 4) are pre-

sented. These results are analyzed in terms of their accuracies, the number of contexts

found by these models and their entropy change over time. Some document and scene

datasets (i.e., artificial and real datasets) are used for this purpose.

In Section 6, the thesis is concluded by summarizing the proposed models. Then,

the limitations of the models and future work are discussed in order to obtain better

models.
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CHAPTER 2

BACKGROUND AND RELATED WORK

In this chapter, we examine the structure of context and discuss related studies to

our work. This chapter is divided into sections as follows: Hierarchical Nature of

Context, Scene modeling, Topic Modeling, Context Modeling, Boltzmann Machines

and summary of the sections.

2.1 What is Context?

Context can be described as “the set of circumstances or facts that surround a partic-

ular event, situation, etc.” [2]. This description points out the importance of external

and internal situations in context. Moreover, context is not only affected by these

situations but also affects them.

In the study of Çelikkanat et al., context is defined as “the totality of the information

characterizing the situation of a cognitive system; e.g., it can include objects, per-

sons, places, and temporally extended information related to ongoing tasks, but also

information not directly related to these tasks.” [11]. This description indicates the

importance of context for cognitive systems in terms of being related to not only on-

going actions but also the circumstances which may not have a direct relation to these

actions. Additionally, the description of Çelikkanat et al. refers to the spatial, tempo-

ral and social properties of context, e.g, by including objects, persons and places, and

these properties will be expressed in Section 2.2 in detail.

Both of these descriptions imply the relation between circumstances and contextual
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information and these relations need to be modeled in order to obtain a proper con-

textualized scene model which is our main focus in this thesis.

2.2 Hierarchical Nature of Context

In order to model context, its structure should be examined in more detail. Therefore,

we first start with reviewing the properties of context.

Context can be conveyed through different modalities. Social, spatial and temporal

components of context are highlighted in the study of Zimmermann [69] where social

properties may contain for instance being in a family or friendly environment and

spatial and temporal properties correspond space and time aspects of context.

A context can include or be related to another context due to its social, spatial and

temporal aspects. If we consider the “preparing breakfast” context, it may contain

“family” context as a social component, “kitchen” as a spatial component and “morn-

ing” as a temporal component. Therefore, context is hierarchical and may contain

each other with smaller “scope”. Figure 2.1 demonstrates the hypothetical hierarchy

representation of the home context. That hierarchy may be expanded by considering

other aspects of home context.

McCarthy is one of the important pioneers who exploit context in artificial intelli-

gence studies [37]. He emphasizes the important properties of context and the third

property of context in his definition points that context may change dynamically, one

context can be obtained from another context. Therefore, a context may enter the

range of another context which can be expressed by the relational structure between

contexts. Coping with the complicated dynamic structure of context may be facili-

tated thanks to these relational structures [30]. In other words, McCarthy points out

the certain features of context and states that one context may be in the scope of

another context which leads us to the hierarchical characteristic of context.

Barsalou is another influential pioneer who studied context. He emphasizes the effect

of context in terms of episodic memory, object perception, and language compre-
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Figure 2.1: Hierarchic representation of home context [Figure source: [17]]

hension so he gives a huge emphasis on context for human cognition and cognitive

processes (see, e.g., [66]). He also mentions that a situation may go on from an ex-

tensive space with a giant amount of time to a tiny space with a limited amount of

time and this shows that stations are influenced by the “grain size”. He also states that

hierarchical association of situations with many levels of grain size creates contexts

which points out the hierarchical disposition of context.

Human body, nature, society and lots of phenomena in the world have a hierarchical

characteristic with multilayer organization. For instance, the hierarchical working

system of human psychology is shown in the work of Saaty by exemplifying the

hierarchical organization of decision making process [43].

Another support for hierarchical contextual relations comes from neuroscience. McKen-

zie states that, according to recent findings, the hippocampal neural system which

connects the related memory parts has a hierarchical structure and this is just a small

demonstration of the hierarchical working system of human body [38]. Moreover

studies in neuroscience claim that hippocampus is the main portion of a contextual
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formation, it makes crucial contributions to contextual coding [15, 42, 51]. Since

hippocampus has a gradual hierarchical operating structure, hierarchical nature of

context is backed thanks to the findings from neuroscience.

Hierarchy is essential for many other domains as well. According to Lane, social

hierarchies which are composed of society, culture, and economy has more ambigu-

ous character than physic-chemical (i.e., hierarchy between fundamental particle, nu-

cleus, atom, and molecule) and biological (i.e., hierarchy between organelle, cell,

organ, multicellular creature, population, species and ecosystem) hierarchies [31].

As explained above, hierarchical working systems are faced in many diverse areas

from neuroscience to society. Therefore, it comes as a consequence that context

should have a hierarchical formation by taking into account its social, spatial and

temporal properties connecting to all these fields. In other words, since human life is

led by social, spatial and temporal multi-layered relations, context should be hierar-

chical by containing all these attributes [37, 69].

In addition, there are also some hierarchical computational studies that focus on mod-

eling context. Computer vision is one of the most popular areas that focuses on mod-

eling context [14, 34, 54, 63, 64]. However, these efforts suffer from the absence of

crucial features of context stated by McCarthy [37]. Despite all these shortages, the

performances become higher thanks to the modulation of contextual knowledge in

many difficult challenges in different areas such as object recognition and planning

[4, 12, 27]. The details of these models are expressed in Section 2.5.1. In short, since

hierarchical context modeling studies are shown improving the performance of com-

putational models, context should model hierarchically to overcome uncertainties in

the real-world problems.

In sum, by examining (i) the properties of context, (ii) the findings from neuroscience,

biology, psychology, society and many other areas and (iii) computational context

modeling performances, contextual relations should be taken into consideration for a

proper solution for many challenging problems and context should be modeled hier-

archically while trying to solve these problems.
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Figure 2.2: A schematic representation of the concept web which shows the

concepts and their relations [Figure source: [10]]

2.3 Scene Modeling

Scene modeling corresponds to modeling the scene in terms of what it contains. Scene

modeling is important for robots since they need to analyze the objects in the scene

and make some interpretations about that scene.

There are a variety of models used for scene modeling in computer vision and robotics.

Markov Random Fields are used for contextually guided semantic labeling and build-

ing a concept web on a humanoid robot [4, 10]. In the study of Anand et al. [4],

contextual relations to determine the object labels are captured by using these graph-

ical models. Thanks to graphical models, geometric relationships of 3D scenes are

obtained to predict where an object should be placed. In another study of Çelikkanat

et al. [10], a concept web is built to represent concepts and conceptual relations in

terms of co-occurrences of concepts by using Markov Random Fields. The schematic

representation of their concept web can be seen in Figure 2.2.
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Figure 2.3: A demonstration of how a robot uses RoboBrain to perform tasks [Figure

source: [46]]

Bayesian Networks are another model which are used for scene modeling. This net-

works are used for contextual reasoning in underwater robots [33] and for object

detection in moving objects [48].

Latent Dirichlet Allocation which is actually created for document modeling is also

used for scene modeling with some extensions such as Geometric LDA [41] or Spatial

LDA [62].

Predicate Logic [25, 36] and Scene Graphs [7] are also used for scene modeling prob-

lems such as object recognition, distributed context assessment, and forming a do-

main specific language.

Ontology-based methods are also frequently used for scene modeling in order to

model connections between objects and their relations [25, 46, 56]. Hwang et al.

use ontology-based topic modeling for object recognition [25] and Saxena et al. em-

ploy these models to create RoboBrain which is a large-scale knowledge engine for
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Table 2.1: Correspondence between context modeling and topic modeling

Context Modeling Topic Modeling

a single scene each document

all encountered scenes corpus

objects in the scene words in the document

context topic

robots [46]. A demonstration which shows how a robot uses RoboBrain to perform

tasks is presented in Figure 2.3. Moreover, ontology-based methods are also used for

knowledge processing for autonomous robots [56].

2.4 Topic Modeling

Topic modeling is representing extensive input data in a more compact form without

losing its informative statistical connections [6].

In natural language processing, many graphical models such as Hidden Markov Mod-

els are used to combine latent variables with hidden information in the input data for

topic modeling.

These models are pursued by recent successful topic modeling approaches. For in-

stance, Dumais et al. proposed organizing texts into semantic structures by using

Latent Semantic Analysis [19] and Griffiths et al. tried to find the topics with Latent

Dirichlet (LDA) Allocation [21]. LDA is a probabilistic generative model and details

of this model are explained in Section 4.1.

Topic modeling approaches are generally used for modeling the documents and find-

ing their topics. In addition, they are also employed for modeling contextual informa-

tion [12]. In that kind of approach, each scene is interpreted as a document, objects in

the scene can be regarded as words in the document and topics of the documents can

be considered as contexts of the scenes. Correspondence between topic and context

modeling can be observed in Table 2.1.
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Topic modeling approaches (e.g. LDA) require the number of contexts at the begin-

ning however that is not possible in a robotic scenario since the robot encounters each

scene one by one and needs to increment the number of contexts after encountering

a new scene belongs to a different context. Some extensions of LDA (Hierarchical

Dirichlet Processes [55] or its nested version [40]) tried to solve the number of topic

requirement but these methods either are not suitable for hierarchical data or require

the existence of all the data at the beginning which is also impossible in our case.

Some of these models are explained in the following section.

2.4.1 Hierarchical Topic Modeling

Since our observations in Section 2.2 state that context has a hierarchical structure, we

need a topic modeling method which is suitable for modeling hierarchical documents.

One of the extensions of LDA for hierarchical topic modeling is proposed as Nested

Chinese Restaurant Process (nCRP) [20]. The model assumes each topic is composed

of distribution over words as in LDA and considers each node as a topic. Moreover,

in order to generate a topic, a path from the root to leaf node needs to be followed.

One of the drawbacks of this model is the assumption of predetermined hierarchy

depth at the beginning which is impossible for a robot to know beforehand. Another

lack of the model is about corresponding each document with a single path which

means corresponding each document with a single topic, but a document is a mixture

of topics in the real world.

An extension of nCRP is called as Nested Hierarchical Dirichlet Process (nHDP)

and also used for modeling hierarchical topics [40]. This model constructs a tree

by ordering the topics from more general to more specific and represent these topics

from root to leaf nodes accordingly. This model can compete with the problem of

associating each document with a single topic in nCRP by performing word-specific

path clustering rather than document-specific paths. As can be concluded, a document

needs to reach entire tree since it is considered as a mixture of different paths rather

than a single path. Path selection difference for a document between nCRP and nHDP
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Figure 2.4: An example of path selection of a document for nested Chinese

restaurant process (nCRP) and nested Hierarchical Dirichlet process (nHDP) [Figure

source: [40]]

can be seen in Figure 2.4. In spite of this generalization capacity, this model still

suffers from the predetermined number of nodes and layers in the hierarchy.

A top-down recursive model for hierarchical topic modeling is presented by Smith et

al. [50]. This model splits and re-models all the documents recursively until corpus

become too narrow to re-model. This model also suffers from the fixed number of

topics in each level of the hierarchy.

Another study for hierarchical topic modeling is based on joining Chinese Restau-

rant process and distance dependent Chinese Restaurant process and it is used for

joint segmentation and activity recovery [47]. This model handles the problem of

requiring the number of topics but is not suitable for adapting its structure for newly

encountered data, i.e., not proper for incremental learning.

Wang et al. also presented a hierarchical topic modeling approach where the hierarchy

is generated based on the predetermined number of topics and hierarchy levels and

this hierarchy may be varied by user interactions after the fixed construction [60]. To

vary the top-down hierarchy, merging, removing or branching operations are possible

by the user selections. However, this model is not appropriate for building a hierarchy

in terms of a corpus, it requires the number of topics and hierarchy levels at the

beginning.
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Another bottom-up hierarchical topic modeling is proposed by Zavitsanos et al. [68].

In this study, the hierarchy is represented by a tree structure where the vocabulary and

multinomial distributions over subtopics correspond to leaf and intermediate nodes of

the tree respectively. This model handles the problem of the pre-determined number

of topics and hierarchy layers but suffers from not being appropriate for incremental

learning as in the study of Seiter et al. [47].

2.4.2 Incremental Hierarchical Topic Modeling

Since all the documents in the corpus may not be available at the beginning and they

should be encountered one by one in real-world problems, we need a topic modeling

approach not only hierarchical but also incremental.

Some extensions of LDA (e.g, [9]) tries to solve incremental hierarchical topic mod-

eling problem but there are still a limited amount of incremental hierarchical topic

modeling efforts. Some of these studies are explained as follows:

One of the studies that focused on incremental hierarchical topic modeling problem

belongs to Hu et al. [24]. This model is composed of two steps. In the first step,

a topic hierarchy is modeled recursively and in the second step, an incremental top-

down hierarchical topic alignment algorithm is deployed in order to merge topics.

This is determined in terms of the similarity matrix between subtopics and they are

merged if the similarity is more than the threshold value. This model suffers from

requiring exactly three levels in the hierarchy and number of topics beforehand.

Evolving hierarchical Dirichlet processes (EHDP) is another study based on online

hierarchical topic clustering [61]. In that model, these hierarchical clusters may be

born, evolve, branch and die-out over time. Moreover, clusters are evolutionary in

this model that enables online learning and incremental construction of clusters. This

model extends Chinese Restaurant Processes and Hierarchical Dirichlet Processes in

the formation phase of the hierarchy and Gibbs sampling in the inference phase. This

model solves the problems in the necessity for determining the number of clusters

and number of branches at the beginning of the construction.
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Figure 2.5: Replicated Softmax Model [Figure source:[22]]

2.4.3 Neural Networks for Topic Modeling

Different neural network architectures are used for topic modeling. Replicated Soft-

max, a Neural Autoregressive Topic Model (DocNADE), Deep Boltzmann Machines

(DBMs) are explained in this section since these are the most commonly used ones

for topic modeling.

Replicated Softmax Model is a graphical model which contains undirected two layers

and rather than considering each document as a distribution over topics, it behaves

each document as a binary distribution [22]. This model can be thought as a parameter

sharing version of Restricted Boltzmann Machines (RBMs) and RBMs are explained

in detail in Section 2.6.1. Replicated Softmax Model can be seen in Figure 2.5 where

bottom layer represents the softmax visible neurons and top layer symbolizes the

binary topic features.

Neural Autoregressive Topic Model (DocNADE) is a generative model and it ex-

tends the Replicated Softmax by adding hierarchical layers [32]. DocNADE has a

binary tree structure and each leaf nodes corresponds to the words in the vocabulary.

Comparison of Replicated Softmax and DocNADE is shown in Figure 2.6. As in

Replicated Softmax Model, a visible unit called vi represents a word and weights are

shared between visible and hidden neurons in DocNADE as well.

Two-layered Deep Boltzmann Machines (DBMs) are used for topic modeling in the

work of Srivastava et al. [53]. This work extends Replicated Softmax by putting one
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Figure 2.6: Replicated Softmax and DocNADE models [Figure source: [32]]

Figure 2.7: Replicated Softmax Model and Deep Boltzmann Machines [Figure

source: [53]]
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more hidden layer on top of the first one. Comparison of these two models can be

seen in Figure 2.7.

All these three models suffer from requiring the number of visible and hidden neu-

rons. In addition, DBM has a drawback because of requiring the depth of the hidden

layers.

2.5 Context Modeling

McCarthy is recognized as the first scientist who described context in artificial in-

telligence view to model it [37]. His description is based on propositional logic and

this work was followed by the similar propositional logic studies but these studies

are generally based on fixed rules and connections between entities [8, 30]. How-

ever, counting all these fixed rules and connections between entities are impossible in

real-world problems.

Context modeling is studied in many different fields in computer science such as

computer vision, pattern recognition, and robotics.

In computer vision and pattern recognition studies, Torralba et al. focus on context-

based object detection and recognition by using the correlation between the scenes

and the objects by adapting graphical models such as Markov Random Fields [58, 59].

On the other hand, Marszalek et al. build a model to learn actions and contexts of the

scenes by classifying actions using Support Vector Machines [35]. In these models,

local interactions between predictions are used for building contextual knowledge in

general.

In robotic studies, context is also used for facilitating complex real-world problems.

In the study of Anand et al., they adapt graphical models to capture contextual rela-

tions in order to determine the object labels [4]. Jiang et al. also propose a graphical

method to model context in order to choose a proper placing for an object in a scene

[28]. An extension of a Bayesian Networks is utilized for contextual reasoning in

underwater robots in the work of Li et al. [33].

19



2.5.1 Hierarchical Context Modeling

Since Section 2.2 suggest that context should model hierarchically, hierarchical con-

text modeling studies should be examined in detail.

There are many promising attempts on modeling a hierarchical structure for context.

For instance, Sun et al. describe the spatio-temporal context for action recognition

problem in videos by using 3 levels of context hierarchy which is defined and de-

signed by hand [54]. These layers are called point-level context, intra-trajectory con-

text (trajectory transition descriptor), and inter-trajectory context. In another study,

Wang and Ji construct a hierarchical structure to recognize events in surveillance

videos [63, 64]. They also build a 3-layer hierarchy and emphasize that previous

works generally extracted context from one layer, and there are not many studies that

extract different contexts from different layers simultaneously. In his work, feature-

level context, semantic-level context and prior-level context are obtained simultane-

ously and these obtained contexts are combined in order to detect events in surveil-

lance video correctly. In these works, the hierarchy is not incorporated into a semantic

hierarchy as shown in Figure 2.1, and it is statically structured. Moreover, context is

considered only for specific modalities, making them restricted to a smaller scope.

In another interesting article, Choi et al. focus on object categorization using a hier-

archical model [14]. They extract a hierarchical context model from a large database

of object categories and model a graphical tree structure in terms of co-occurrence

and spatial relations of objects. Dependencies between object categories and scenes

emerge thanks to this tree structure. This model demonstrates the relations between

objects in a hierarchical way and makes important contributions to object and scene

recognition problems. Although this study creates a semantic hierarchy between ob-

jects, it only refers contextual relations between objects and it does not produce a

general contextual structure. In addition, co-occurrence and spatial properties of ob-

jects are used as a prior model, which does not completely overlap with the dynamic

property of contexts.

Lastly, Li et al. [34] work on recognizing human attributes such as gender, and cloth-
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ing style, and they use a deep hierarchical context structure for this end. This deep

context includes human contexts as well as background scene context. Convolutional

Neural Networks (CNNs) are adopted for this purpose. In other words, CNN learns

not only the scores of human bodies and human-specific attributes but also the score

functions of deep hierarchical context. Especially, scoring cooperation while mod-

eling the human and scene plays an important role to create the contexts related to

humans and scenes. Combination of human and scene contexts generates a hierarchi-

cal context structure. The general context relations could not be shown in this study

as well and the focus is placed on human attributes. Moreover, Li et al. show hi-

erarchy as an association of human and scene oriented contexts, and they could not

demonstrate any semantic hierarchy as mentioned in Figure 2.1.

2.5.2 Incremental Context Modeling

Context should model not only hierarchical but also incremental since robots inter-

act with different circumstances but cannot know beforehand all the circumstances.

Therefore, both hierarchical and incremental learning of contexts are needed in real-

world problems.

Some works in computer vision and robotics tries to model context incrementally. In

computer vision, Yu et al. [67] propose an incremental approach by using Restricted

Boltzmann Machines and this model is also implemented in our work to compare our

results. Ortiz & Baille [39] also build an incremental Restricted Boltzmann Machines

by using reconstruction error as a cue in robotics. In robotics field, another study

belongs to Çelikkanat et al. [12] and they suggest an incremental LDA model which

uses maximum weight between a context and an object as a cue. All these models are

rule-based and examine the errors or the entropies (perplexity) of the systems in order

to decide when to increment the number of contexts. Moreover, they are not suitable

for hierarchical construction.

Since this study is inspired by incremental LDA algorithm [12], details of this algo-

rithm need to be examined in order to obtain a compact background. In that study, a
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model tries to capture when to increment the number of contexts while encountering

each scene one by one. The initial number of contexts is set as 1 and the model calcu-

lates the probabilities of words for a given context by using LDA. (The details LDA is

explained in Section 4.1.) Then, confidence values for each object are calculated by

assigning each object to a context which has the highest probability. They defined a

Clow in order to represent set of objects whose confidence is less than a threshold and

if there is an item in Clow, they increment the number of context by one and recom-

puted the probability distribution of objects given contexts. Incrementing the context

count goes until Clow become H. Then, the model starts to wait for a new scene.

Incremental LDA algorithm can be seen in Algorithm 1.

Algorithm 1: Incremental Latent Dirichlet Allocation algorithm (Source: [12])

1 initialize context count KÐ 1.

2 for all encountered scenes do

3 run K-Incremental Gibbs sampler with K

4 while Clow ‰ H do

5 increment context count KÐ K + 1

6 run K-Incremental Gibbs sampler with K

7 end

8 output converged context assignments ~zN for the scene

9 end

2.6 General and Restricted Boltzmann Machines

In this section, a brief introduction is provided for General Boltzmann Machines [3]

and Restricted Boltzmann Machines [45] which are used for constructing incremental

Restricted Boltzmann Machines (iRBM) and deep Incremental Boltzmann Machines

(diBM). Schematic comparison of Boltzmann Machines, Restricted Boltzmann Ma-

chines and Deep Boltzmann Machines [44] (i.e., which have more hidden layers in

order to obtain a better latent representation of the data) is shown in Figure 2.8.
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Figure 2.8: A schematic comparison of Boltzmann Machines, Restricted Boltzmann

Machines and Deep Boltzmann Machines [Figure source: [18]]

2.6.1 General Boltzmann Machine

A Boltzmann Machine is a generative graphical model [3] which contains visible

nodes represented with v “ tviu
V
i“1 Ă t0, 1u

V , hidden nodes represented with h “

thiu
H
i“1 Ă t0, 1uH and symmetrical edges between nodes represented with W “

twiju with wij P R. All hidden and visible nodes are connected to each other without

any restriction as it may be seen in Figure 2.9.

Boltzmann Machine is build based on a physical system and it tries to lower the

energy function which can be defined as follows:

Epv,hq “ ´
ÿ

iăj

viw
vv
ij vj ´

ÿ

iăj

hiw
hh
ij hj ´

ÿ

iăj

hiw
hv
ij vj. (2.1)

Moreover, probability of activating a node is also depend on the energy function and

can be defined as follows:

ppx “ 1q “
1

1` e∆Ex{T
, (2.2)

where x stands for a visible or a hidden node, ∆Ex represents for the change in energy

and T corresponds to the temperature of the system.
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Figure 2.9: A schematic representation of General Boltzmann Machines

In Boltzmann Machines, visible nodes are modeled in terms of latent variables:

P pvq “
ÿ

H

P pv, hjq (2.3)

Suppose, distribution over the training set is denoted by P`pV q and distribution when

the Boltzmann Machines reached the thermal equilibrium is represented by P´pV q.

In order to train the Boltzmann Machine, P`pV q should be approximated to P´pV q

where V is the visible units of Boltzmann Machine. For this purpose, a similarity

measure is proposed based on the Kullback Leibler Divergence as follows:

G “ DKLpP
`
pV q, P´pV qq “

ÿ

v

P`pvq ln
P`pvq

P´pvq
, (2.4)

where the summation is calculated all the possibilities of V . Since G is a weight

function, gradient descent on G can be used for updating weights. In order to update

the weights, the following is used:

wij Ð wij ´
BG

Bwij

, (2.5)

BG

Bwij

“
1

R
ˆ rp`ij ´ p

´
ijs, (2.6)

whereR is learning rate and p`ij and p´ij are the probability of having all the units on at

the thermal equilibrium in two phases (i.e., (i) positive phase where the visible units
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Figure 2.10: A schematic representation of Restricted Boltzmann Machines

are clamped with training data randomly, (ii) negative phase where the network runs

freely).

2.6.2 Restricted Boltzmann Machines

The training and inference are slow and limited in Boltzmann Machines. To overcome

these limitations, the connections between hidden to hidden and visible to visible

units are discarded and only visible to hidden unit connections are kept in Restricted

Boltzmann Machine (RBM) [45]. The structure of RBM can be observed in Figure

2.10.

In order to train Restricted Boltzmann Machines, firstly data should be clamped to

visible units and then updating the hidden and visible units should continue until the

equilibrium. However, since reconstructing and re-estimating visible and hidden units

for one step also gives an idea about the way of the gradient, a shortcut is possible

and this makes training much faster and easier in RBMs. This shortcut is shown in

Figure 2.11. This process can be summarized in three steps:

Positive Phase: (i) Data is clamped to the visible neurons v (ii) Hidden neurons h0

are activated (iii) Average joint activations ă vihj ą
0 are calculated.
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Figure 2.11: A schematic representation of training phases of Restricted Boltzmann

Machines

Negative Phase: (i) Visible neurons v1 are reconstructed from h0 (ii) Hidden neurons

h1 are re-estimated from v1 (iii) Average joint activations ă vihj ą
1 are calculated.

Weights update: wij Ð wij ` εˆ pă vihj ą
0 ´ ă vihj ą

1q.

2.7 Summary

‚ Incremental topic or context modeling studies in the literature are generally

rule-based approaches and look for the entropy [39] or the error [67] of the

system in order to decide when to increment.

‚ There are no models that focus on learnability of incrementing the number of

topics or contexts.

‚ Existing studies are either not hierarchical or use a predetermined number of

hidden nodes.

‚ Some of the hierarchical models assume the availability of all the data [40, 55]

at the beginning and that is impossible for a robotic task.
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CHAPTER 3

INCREMENTAL RESTRICTED BOLTZMANN MACHINES (iRBM) AND A

DEEP INCREMENTAL BOLTZMANN MACHINE (diBM)

In this chapter, we propose two novel models in order model context incrementally

and hierarchically. The first model is called an Incremental Restricted Boltzmann

Machines (iRBM) which solves the problem of requiring the number of contexts at

the beginning and a Deep Incremental Boltzmann Machines (diBM) which focuses

on building a hierarchical structure dynamically in order to model context.

This work is submitted to International Conference on Robotics and Automation

(ICRA 2018) which is still under evaluation [18].

3.1 Incremental Restricted Boltzmann Machines (iRBM)

One of the first improvement we have progressed is extending Restricted Boltzmann

Machine (RBM) in an incremental way. Detailed information about General Boltz-

mann Machines and Restricted Boltzmann Machines can be found in Section 2.6.1.

As shown in Section 2.6.2, RBM has a fixed number of nodes in its hidden layers so

a fixed number of contexts since the contextual information is represented as a latent

variable in our approach. The necessity of knowing the number of hidden neurons

at the beginning is not suitable for building contextual information in an incremental

way on robots. Therefore, we started by building an incremental model by extending

RBM in order to solve this problem.

Studies in the literature utilize the entropy of the system [39] or reconstruction error
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[67] in order to determine when to increment. However, our model is incremental

based on confidence values of each visible unit:

cv Ð max
j
wvj. (3.1)

Equation 3.1 forces each visible unit to be connected to a hidden unit and it also

measures how strongly connected to the maximum weightily hidden unit. If the mea-

sured maximum weight from a visible unit to a hidden unit is low than a threshold

value, then it can be concluded that the system does not found a hidden neuron to

represent that visible where visible neurons correspond to objects/words and hidden

neurons corresponds to contexts/topics in our documents/sceneries. In other words,

this means the system does not found a strong context to represent for that object yet.

Moreover, a baseline confidence value needs to be calculated in order to measure the

threshold value for the system. This baseline confidence value is responsible for the

whole system confidence with the current hidden units and it is represented with c|h|m .

Softmax function is also used in order to normalize baseline confidence and give a

smoother characteristic to that value. Baseline confidence is calculated as follows:

c|h|m Ð
1

Z0

exp
´

min
v
cv

¯

, (3.2)

where Z0 corresponds to the summation of the confidence values for all visible neu-

rons. It is represented as:

Z0 Ð
ÿ

v

exppcvq. (3.3)

Our model is encountered each scene (v) one by one and after some time it fails to

represent all the objects with the present contexts. In other words, ppvq decreases

because of the decrease in the current confidence value which means inefficient rep-

resentations of visible units. The current confidence value is represented by

ccurrm Ð 1{Z0 exp
´

min
v
cv

¯

. (3.4)

When ccurrm lies under the baseline confidence (i.e., c|h|m ), the number of hidden neu-

rons should be incremented by one in order to represent that visible neuron and en-

hance the representation scope of the system. This condition can be shown as follows:

ccurrm ă tˆ c|h|m . (3.5)
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Figure 3.1: An illustration of construction of iRBM

In short, when Equation 3.5 is satisfied, a new context is added as a hidden neuron to

our model in order to represent the object which the system is insufficient to represent.

In this condition, t shows the scaling factor in order to control the system patience for

adding a new hidden neuron.

Since Equation 3.2 and 3.4 contain Z0s on both sides, Equation 3.5 can be simplified

by dropping out the Z0s on both sides.

An illustration of construction for iRBM can be observed in Figure 3.1.

Moreover, weights from newly added hidden neuron to visible neurons are not ran-

domly initialized. Weights of each visible neuron to the new hidden neuron are in-

versely proportional to weights to the other hidden neurons. It can be formulated as

follows:

wik Ð

˜

|h|´1
ÿ

j“1

wij

¸´1

. (3.6)

As can be seen in Equation 3.6, weights from each visible unit vi to hk are initialized

by using an inverse proportion of weights from that visible unit to other hidden units.

vi can be assumed as strongly related and represented by the existing hidden neurons

if that sum is large therefore a small weight wik should be initialized between vi and

hk. However, vi can be seen as not adequately represented by existing hidden neurons

if this sum is small, so a higher weight should be initialized for wik in that case.

Summarization of iRBM algorithm can be seen in Algorithm 2.
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Algorithm 2: Incremental RBM for a new scene. Initially, there is only one

hidden node, i.e., |h| “ 1, and tiRBM (patience of the model) is set to expp´0.5q.

Input:

‚ s: A new scene (i.e., a v vector, s.t. vi “ 1 if s contains object with label i)

‚ W , |v|, |h|: Current model

Output: W : Updated model

1 Clamp v, estimate h0 and calculate ă vihj ą
0 Ź Positive phase

2 Reconstruct v1 from h0, estimate re-estimate h1

3 Calculate ă vihj ą
1 Ź Negative phase

4 wij Ð wij ` εˆ pă vihj ą
0 ´ ă vihj ą

1q Ź update weights

5 cv Ð max
j
wvj Ź calculate confidence for visible neurons

6 if exp
´

min
v
cv

¯

{Z0 ă tiRBM ˆ c
|h|
m then

7 Add a new hidden neuron, let k be its index

8 wik Ð

´

ř|h|´1
j“1 wij

¯´1

Ź Initialize new weights

9 Z0 Ð
ř

v exppcvq

10 c
|h|
m Ð exp

´

min
v
cv

¯

{Z0 Ź Update baseline confidence for new h

11 end
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Figure 3.2: An illustration of construction of Stacked iRBM

3.1.1 Stacked Incremental Restricted Boltzmann Machines (Stacked iRBM)

In order to represent super-contexts and sub-contexts, stacking mechanism is added

to iRBM model. For this purpose, after all the inputs are assumed to be encountered

and iRBM is constructed, all the inputs are run, and their hidden activations are stored

to use them as an input for another iRBM. In other words, hidden activations of an

iRBM are used as an input for another iRBM. This stacking is illustrated in Figure

3.2. An iRBM layer construction is finished when all the inputs are encountered and

another iRBM layer is added on top if final iRBM model contains any close contexts

(i.e, hidden neurons since contexts are represented with latent variables).

We calculate a baseline value (dsbase) for last iRBM layer (iRBM t) by using previous

one in the stack (iRBM t´1) as follows:

dsbase Ð min
hi,hj P iRBMt´1

distphi, hjq, (3.7)

where distphi, hjq calculates the distance between between hi and hj . It can be de-

fined as:

distphi, hjq “
1

2
rdKLpwi,wj

q ` dKLpwj,wi
qs, (3.8)

where wi “ă wki ą and wj “ă wkj ą are the representations of the weights
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Figure 3.3: Representation of wi and wj . Different colored edges represent the

vector of weights connecting hi and hj to the previous layer’s nodes. [Best viewed in

color]

connecting hi and hj to the previous layer’s nodes. These vectors can be seen in

Figure 3.3.

The distance between hidden neurons in the final iRBM layer (iRBM t) is defined as:

dscurr Ð min
hi,hj P iRBMt

distphi, hjq. (3.9)

When training iRBM t is finished, dscurr and dsbase are compared as follows:

dscurr ă dsbase ` e
s, (3.10)

where es represents the extensibility of the model while measuring the closeness

of hidden neurons. If there are similar hidden neurons in iRBM t, another iRBM

(iRBM t`1) is trained by using hidden activations of iRBM t as an input for iRBM t`1

to represent these two similar hidden neurons. Moreover, dsbase should be updated as

follows:

dsbase Ð min
hi,hj P iRBMt

distphi, hjq. (3.11)

The whole algorithm for stacked iRBM model is presented in Algorithm 3.
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Algorithm 3: The algorithm for adding an iRBM (iRBM t) to the stack. es

(extendibility of the model) is empirically set to 1. n is number of scenes in the

corpus.
Input: it´1: hidden activations of iRBM t´1 composed of

ă it´1
1 , it´1

2 , .., it´1
n ą.

Output: it: hidden activations of iRBM t composed of ă it1, i
t
2, .., i

t
n ą.

1 Train iRBM t using each it´1
m P it´1for m ď n and behaving it´1

m as an

encountered scene in Alg. 2

2 dscurr Ð min
hi,hj P iRBMt

distphi, hjq

3 if dscurr ă dsbase ` e
s then

4 dsbase Ð min
hi,hj P iRBMt

distphi, hjq

5 Add a new iRBM (iRBM t`1) to the stack and train it by using hidden

activations of iRBM t

3.2 Deep Incremental Boltzmann Machines (diBM)

In order to represent a hierarchical nature of context, iRBM model is extended. In

stacked iRBM model all scenes are assumed to be encountered in order to build other

hierarchical layers but in this model for each encountered scene, model dynamically

determines to add a new hidden layer and/or a hidden neuron. An overview of this

model can be seen in Figure 3.4.

A baseline confidence rf is used in order to decide when to add a hidden layer on

top of the final hidden layer f . rf is calculated when layer f has absolutely 2 hidden

neurons as can be seen in the first state of diBM in Figure 3.5. Baseline confidence is

computed as follows:

rf Ð dphi, hjq, for hi, hj P hf , (3.12)

where dphi, hjq is very similar to distphi, hjq function in stacked iRBM and used for

defining Kullback Leibler Divergence of hi and hj in terms of their weights. It can be
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Figure 3.4: An overview of diBM model. diBM obtains one scene at a time, and

updates the model by adding a new context node and/or a context layer in order to

represent close context in a upper layer in the hierarchy. [Figure source: [18]]
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Figure 3.5: Different phases of diBM which has one hidden layer with two neurons,

one hidden layer with three neurons and two hidden layers with one neuron in the

final layer respectively

defined as:

dphi, hjq “
1

2
rdKLpsmpwi

q, smpwj
q ` dKLpsmpwj

q, smpwi
qqs, (3.13)

where wi “ă wki ą and wj “ă wkj ą corresponds the weights which connects hi

and hj to the previous layer nodes. Representation of these weights can be seen in

Figure 3.3.

As can be noticed, the only difference between dphi, hjq and distphi, hjq is using

smp.q function in dphi, hjq which stands for vector-defined softmax function in order

to normalize weight vectors. Softmax function can be formulated as:

smpwqi “
exppwiq

ř

j exppwjq
. (3.14)

When the number of hidden neurons for the final hidden layer f is incremented by

using the rules of Algorithm 2 and more than two (i.e., when |hf
| ą 2) as shown in

the second state of diBM in Figure 3.5, the current confidence rcurrf for the final layer

is represented as:

rcurrf Ð min
hi,hjPhf

dphi, hjq. (3.15)

When rcurrf is small, hidden neurons (i.e., contexts) are close to each other and rep-

resent the similar objects or contexts. When this value is smaller than the threshold

which is determined dynamically, a new hidden layer with one hidden neuron should

be added. That layer would be an upper layer of f th layer which is called as pf ` 1qth

layer of the model. This condition is demonstrated in the third state of diBM in Figure
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Figure 3.6: An illustration of construction of diBM after encountering different

scenes

3.5 and can be shown as follows:

rcurrf ă tdiBMrf . (3.16)

In Equation 3.16, tdiBM stands for a scale to control the tolerance of the system for

incrementing the number of hidden layers by one with a single hidden unit. Weights

from hidden neurons in the f th hidden layer to the single hidden neuron in the pf`1qth

hidden layer is randomly initialized.

diBM construction phases after being fed by different scenes are illustrated in Figure

3.6.

Summary of diBM construction steps can be examined in Algorithm 4.
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Algorithm 4: The algorithm for deep incremental BM (diBM). R initially con-

tains one hidden layer with one hidden neuron. tdiBM (patience of the model) is

empirically set to 0.1.
Input:

‚ s: A new scene (i.e., a v vector, s.t. vi “ 1 if s contains object with label i)

‚ R “ tR0, ...,Rl
u: The current (latent) hierarchy, with Ri

“ thi,Wiu being the

hidden neurons and the weights of layer i.

Output: R: The updated hierarchy.

1 Update each Ri
P R using Alg. 2, adding new hidden neurons if necessary

2 Let Rf be the last layer, and hf be its hidden neurons

3 If |hf | ă 2, set the last layer’s baseline confidence, rf , to 0.

4 if Hidden neurons in Rf is incremented, and |hf | “ 2 then

5 rf Ð dphfi , h
f
j q, for hi, hj P hf

6 else if
„

min
hi,hjPhf

dphi, hjq



ă ptdiBM ˆ rf q then

7 Rf`1
Ð a new incremental RBM layer with one node

8 RÐ R‘ Rf`1
Ź Add new layer to diBM

9 rf Ð 0
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CHAPTER 4

A LEARNING BASED APPROACH TO INCREMENTAL CONTEXT

MODELING

Incremental learning of contextual information is very important for both humans and

robots since they construct the contextual knowledge over time. However, models

in the literature for incremental context modeling is generally based on some pre-

determined rules. They decide to increment based on entropy (e.g. [39]) or the error

value of the system (e.g. [67]). In our model, we focus on when to increment the

number of contexts as a learning problem and use Latent Dirichlet Allocation (LDA)

for generating data and built a Long-Short Term Memories (LSTM) in order to learn

when to increment the number of contexts.

In our approach, we assume that each object may be observed in different contexts and

contexts are modeled as latent variables of the model as in the model of Çelikkanat

et al. [12]. The overview of our model can be seen in Figure 4.1 where the system

updates the contextualized scene model by using lda and gives these model to LSTM

as an input and tries to estimate necessity of incrementing the number of contexts by

using LSTM.

This work is cooperated with İlker Bozcan with equal contribution and submitted to

International Conference on Robotics and Automation (ICRA 2018) which is still

under evaluation [16].
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Figure 4.1: An overview of how incremental context modeling is addressed as a

learning problem. When the model encounters the scenes, labeled objects are

detected and the Latent Dirichlet Allocation Model is updated. Then, states of the

LDA model is provided as an input to the Recurrent Model in order to estimate the

necessity of incrementing the number of contexts. [Figure source: [16]]

Figure 4.2: Graphical representation of Latent Dirichlet Allocation [Figure source:

[6]]
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4.1 Contextualized Scene Modeling with Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation is a generative model and it is generally applied docu-

ments for topic modeling [21]. LDA will be introduced with a topic modeling per-

spective in this section and the correspondence between topic modeling and context

modeling is explained in Section 2.4 and Table 2.1.

As it is presented in the work of Blei et al [6], LDA model makes the following as-

sumptions: (i) a document d P D is composed of a set of words w1, ..., wN where

D represents the corpus (i.e., whole documents in the dataset). (ii) Words are sam-

pled from a fixed size vocabulary (i.e., wi P W for vocabulary of size |W|). (iii) A

document can be treated as a mixture of a fixed number of topics z1, ..., zk. It can be

described as zt P Z and |Z| “ k where k is the total number of topics. Therefore, a

document can be expressed with a probability of each topic and this can be denoted

as ppzt|diq. (iv) A topic, on the other hand, can be considered as a mixture of words

(i.e., w1, ..., wN ) in the vocabulary and it can be reflected as ppwj|ztq.

LDA tries to infer these probabilities by using all the documents in the corpus D.

Moreover, probability of generating a corpus can be defined as follows:

ppD|α, βq “
M
ź

d“1

ż

ppθd|αqp
Nd
ź

n“1

ÿ

zdn

ppzdn|θdqppwdn|zdn, βqqdθd (4.1)

The variables in Equation 4.1 can be observed in graphical representation of LDA in

Figure 4.2. In this equation, M and N refers to number of documents and words, α

and β corresponds to Dirichlet Parameters of document-topic and topic-word distri-

butions, θd shows per document topic proportions, zdn corresponds to per word topic

assignment, wdn shows the observed word, D symbolizes the corpus (collection of M

documents) and d represents each document where d P D (sequence of N words).

4.2 Dataset Collection

The existing datasets do not give an exact information about the number of contexts.

Even if they are labeled and categorized, it is possible to infer more contexts since
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high-level contexts may be discarded in these scene classification datasets. For in-

stance, in that kind of dataset, there may be a home and an office contexts, but home-

office context may not be taken into consideration. Even if some samples belong to a

home-office context in that dataset, those samples may be labeled as either home or

office.

In order to solve dataset problem, Latent Dirichlet Allocation (LDA) [21] is used.

LDA is a generative model and it enables to generate artificial documents from a

different number of contexts. These documents can be used for context modeling

by considering each document di as a scene si, a word wi as an object oi, a topic ti

as a context ci. Since we are trying to find the distribution between the objects and

the contexts and necessity of adding a new context, using an artificially generated

data should not cause any problem. Generating an artificial dataset using Dirichlet

Distribution only requires the Dirichlet Distribution between objects and contexts

but it seems very rational requirement since Dirichlet Distribution can approximate

different distributions, many high-level categories and natural phenomena.

As can be observed in Figure 4.3, artificially generated dataset and the real dataset

(SUN-RGBD dataset [52]) yielded similar distributions in terms of context-object

frequencies. For this purpose, α which shows the topic mixture distributions per

document and β which represents the word distributions per topic selected as 0.9

and 0.01 respectively. In other words, thanks to Dirichlet parameter selections, we

obtained a distribution on the artificial dataset which yields similar to the real dataset.

In order to generate artificial dataset, followings steps should be pursued:

‚ Dirichlet Parameters should be chosen:

α : Parameter of scene-context distribution which describes the environ-

ment

β : Parameter of context-object distribution which corresponds the like-

ness of objects for topics

‚ Each context ci should be generated for each index i as the probability dis-
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Figure 4.3: Context-object frequencies of artificially generated dataset and real

dataset (SUN-RGBD [52]) [Figure source: [16]]
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tribution over objects and ci is sampled from Dirichlet distribution of β (i.e.,

ci „ Dirpβq).

‚ Number of objects N in a scene should be decided.

‚ θ should be sampled where θ„Dir(α) as the probability distribution of contexts

for a given scene.

‚ To generate each object in the scene:

a context ci should be sampled where ci „Multinomialpθq.

an object oi should be sampled by using sampled context ci where oi „

Multinomialpciq.

Assume that corpus which contains all the scenes are generated by using k number

of contexts and called Dk where Dk “ tSk
1 , ..., S

k
Lk
u. Different LDA models should

be trained by using Dk for k0 number of contexts where k0 ď k. This training will

produce the inputs x and labels y for each input of recurrent models.

Tuples (x, y) used for training the deep recurrent network is generated as follows:

(a) x: Input of deep recurrent network which shows the different LDA models.

It is variable length since the number of context is changed from 1 to k for

depending on the number of context in the generation process. xi is composed

of probabilities of each context for a given object (i.e., pci) which can defined

as follows:

xi “ pci “ tppci|ojqu
N
j“1. (4.2)

Actually, LDA model does not give ppci|ojq but it gives the probabilities of each

context for a given scene (i.e., tppci|sjquMj“1) and each object for a given context

(i.e., tppoi|cjqukj“1). In order to obtain ppci|ojq, we used Bayes formula:

P pci | ojq “
P poj | ciqP pciq
k
ř

i“1

P poj | ciqP pciq

. (4.3)
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Moreover, P pciq term can be obtained through marginalization as follows:

P pciq “
M
ÿ

t“1

P pci|stqP pstq. (4.4)

In Equation 4.4, P pci|stq term comes from LDA model and P pstq is assumed

to be 1
M

since each scene is equally probable and follows a uniform distribution

where M refers the number of scenes, N refers the number of objects and k

refers the number of contexts.

(b) y: Represents the binary label for the input x. It represents incrementing the

number of contexts (i.e., y “ 1) when k0 ă k and stopping to increment number

of contexts (y “ 0) when k0 “ k.

By following the mentioned steps, we generate 14400 instances up to 10 contexts and

each of them contains 1000 scenes and 100 objects for each scene. The total number

of objects are selected as 1000.

After the generation part, we trained different LDA models with y “ 1 and y “ 0

labels by trying to enhance the number of instances with each label. Therefore, in

total, we had 27,000 (x, y) pairs for training and 3,400 pairs for testing. Collecting

more data may give more accurate results but we faced the time limitation since train-

ing different LDA models are time-consuming because of training each instance with

y “ 1 and y “ 0 labels.

4.3 The Deep Recurrent Networks

Recurrent Neural Network (RNN) is an artificial neural network where hidden neuron

connections are based on a directed cycle. In our model, RNNs are employed in

order to handle variable length inputs which are caused by training LDA models with

different numbers of contexts. The architecture comparison between Feed Forward

Neural Networks and Recurrent Neural Networks can be seen in Figure 4.4.

The problem is considered as a learning problem for determining when to increment

the number of contexts. x which shows the states of the LDA is given as an input to
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deep recurrent network and y which shows the necessity of adding a new context is

predicted by the model. The deep recurrent architecture of our model can be seen in

Figure 4.5.

InputHidden Units

…

…

Object 1 Object 2 … Object N

Context 2

Object 1

Context 1

Object 2 Object N… Object 1 Object 2 …

Context M

Object N

𝐱0 = 𝑝 𝑐1 𝑜𝑖 𝑖=1
𝑶

𝐱1 = 𝑝 𝑐2 𝑜𝑖 𝑖=1
𝑶

𝐱M−1 = 𝑝 𝑐𝑀 𝑜𝑖 𝑖=1
𝑶

𝑦 ∈ 0,1

Figure 4.5: Unfolded view of RNN architecture used for predicting when to

increment number of contexts [Figure source: [16]]
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Different types of Recurrent Neural Networks with a different number of hidden units

and number of layers have been tested in our model. For instance, Long Short-term

Memories [23] are RNN architectures that are able to remember the necessary values

over arbitrary intervals. Many to one LSTMs seem also suitable to fulfill long-term

memory requirements of our problem. Moreover, GRU [13]) is also implemented in

order to evaluate our system. Most successful ones are shown in Section 5.2.

Since neural networks try to minimize the loss function, we need to determine to

the loss function that will be used in our system. For this purpose, we use a binary

cross-entropy loss J which can be defined as follows:

J pW q “ ´ 1

n

ÿ

i

ryi log ŷi ` p1´ yiq logp1´ ŷiqs . (4.5)

In Equation 4.5, W corresponds the parameters of the model, ŷi shows the prediction

of the model for the ith sample in the dataset, n represents the number of samples or

the batch in the dataset.

L2 regularization loss is also added on weights in order to avoid over-fitting.

4.4 Training the Recurrent Model

Adam optimizer is employed in order to train recurrent network which is very popular

while training the deep models [29]. Default values of the parameters are used (β1 “

0.9 and β2 “ 0.999) and the batch size is chosen as m “ 100. Moreover, the training

of the network is ended when the test set accuracy become to decrease (i.e., early-

stopping).
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CHAPTER 5

EXPERIMENTS AND RESULTS

In this chapter, different tasks are solved by using two different methods. In Section

5.1, the results from iRBM and diBM models are shown by comparing them against

other successful models in the literature. These results are also presented in [18]. In

Section 5.2, experimental outcomes from the combination of LDA and RNN models

are presented. These results are also presented in [16].

5.1 Incremental Restricted Boltzmann Machines (iRBM) and A Deep Incre-

mental Boltzmann Machine (diBM)

In the following experiments, results from iRBM, stacked iRBM, diBM, vanilla RBM

initialized with the same number of hidden neurons found by iRBM, stacked RBM

initialized with the same number of hidden layers and hidden neurons found by

stacked iRBM, DBM initialized with the same number of hidden layers and hidden

neurons found by diBM, incremental RBM model proposed by Yu et al. [67] and in-

cremental LDA proposed by Celikkanat et al. [12] are presented. In order to compare

these models, each of them is trained with the same number of epochs.

Since RBM and DBM are not incremental methods, these models are evaluated by

training on one instance at a time (i.e., online mode) and whole instances at once (i.e.,

batch mode). Moreover, we also used diBM weights to initialize the vanilla DBM in

order to examine how well starting point diBM weights can provide for vanilla DBM.

This initialization is represented as DBMÐ diBM in the following experiments.
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Figure 5.1: A few samples from the SUN-RGBD scene classification and

segmentation dataset [52]

5.1.1 Dataset

Two datasets are used in order to evaluate our models.

The first dataset is called AP news document dataset which is obtained from Asso-

ciated Press articles [1]. It is introduced by David Blei and originally generated for

evaluating Latent Dirichlet Allocation (LDA). This dataset contains 2246 documents

and 10473 different words in its vocabulary. 246 documents are chosen randomly for

testing and the rest of them is used for training. We took the first 2000 documents for

training and last 246 documents as test data. In this dataset, each document is consid-

ered as a scene where words and topics correspond objects and contexts respectively

in order to use these documents in context modeling.

The other dataset is SUN RGB-D scene classification and segmentation dataset [52].

This dataset contains 10,335 labeled scenes, 11600 different objects and it is com-

posed of NYU depth v2 dataset [49], the Berkeley B3DO dataset [26], and the SUN3D

dataset [65]. 7,000 scenes are used for training and the rest of 3,335 scenes are em-

ployed for testing the models. This dataset is selected since it suits the nature of

robotic problems by containing different scenes from different contexts with various

objects. Since the robot needs to learn these contexts by having no prior knowledge

about the contexts and number of them, this dataset seems proper to extract contex-

tual information incrementally. Moreover, this dataset includes object labels with

their annotations, positions, and depths. Labeled objects are used for facilitating the

problem by excluding object recognition task out of the scope of our study since it
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Figure 5.2: Number of hidden layers and topics on a subset of SUN RGB-D Dataset

obtained from 8 contexts and 200 scenes from each context with online learning.

The number of hidden layers is shown only for diBM model which results with 16

contexts in total thanks to representing super-contexts and sub-contexts in the

hierarchical layers. [Best viewed in color]

can be achieved with a great success by using state of the art deep models. A few

samples from SUN RGB-D dataset can be seen in Figure 5.1.

In order to use both datasets, bag-of-words and bag-of-objects approaches are fol-

lowed. These words/objects are fed to the model from visible units and hidden repre-

sentations of these datasets are obtained in an incremental and hierarchical way.

5.1.2 Number of Contexts

The first task is examining the number of contexts and hidden layers found by differ-

ent incremental models as well as our models. Since SUN RGB-D does not contain an

equal number of scenes for each context, a sub-dataset is obtained from SUN RGB-D

which contains 8 contexts (scene categories) and 200 scenes for each context (i.e.,

1600 scenes in total) and 3352 different objects. These contexts are labeled as an

office, library, bedroom, bathroom, living room, kitchen, classroom and dining room.

Figure 5.2 shows the number of hidden neurons for incremental models and hidden
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Figure 5.3: Entropy change over time obtained from different models on NYU

Depth Dataset. DBM and RBM are excluded from the number of contexts since they

have fixed number of hidden units. [Best viewed in color]

layers for diBM with online learning. As can be seen in the figure, iRBM manages to

find the correct number of contexts. The number of hidden neurons found by diBM is

16 since the figure shows the total number of hidden neurons in all the hidden layers.

Therefore, this means diBM also finds super-contexts and sub-contexts thanks to the

hierarchy.

5.1.3 Entropy of the Models

Since Boltzmann Machines try to minimize the entropy of the models, we examined

the entropy changes of different models while the systems evolve. The entropy of a

contextual model is defined by Çelikkanat et al. [12] as follows:

Ĥ “ ρHpo|cq ` p1´ ρqHpc|sq, (5.1)

where o represents the objects, c corresponds the contexts and s shows the scenes.

Moreover, Hp¨|¨q measures the conditional entropy as follows:

Hpc|sq “ ´
ÿ

i

ÿ

j

ppci|sjq ˆ log2 ppci|sjq. (5.2)

In Equation 5.1, Hpo|cq measures the entropy for observing a specific object in a

given context and Hpc|sq determines the confidence of a context for a given scene.
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Balancing these two terms gives the most specific contextualized scene models as

stated in Çelikkanat et al. [12]. Therefore, ρ is a constant used for balancing the

significance of these two terms and used as 0.5 in our experiments.

Entropy changes of different models can be seen in Figure 5.3. As can be seen, diBM

finds a model which yields the lowest entropy. Entropies of DBM and diBM are

calculated by taking the mean of entropies come from all layers in each sample.

5.1.4 Qualitative Inspection of Context Coherence (Hidden Nodes)

In order to observe the model strength for representing contexts, highest weighted

objects for each hidden neuron are inspected. Since objects are directly related to first

hidden layer neurons, one-layer methods are inspected in this section which corre-

spond the iRBM, incremental RBM [67], incremental LDA [12] and online vanilla

RBM. diBM, DBM, stacked RBM and stacked iRBM are discarded since they end up

with similar results with their single-layer counterparts, i.e., RBM and iRBM.

Table 5.1 shows the highest weighted 10 objects (i.e., visible units having the highest

10 weights to a hidden neuron) of different models on the subset of SUN RGB-D

data for the best three contexts which are selected by visual inspection. This sub-

dataset contains 8 contexts and 200 scenes from each context (i.e., 1600 scenes in

total). The irrelevant objects which do not suit the contexts are written with a red

color. In terms of our observations, iRBM ends up with the best results by finding

the most relevant objects together in separate contexts. iRBM has found office/library

context in the first hidden neuron, kitchen context in the second hidden neuron and

bathroom context in the third hidden neuron which all exist in the dataset. Results

from Celikkanat et al. [12] keep irrelevant objects together in the third hidden neuron.

Moreover, incremental RBM [67] and online vanilla RBM seem to end up worst

results in terms of our visual inspection.
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Table 5.1: Most probable 10 objects of different models on a subset of SUN RGB-D
dataset for the best 3 hidden units. “d]” is indeed a label in the dataset. Red colored

objects correspond the irrelevant ones to the context.
iR
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Figure 5.4: An illustration of scene reconstruction [Figure source: [18]]

5.1.5 Partially Damaged Scene Reconstruction

In order to evaluate our models in terms of data distributions, samples from test set

(i.e., v P V) are partially-corrupted. This partially corrupted input is represented

with ṽ and tried to be reconstructed (shown as v1). For this task, partially corrupted

samples ṽ are fed into the model as visible neurons and thanks to going forward

and backward from visible neurons to hidden neurons, ṽ is reconstructed in visible

neurons. An illustration of this scene reconstruction task can be observed in Figure

5.4.

In order to corrupt the samples from the test set, α dimensions are randomly chosen

in v and selected dimensions are flipped with probability 0.5.

Some metrics are proposed in order to examine the described task. These metrics

which measure the performance of the models are defined as follows:

CD “ 1´

ř

vPV

ř

i apvi ´ v1iq

α|v| ˆ |V|
, (5.3)

CDa “ 1´

ř

vPV

ř

i apvi ´ v1iq
ř

vPV

ř

i apvi ´ ṽiq
. (5.4)

In Equation 5.4, CD shows the corrupted dimensions and CDa represents the cor-

rupted data. Moreover, ap¨q is the absolute value function calculates the difference

between the real data and the reconstructed data.
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These metrics consider all the corrupted and uncorrupted parts of the input in the

absolute value function, therefore CD and CDa may be negative if the number of

destroyed bits are more than successfully reconstructed ones. Since some models de-

stroy the uncorrupted objects while trying to reconstruct the corrupted ones, two other

metrics are proposed as an optional measure to obtain always positive performances:

CDk “ 1´

ř

vPV

ř

i apui ´ u1iq

α|v| ˆ |V|
, (5.5)

CDak “ 1´

ř

vPV

ř

i apui ´ u1iq
ř

vPV

ř

i apvi ´ ṽiq
, (5.6)

where absolute value function is calculated in terms of corrupted bits of the input

rather than considering all the corrupted and uncorrupted ones. Therefore, u and u1

represent the corrupted part of v and v1.

Tables 5.2 and 5.3 show the results from scene and document datasets by using dif-

ferent models.

Inside the batch methods which are based on training the model by using all data at

once, stacked RBM and DBM initialized with diBM weights gives the best results

for the scene and document datasets respectively. It is natural to obtain the best re-

sults from DBM initialized with diBM in the document dataset since it has a deeper

representation power and pre-processed weights. The surprising part is obtaining a

better result in Stacked RBM than DBM or DBM initialized with diBM weights in

scene dataset. This can be caused by the convergence time of DBM in the scene

dataset. Since all the models are trained with the same number of epochs, this shows

us stacked RBM converges faster than other models on SUN RGB-D dataset. Faster

convergence of Stacked RBM is also supported by document dataset since Stacked

RBM gives the second-best accuracies and performs better than DBM.

By examining the online methods which are based on training the model with a sin-

gle train instance at a time, diBM and DBM initialized with diBM weights seem to

give best results for scene and document dataset respectively. Moreover, diBM also

performs the best not only inside the incremental methods but also inside the batch

models on SUN RGB-D dataset. Moreover, obtaining the best result from DBM ini-

tialized with diBM weights in document dataset suggests that diBM can be used for
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Table 5.2: Reconstruction of performances for the testing part of SUN RGB-D
dataset [52]. The corruption rate (α) is 40%. KCP and UCP represent the known and
unknown corrupted parts which show determining error value in terms of corrupted

parts or whole data respectively.
KCP UCP

CDk CDak CD CDa

B
at

ch
RBM 0.719 0.438 0.290 -0.419
Stacked RBM 0.998 0.997 0.996 0.992
DBM 0.854 0.707 0.631 0.262
DBMÐ diBM 0.969 0.938 0.925 0.849

O
nl

in
e

RBM 0.752 0.504 0.373 -0.253
Stacked RBM 0.998 0.996 0.996 0.993
iRBM 0.962 0.925 0.906 0.812
Stacked iRBM 0.997 0.995 0.994 0.987
diBM 0.999 0.998 0.997 0.994
DBM 0.997 0.994 0.993 0.989
DBMÐ diBM 0.997 0.993 0.991 0.983
Yu et al. [67] 0.521 0.042 -0.099 -1.200

Table 5.3: Reconstruction of performances on the testing part of Associated Press
dataset [1]. The corruption rate (α) is 30%. KCP and UCP represent the known and
unknown corrupted parts which show determining error value in terms of corrupted

parts or whole data respectively.
KCP UCP

CD CDa CDk CDak

B
at

ch

RBM 0.657 0.313 -0.139 -1.278
Stacked RBM 0.994 0.988 0.917 0.834
DBM 0.890 0.781 0.632 0.262
DBMÐ diBM 0.996 0.992 0.956 0.911

O
nl

in
e

RBM 0.597 0.194 -0.180 -1.359
Stacked RBM 0.976 0.952 0.796 0.593
iRBM 0.888 0.777 0.412 -0.176
Stacked iRBM 0.994 0.989 0.920 0.839
diBM 0.995 0.990 0.920 0.840
DBM 0.993 0.987 0.940 0.879
DBMÐ diBM 0.997 0.995 0.961 0.921
Yu et al. [67] 0.835 0.669 0.323 -0.355
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initializing the DBM as a pre-processing step. This initialization may facilitate the

training of DBM by reducing the convergence time with a better accuracy and getting

rid of the necessity of determining the number of hidden neurons and hidden layers

at the beginning. Knowing the number of hidden nodes and layers beforehand is very

difficult and may yield worse results if it is not done properly. Finally, iRBM per-

forms noticeably better than RBM no matter training on document or scene datasets

in a bath or incremental way.

It can be inferred from Table 5.2 and 5.3 that our incremental models can converge a

model that has a fixed structure. Comparing the results of iRBM with RBM, stacked

iRBM with stacked RBM and diBM with DBM shows that evolving incremental and

hierarchical models may be constructed. Additionally, these models can achieve as

good results as their rigid counterparts even they can achieve better performances

in some datasets. Moreover, evolving models solve the problem of determining the

number of hidden neurons and layers (i.e., model selection) before training. Finally,

results suggest that our models can be used for initializing their rigid counterparts.

5.2 A Learning Based Approach to Incremental Context Modeling

In this section, the results from the recurrent model where the different Latent Dirich-

let Allocation models are used as an input are examined. Firstly, accuracies of training

and testing of different deep models based on correct increment decisions on artificial

dataset are shown. Then, generalization capability of the recurrent model is tested

by investigating the probabilities of incrementing the number of context on artificial

dataset when the ground truth is more than the number of contexts while the model is

trained to. After examining the probabilities of incrementing the number of contexts,

the entropies of incremental models are analyzed on the artificial dataset. Finally,

outcomes of a real dataset are indicated by using scenes belong to different contexts

in terms of investigating the probabilities of incrementing the number context and

entropies as in the case of the artificial dataset.
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5.2.1 Deep Network Training and Testing Performance

Training and testing performances of the proposed method can be observed in Table

5.4.

As can be seen in Table 5.4, different models in terms of memory units and layers

are tested on the artificial dataset. Moreover, different inputs are evaluated in these

models. As defined in Section 4.2, these inputs are pci which shows the probability of

contexts given objects, poi which represents the probability of objects given contexts

and pci ‘ poi which corresponds the concatenation of these probabilities. The calcu-

lation procedure of these probabilities and what these probabilities state are expressed

in Section 4.2 in detail.

In Table 5.4, accuracies are computed in terms of correct incrementation decisions by

using artificial data. Moreover, 50 hidden unit is used for each hidden layer in these

experiments and this number is determined empirically.

Among all the models, the model which contains LSTM memory units, 3 hidden

layers and uses pci as an input achieved the best accuracies. Since using pci as an

input ends up with the best accuracies for all the models, the probability distribution of

contexts for a given object provides the fundamental information about the necessity

of incrementing the number of contexts.

There is a very tiny difference between training and testing performances in Table

5.4, especially for the inputs pci and pci ‘ poi . This shows the networks do not tend

to over-fit the training data for these inputs. The larger difference between training

and testing while using poi as an input states that there is a more complicated and

difficult to learn visible unit representations and input spaces in poi .

5.2.2 Applying Trained RNN to Incremental Context Modeling

In this term, results from the recurrent network trained with LSTM memory units

and 3 hidden layers are examined on artificially generated dataset as explained in

59



Ta
bl

e
5.

4:
A

cc
ur

ac
ie

s
of

tr
ai

ni
ng

an
d

te
st

in
g

pe
rf

or
m

an
ce

s
of

di
ff

er
en

tm
od

el
s

w
ith

di
ff

er
en

tm
em

or
y

un
its

an
d

hi
dd

en
la

ye
rs

.

Pe
rf

or
m

an
ce

s
ar

e
ca

lc
ul

at
ed

ba
se

d
on

co
rr

ec
ti

nc
re

m
en

td
et

er
m

in
at

io
ns

on
ar

tifi
ci

al
da

ta
.

In
pu

t:
p
c i

In
pu

t:
p
o
i

In
pu

t:
p
o
i
‘
p
c i

Tr
ai

ni
ng

A
cc

.
Te

st
A

cc
.

Tr
ai

ni
ng

A
cc

.
Te

st
A

cc
.

Tr
ai

ni
ng

A
cc

.
Te

st
A

cc
.

V
an

ill
a

R
N

N
(1

la
ye

rs
)

98
.0

%
97

.1
%

72
.6

%
66

.2
%

99
.3

%
95

.5
%

V
an

ill
a

R
N

N
(2

la
ye

rs
)

99
.2

%
97

.7
%

97
.0

%
69

.5
%

97
.5

%
94

.8
%

V
an

ill
a

R
N

N
(3

la
ye

rs
)

99
.7

%
97

.9
%

99
.5

%
71

.4
%

94
.8

%
93

.9
%

G
R

U
(1

la
ye

rs
)

99
.4

%
94

.7
%

97
.2

%
71

.0
%

99
.5

%
93

.7
%

G
R

U
(2

la
ye

rs
)

99
.3

%
97

.3
%

99
.9

%
71

.7
%

99
.4

%
96

.0
%

G
R

U
(3

la
ye

rs
)

99
.4

%
97

.3
%

99
.8

%
71

.7
%

94
.3

%
94

.2
%

L
ST

M
(1

la
ye

rs
)

99
.1

%
92

.9
%

73
.4

%
67

.5
%

99
.7

%
89

.6
%

L
ST

M
(2

la
ye

rs
)

99
.4

%
97

.9
%

99
.7

%
70

.6
%

99
.7

%
96

.7
%

L
ST

M
(3

la
ye

rs
)

99
.9

%
98

.0
%

99
.4

%
70

.9
%

99
.4

%
94

.2
%

60



Section 4.2) and real dataset known as SUN RGB-D [52] whose details are explained

in Section 5.1.1.

5.2.2.1 Experiments on the Artificially Generated Dataset

As explained in Section 4.2, datasets may contain contextual information but it is dif-

ficult to find a dataset which includes the exact number of contexts since there may be

more contexts because of discarding the existence of some sub-contexts. Therefore,

in this section probabilities of incrementing the number of context and entropy of the

model are discussed on artificially generated data.

5.2.2.1.1 Probabilities of Incrementing Number of Contexts

The probabilities of incrementing the number of contexts are shown in Figure 5.5

where the datasets are generated with k contexts. k is chosen as 5, 7, 10, 15, 20 ran-

domly. After the data generation, the different LDA models trained with k0 context

where k0 ď k are used to feed to the recurrent network. As it can be observed, the

LSTM predicts to increment the number of context (i.e., k0) with very high probabil-

ity when k0 ă k. This probability is 0.98 when k “ 5, 7 and 0.84 when k “ 15, 20

on average. In addition, when k0 “ k, the probability of incrementing k0 decreases

expectedly. Therefore, the network increments the number of contexts when it is less

than the ground truth and stops incrementing the number of contexts when it reaches

the ground truth. This shows our network handles the problem of determining when

to increment the number of contexts properly.

Moreover, the probabilities in part d and e in Figure 5.5 show the result on the input

data generated with 15 and 20 contexts. For these contexts, it also follows a similar

pattern where the probability of incrementing the number of contexts is decreasing

while approaching the ground truth. Since our LSTM model is trained for artificial

data generated with up to 10 contexts, it can be concluded that our deep model has

good predictions for more contexts than it has been trained for with a good gener-

alization capability. The only deficient is that model tries to stop incrementing the
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number of context for a bit less number than the ground truth.

The network’s well generalization capability can be caused by the resemblance be-

tween distributions of data generated with k ă 10 and k ą 10 contexts. Therefore,

the network is not depending on the number of contexts when the probabilities be-

tween contexts and objects are provided through the weight-sharing mechanism of

the recurrent network over different time steps.

5.2.2.1.2 Entropy of the Model

We examined how the system evolves while encountering new scenes thus increment-

ing the number of contexts. In order to analyze this change, a sub-dataset is generated

with 5 contexts. The results may be observed in Figure 5.6 where entropy change of

our model compared with the entropy change in the model of Çelikkanat et al. [12].

This comparison shows that our model achieves to end with a correct number of con-

text with almost the same low-level entropy in the study of Çelikkanat et al. [12].

However, they yield a wrong number of contexts which is more than the ground truth.

In order to evaluate the entropy change, the same measure in Section 5.1.3 is used

which is adapted from Çelikkanat et al. [12]. Equation 5.1 is used for the entropy

where the details of these equation can be seen in Section 5.1.3. The only difference

is that we used 0.9 for the term ρ which balances the confidences of encountering

certain objects in a given context and experiencing certain contexts in a given scene.

5.2.2.2 Experiments on a Real Dataset

The subset of SUN RGB-D dataset [52] is used to examine the results on a real

dataset. The details of this dataset are explained in Section 5.1.1. In order to evalu-

ate our model in a real dataset, a subset of SUN RGB-D is extracted by taking 878

scenes with 1000 different objects. This sub-dataset contains 8 main contexts and

25 sub-contexts. In this explanation, a context may correspond to an office context

and a sub-context may represent a home-office context. The number of sub-contexts
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(b) Ground truth=7
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(c) Ground truth=10
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(d) Ground truth=15
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(e) Ground truth=20

Figure 5.5: Probabilities of incrementing the number of contexts on the artificial data

generated by different LDA models. Ground truth is 5, 7, 10, 15, 20 from a to e

respectively. The recurrent model is trained on the inputs come from LDA models

trained up to 10 contexts.
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Figure 5.6: The change in entropy with respect to the number of contexts and

encountered scenes by using artificial dataset. The entropy change is evaluated with

the subset of dataset which contains 5 context chosen randomly. The number of

context yielded by [12] is more than the ground truth. [Best viewed in color]

gives the baseline for learning the number of context problem in this sub-dataset.

This dataset which includes different contexts, sub-contexts and objects is proper for

a robotic scenario where a robot experiences one scene at a time and learns when to

increment the number of contests incrementally. Labeled objects are used in order

to exclude the object recognition task out of the scope of this study as explained in

Section 5.1.1. Some samples from SUN RGB-D dataset can be observed in Figure

5.1.

In the following sections, probabilities of incrementing the number of contexts and

entropy change of the model on the subset of SUN RGB-D is presented.

5.2.2.2.1 Probabilities of Incrementing Number of Contexts

The probabilities of incrementing the number of contexts for each k0 is shown in

Figure 5.7. As stated, there are 25 sub-contexts in the dataset and the incrementation

probabilities are very high when k0 is less than the baseline. When k0 become closer

to 25, the probability of adding a new context decreases drastically as expected and

64



3 6 9 12 15 18 21 24 27
current number of contexts

0.0

0.2

0.4

0.6

0.8

1.0

pr
ob

ab
ili

ty
 o

f a
dd

in
g 

ne
w

 c
on

te
xt

Figure 5.7: Probability of adding a new context for different LDA models on the real

data (i.e., subset of SUN RGB-D data [52])

the model tries to stop adding a new context.

5.2.2.2.2 Entropy of the Model

The entropy changes through adding new contexts by observing a new scene at a time

are examined for different models on a subset of SUN RGB-D data which contains 8

contexts and 25 sub-contexts as a baseline. These results can be examined in Figure

5.8. Combination of LDA and RNN model seems to yield a number of contexts close

to the number of sub-contexts and other models obtain a number of contexts close

to the main context categories. These results suggest that combination of LDA and

RNN model tends to represent the sub-contexts better compared to the other methods.

Moreover, it is very difficult to obtain exactly 25 contexts because of the noises while

labeling the sub-contexts and discarding some of them in the real dataset. However,

the combination of LDA and RNN model seems to converge close enough number of

contexts in order to represent all the scenes in terms of their sub-context categories.

Combination of LDA and RNN model also converges a very low entropy while en-

countering new scenes and incrementing the number of contexts. This entropy value

is very close to the entropy in [12] and lower than iRBM and diBM models as can be

seen Figure 5.8. These entropy values are calculated by using Equation 5.1 explained
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Figure 5.8: Entropy of the models while facing different scenes and incrementing

number of contexts on real (i.e., SUN RGB-D [52]) data which includes 8 context

and 25 sub-context as a baseline. Combination of LDA and RNN model finds the

number of context closer to the sub-contexts categories compared to the other

models which diverge drastically to a closer number to main contexts categories

[Best viewed in color]

in Section 5.1.3. Moreover, balancing constant for two terms (i.e., ρ) is selected as

0.9 (i.e., the same value in Section 5.2.2.1.2).

5.2.2.3 Inferences from Artificial and Real Datasets

Through the observations come from Section 5.2.2.2 and Section 5.2.2.1, even though

our recurrent model was trained with artificial data generated by LDA models, it

has a very high generalization capability for more contexts than it has been trained

for (more than 10 contexts) and for real data (i.e., SUN RGB-D data [52]). This

generalization capability comes from similar object to context alignment between

artificial data generated up to 10 contexts, more than 10 contexts and real data. Thanks

to our model’s ability to capture the distributions between objects and contexts, our

deep model learns properly determining when to increment the number of contexts

for the problems which follow a similar distribution.
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CHAPTER 6

CONCLUSION AND DISCUSSION

In this thesis, we proposed two different methods to model contextual information on

robots by taking into account the properties of the context.

Since the properties of context suggest an incremental and hierarchical structure, in

the first model, Restricted Boltzmann Machines are extended to represent contextual

knowledge incrementally and hierarchically. For this purpose, two different algo-

rithms are formed. These algorithms can be summarized as follows:

(a) First algorithm is for constructing an incremental approach. The idea behind

generating an incremental model is based on the assumption that each object

should be represented at least one context. This means when an object is not

represented by the current contexts (e.g., its confidence value is low than a

threshold and this threshold value is also determined by the model dynami-

cally), a new context is added in order to represent that object by the newly

added context. This condition also suggests that one context should be activated

by at least one object. Moreover, when the model is a deep, this assumption also

implies that a context should be represented by at least one other context at a

higher level in the hierarchy.

(b) Second algorithm is about when to add an upper layer to the hierarchy while

representing scenes. This is based on representing close contexts in an upper

layer of the hierarchy. In other words, when the distance between any two con-

texts in the final layer is closer than another threshold value (also determined

by the model dynamically), a context layer is added at the top of the hierar-
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chy in order to represent these similar contexts. Moreover, incrementing the

number of contexts in each context layer proceeds by following the previously

mentioned incrementation algorithm.

When we examine the results of this model, we see that our deep incremental model

has a good capability to represent contextual information and the object-context data

distributions. Our model could find the correct number of contexts for a subset of

RGB-D data where all the other incremental methods failed in this task. Moreover,

since we claim that hidden neurons correspond to the contexts, we investigated the

most probable visible neurons to the hidden neurons in order to verify our assump-

tion. We see that our model gives the importance to the different objects for different

hidden neurons and these objects seem to form a context by containing logical con-

nections. Moreover, the entropy of our model yields a low value (i.e., lowest in diBM)

which shows it can reach a stable condition at the end. Finally, we viewed the recon-

struction performances of our model and we see that our model has a good ability

(i.e., the best in SUN RGB-D dataset and second at the Associated Press articles) to

understand the data distributions between contexts and objects. These results also

state that our model can be used as a pre-processing step for DBM’s by solving the

problem of determining the number of hidden neurons and hidden layers in DBMs.

Since we used all the same algorithm and the same parameters for Associated Press

articles and SUN RGB-D scenes and obtained very high reconstruction performances,

iRBM and diBM have good generalization abilities.

In the second model, learnability of a number of contexts is studied by following an

incremental approach. To the best of our knowledge, this model is the first model that

focuses on learning the number of context without using any rule-based method. This

method is also composed of two steps:

(a) First step is based on generating the dataset for the learning problem. Since

the dataset with the correct number of context is a challenge, we employed

LDA model in order to generate data with different numbers of contexts. After

the generation part, each data is trained with different numbers of contexts and
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when this number is equal to the number used in the generation, it is labeled as

0 (i.e., not increment), otherwise labeled as 1 (i.e., increment).

(b) Different LDA models which are trained with different numbers of contexts is

given to the recurrent network in order to learn when to increment the number

of contexts. This is a “sequence to label” problem with binary labels.

The second model is evaluated by using artificial data and real data. In both datasets,

performances on finding the correct number of contexts are evaluated and our model

end with high results (e.g., 98% accuracy in the artificial dataset and very close to the

grand-truth sub-contexts in the real dataset) in both datasets. Moreover, our model

is trained for up to 10 contexts but also yields good results for the datasets which

contain more than 10 contexts. This also shows that our model has a generalization

capacity. Finally, our model is tasted for entropy change over time and it yields a very

low entropy which shows reaching a stable condition at the end.

6.1 Limitations and Future Work

Our first model has a limitation on allowing only to grow the contextual model, but it

should be improved by allowing to shrink the model. It enables adding new contexts

and context layers for now, but a context should be deleted if it represents none of the

objects and the contexts should be merged if they represent similar objects (i.e., they

correspond to similar contexts).

Moreover, the scene dataset (SUN RGB-D dataset) which both of our models are

evaluated only contains spatial contexts but our models should be tested on a dataset

which has temporal or social contexts. Obtaining a dataset with these connections

will be a challenge for this extension.

Finally, our second method does not consider the hierarchical relations between con-

texts and it should be also enhanced in order to build the hierarchical relations by

considering it as another learning problem.
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