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ABSTRACT

ASSESSMENT OF DIFFERENT RAINFALL PRODUCTS
IN FLOOD SIMULATIONS

¥zkaya, Arzu

Ph.D., Department of Civil Engineering
Supervisor: Prof . Dr. Zuhal

June 2017, 18pages

Floodshappening duetheavy rainfall are one of the most widespread natural hazards.
To predict such events, accurate rainfall products walll calibratedhydrologic
models are essential especially in urban settlements for life savings. With the objective
of assessing thain detectiorpotential of rainfall dataroductsseverahourlyrainfall
datasets are us@g forcing inputén two hydrologic models. Physizased distributed
model, WRFHydro, andconceptuabased lumped modeHEG-HMS, are used to
simulate the three tastrophic flood events diseoccurred in Terme Basin in Samsun.
Forthe calibration oboth moded, gauge data belonging to"®November 2014 flood
event are used. Furthermore, stream network density effesshfall-runoff modeling

is investigated iWRFHydro model. In model evaluations, two different flemaents

with different rainfalldatasetsare usedThe datasets ctein weather radar data and
satellite rainfall estimates fronHydro-Estimator (HE) as nowcasting products;
Weather Research and Eoasting Model (WRF) precipitation data as a forecasting
product and gaugkased data. Among these datasets bias correction is applied to the
weather radar datay using Kalman Filtering and their use in flood modelisiglso

evaluatedn the simulationsResults show that all products have different limitations

AK 'y



and potentials depending on the rainfall type. Among them, the HE product generally
indicates poor performance in the simulationsthis basin Whereas, gauge data
located in close proximity to ¢hstudy area is good at representing the flpedk
occurrencetime but has a weakness in the flood magnitedémation WRF
precipitation dataresuperior in detecting the ramth some time inaccuracy but as a
forecasted product it can be useful as emrly warning system to take initial
precautions. Bias corrected radar data using the gauging siatidose proximity to

the studied one has an affirmative effect on results especially in frontal rainfall type.
Results ofthe modek show that both magls aregenerallyclose to each othen
representing hydrograph shape and peak fiihe.average value of correlation (r) and
root mean square error (RMSE) for all events and rainfall products indicate that WRF
Hydro (0.61 for r, 62.6 ffs for RMSE) showe a slighly bettersuccess compared to

the HEC HMS (0.59 for r, 67.6 s for RMSE) However,one of the flood event that
hasmainly convective origirmakes the difference between the models. In this event,
WRF-Hydro model presents the physissed modé ability in showing hydrograph
peakdischargeand timeto peakaccuratelyThe overall results indicate thtaie use of

well calibrated hydrologic model with rainfall data that compound of calibrated radar,
WRF precipitation forecast and observationsimgauged or poorly gauged areas can
help to take necessary precautions against flooding and provide benefit in saving life

and property.

Keywords WRFHydro, HEGHMS, bias correction, Kalman Filter, satellite based

rainfall
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ki ddyeatjléik| ar én neden ol duju sidil. Gevenielni ry s

yaj] ek ¢rénl oeri ve 1Yyi kalibre edil mik hi
°zell ikl el ekemt syedr Iyeeari ndei rhayae mlkiuditra.r ma
kaynakVyajerneéemloganamael ini d & per llyaeanjdeixkrk me Kk
verisi iki hidrolojik modelde saatlik olarakk ul | anél mékt ér . Sams
Havzasénda meydana gelen ¢- sel ol ayene
model WRFHydro ve deneysel -HEM® amdbd @e ImiodlkHerl H&iCe |
ikimodelk al i brasyonu i-in 22 Kasém 2014 sel o

AyrécaHydMRd&E model i nde m@ukhyajimekke a] mpdpe U hk mp
etkisiar akt er él mext eéer . Model dejerl endirmel
far kl & skeaull lca¥ref§ylemé wte&ri .| er i , veasivéuéykd uv eyraij éol
tahmini olarHydro-Estmat or ( HE) ¢ r glarak Weathar Researchancke r i s i
Forecasting Model (WRF) vyaj] ék ¢rigetie; ve
ar a s gadatyaanjveérilerineKalman Filtrelemesuygulanaraky anl él ék d¢ z el
yapélvméekbunl ar én t akkeéen model |l emesi nde
dej er |l endSorniul-rhiakrt,i rt ¢m ¢r¢égnl erin yaj] €K

é

sénérl amal arrd wd dpdtuanrus igilsé teernmeakrtaesdéinrd. a ,B
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genel olarak bu havzadakii m¢ | asyaywebrfda mans g°stermi Ktir
al anénén yakénénda bul pn&an oyamampmsiexk verile
etmedeiyioma éna kar kKkgh!| ¢f akkahmbagyye fd -ééks eggrPfdsanne r mi K
WRF vyaj écgelo arjegggineémedd i r mi kt ar zaman,ndagmn!l éxkl éj
busebeplet ahmi n ¢remkerm| ay akéi |ski s°tnal hehmal kei rnid € n

yar ar | éYaonlathliZl&il t anlesk ma al anéna anpaadkén i st asy
yapélan radarel Vvekileerciempihre s el yaj ék tipinde
g°r ¢l nvokdtegdrl.erin sonu-1ar é, her 1 ki model i n

temsil et mede Dbinr boilrd unjeu ngue ngel sltiekrlnei kytaikre. T ¢ m
srenl eri i -in ortalama korelasyon (r) ve ort
Hydro modelininl r i - i n 0. 61 ,%s)RECHMS medeling 6 2i. 6i m 0. 59,

RMSE i -i¥WkeEd.ashambi rarmbéakg®sterdijini ortaya

Ancak, konvektindamodlee n leir farkag fars @lhrdagB@ét e d i r

olayda, WRFHydromodelif i zi ksel tabanl é& muodgrdfpik® zel | i ] i1 ni
ve zanoanrémn ébidr kKeki | &e nloarrtéany ag e néeklair,méikytié rk.al i
hidrolojik model il e yanl él éjé d¢zel mi k rada

ol ukan yaj°lk- ¢gureriisstiansynonl ar é& ol mayan veya Yy
takkeénl ara kar keé gehamtvé v akhko@inerandafayda al maya v
a

sajl maya yardémcée ol abilecejini g°stermekte

AnahtarKelimeler WRF-Hydro, HECGHMS, sapma dg¢zel t me, Kal man

tabanl é yajék verileri
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CHAPTER 1

INTRODUCTION

1.1General

Flood is one of the most damaging natural disasters and resiifessand property
losses With gldbal climate change, deforestation and rapid urbanization, extreme
weather events are expected docur with increasing frequenciesith greater
intensities(Lau et al., 2010). In Turkey, 52% of floods take place in the Black Sea
Region andthey most frequatly occur during winter, spring and summer months
(¥zcan, 2006) . The reasons for fl oods
saturation of impermeable clay soil withinfall, high slope gradient, low wer
carrying capacity of streamand destuction of forests into agricultural land. In
addition to the physical characteristiof the region, orographi@infall with snow
melting in spring and early summer seasons laadscrease in flood éct. Hence,

it is importantto accuratey estimatethe spatial and temporalistribution of a flood
event ahead of theéecision making. Thus, threats to life and property can be reduced
by early warnings anfly implementing planned responses. Flooding may be more
devastating in data sparse regions due tonky the absence of flood warning systems
but also the lack ofainfall estimates.Rainfall output gathered frompatially
distributed raindll data like weather radar, satellite and euical weather prediction
model precipitationproductscan be a renty to the difficulties in representing the
driving force in hydrologic modsffor ungauged or poorly gauged regioHewever,

the accuracyssessmerntf these products especially over the mountainous reggons

a necessity



Rainfallrunoff models are tool® formalize knowledge about hydrological systems
(Beven, 2011). Since the early 1960s, various model structures have been developed
and implemented into software (Todini, 1988). These structures can be narrowed down
into three distinct classemetric (empirical or black box)parametridconceptual or

gray box)and mechanisti¢physicbased or white boxjWagener et al., 20041In
addition to physical process description, hydrologic model alaa be classified
according to the spatial description ofdanent process as lumped, satistributed

and distributed. However, hydrologicalodel categorization can be hasned by
overlapping charaetistics of model classes; therefoatgssification of model may
change depending on justificatiodajarmizadeh teal., 2012. For example, HEC

HMS model can range from empirical to conceptual and lumped to distributed (US
Army Corps of Engineers, 2000Regardless of the category description, each
hydrologic model, used for flood management, has different levet®roplexity.

With rapid development of sophisticated computer programs throughout the past
decades, various hydrologic models capable of using the rich information content of
remotely sensed geospatial data have been developed for flood simulations. Among
these models, physitssed distributed hydrologic models have an emerging trend
due totheir better representation ofatershed spatitemporal characteristics that
transform rainfall into runoff (Vieux et al, 2004). However, hydrological models are
expeced to have different success rates depending on thedbasimcteristicsinitial
conditions and calibration stages. For instance, in moist areas, variable infiltration
capacity model (VIC) performs well and it can be used for agricultural purposes
efficiently. Another model, MIKE SHE, a deterministic, futlistributed and
physicallybased hydrological and watgmality modding system, is limited to smaller
catchments due to the requirement of large data. Moreover, SWAT model can obtain
good hydrologic pedictions with little direct calibration, whereas TOPMODEL can

be used in areas with shallow soil and moderate topography (Devia et al., 2015).

1.2 Problem Statement and Methodology

Flooding has the potential to cause significant impacts to economitiestas well

as to disrupt or displace populations. Changing climate regimes such as extreme



rainfall events increase flood vulnerability and put additional stresses on
infrastructure. The flood problem is not a recent issue neither for Turkey nohéor ot
countries. Therefore, the need for the flood protection and flood management are not
new too. There are many studies about flood management around the world. Recent
researches suggest a risksed approach in flood management (Hooijer et al., 2004;
Petow etal., 2006; van Alphen and vd@eek, 2006). The necessity to move towards

a risk based approach has also been recognized by the European Parliament (de Moel
et al., 2009), which adopted a new Flood Directive 19 (2007/60/EC) on 23 October
2007. Accorihg to the EU Flood Directive, the member states must prepare the flood
hazard and risk maps for their téory and then use these mafws flood risk
management plans. Structural management measures playpéstant roleamong

various mitigation facities and flood management strategies.

Studieson floods requirehydrological, hydraulic and topographical inputs to be
analyzed at temporal and spatial scaleJ.urkey, authoritiesisetraditional methods

in flood hydrograph alculatiors such aspoint flood frequency analysi$PFFA),
regional flood frequency analysidSIsynthetic unit hydrograph and Mockus method.
However, the use of hydrological models gaeatly evolvethe work done in this
regard. Recently, computbasedrainfall-runoff models, a previously mentioned,
can provide effective tools for decisiomaking and flood control management

measures.

Following the above considerations, in this study, a methodology is presented for
sparselygauged or ungaugeeas to investigatbeflooding problem with the use of
different rainfall products in hydrologic models the first step of the methodology,

to find convenient rainfall produatpnsidering their sources, thraigferent spatially
distributed rainfalldata areused radar, satellite md numerical weatherrgdiction
model precipitation products Samsun weather radar station is the closest station
(nearly 75 km}o the stidy area that can provide radamsedjuartitative precipitation
estimategQPE) withhighspatial scaldJnlike seletion of radarbased)PE, selection

of satellitederived rainfall product that is optimadrfthe study area is complicated

The reason for this can be explairesthe sheer number shtellite derived rainfall



products currently availablat high spatialand temporal resolutions suitable for
hydrologic models. Among the satellite derived rainfall products used in the literature,
given in detail in the second chapter, the Hyistimator (HE) product is considered

to be appropriateof the study area. Asfarecasting produc¢tWeather Research and
Forecasting (WRF) Modgdrecipitationdataareselectedo investigatdats capacity in

flood warning for the study are#n the following stegs of the methodologythe
emphasis is given to radbased QPE dum its high spatial resolution by applying
matching techniques that are used in the literature; direct matching method, probability
matching method and window correlation matching method. The aim of apfiigisg
methods is to improve the accuracy of radaged QPE thamayhave errors related

to collocation and timingproblems In the next step, all rainfall products are
investigated in point and areal based manner to evaluate their performances before the
hydrologic model applicatiolAmong the rainfall prodcts, radabasedQPE, which

has the best spatial resolutiacgptures the trend of the rainfall more accurately.
Therefore,in the second step of the methodology, bias correction is applied to
radarbased QPE. The cortgan of radarbased QPBwvith gaugeobservations has

been an important research topic. In the literature, there are numerous proposed
methods used to reduce the error of radar estimation. Meteorological services such as
Meteo France, UK MetOffice and MeteoSwiss use gauge adjustmentdseditb
describe adjusting radémased QPEo thatit correspondwith the quantity given by

gauge observations. The detail and operational use of the mentioned methods can be
found inthe COST 717 report (Gjertsen et al., 2004). More complex methods such as
co-kriging (Sun et al., 2000), kriging with external drift (Verworn and Haberlandt,
2011), statistical objective analysis (Pereira at al., 1998) and use of the Kalman Filter
(Todini, 2001) are also employed in the processingadarbased QPEKriging or

kriging with external drifts are methods that interpolate gauge observations before bias
computations. Statistical objective analysis adjusts the radar data pixel by pixel using
gauge observations (Gerstner and Heinemann, 2008). {imeshpplications ofadar

rainfall estimates, the mean field bias adjustment method is used (Seo et al., 1999;
Chumchean et al., 2006 and Habib et al., 2012). Electrical calibration errors, radar

reflectivity measurement errors and systematic errors in spadeas heighesnpling



errors in range, are the sources of radar rainfall bias (Yoo et al., Zot4he purpose

of bias correction, Kalman Filterg (KF) algorithm is used in thistudy dueto its
appropriateness in continuously changing system effidiency in data memory
usage The KF algorithm is applied to the dataséh two different approachassing
appropriatesystem equation, correlation coefficient and empirical varidndbe first
approachall rain gauges except for the studied one located in therauge are used

for the computationn the second approachauges that have better correlations with
the studied gauge are taken into consideratigmn completionof these approaches,

two different bias corrected radar (BCR) datasets are obtainedin@aad (1) and

BCR (Il). The primary goal of the secoagproachs to localize the bias computation.

In the third and final step of the methodolotyyp different hydrologic models are
usedAs an empirical based model sHydrdlogic Hy dr o
Modeling System (HE@IMS) is used due to its wide usage in the literature and easy
accessAs a physiebased distributed model, the Weather Research and Forecasting
model hydrological extension package (WRi¥dro), is used due tits predictia skill

of hydrometeorological forecasts usipigysicsbased numerical prediction tookhe

methodological steps apgovided in Figure 1.1.

To summarize, as the physiased model, the WRHRydro model in uncoupled mode
and as the empiricdlased model, BC-HMS model are used to simulate heavy
rainfall of 3 different events thoskave different rainfall types observesh

224 November2014,2" August2015 and28" May 2016. For each event and model,

a total of six rainfall products are used in the simoitet. Among the datasets, four of
them have different sources that are weather radar, the fgtiroator (HE) product,
gauge and rainfall output obtained from WRF model and two of them are derived from
radarbased QPE in which bias corrections are applgdg the information provided

by rain gauges. Conforming to the available data, the ddtadlibration is only
performed for R14 flood event using flovdata at stream gauge station for both
model s. Then, the rest of aré évaluatedan both a | |

models with the calibrated parameters.
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1.3Objectives

The main purpose of this study is to assessdlmdall productsin asparsely gauged
catchmenfor different rainfall typesnamelyconvective, nofconvective and both
For this purposeSamsurlerme basin is selected for the stualgadue to data
availability. Hourly based intervals are used throughout the analyses due to the small
size of the catchment and rapid response of catchmehe tainfall. Furthermore,
mainobjectives of this study are listed below:

1 To evaluate theainfall products which ae mentioned in the methodology,
using rain gauge data in point and areal basedlyses with statistical
measures.

1 To apply Kalman Hiering (KF) algorithm to radabpased QPE foimproving
theaccuracyby considering the gauge correlaticamongeach other.

1 To calibrate two hyadogical models using gauge data andcessfully model
the hydrologic behavior of the basin

1 To assess the performanakrainfall products on simulations dfydrologic

modek using calibratechodelparameters.
1.4Thesis Outline
The subjects described in the following chapters are given below:

In Chapter 2the study area and the data used in the research are presemed
characteristicsf different rainfallproductsand the studies performed in the literature

are summarized.

In Chapter 3,the rainfall products and their evaluations are presenkéatching
techniques are applied to radaased QPE&Nd theiresults are analyzed by statistical
measures. Comparison ddinfall datasets ar@erformedin point and areal based

manner.

In Chapter 4description othe KF andtwo different applications of KF methodology

are presented


http://tureng.com/en/turkish-english/analyzes

In Chapter She calibration of two models usintye statistical measuremdthenthe
verification using the calibrated parameters are presefited.sectionincludes the
main results of the study and discusses the use of m@tinéall products in the study

area.

Finally, Chapter 6 presents the conclusions of the study and gives recomomendati

for further studies



CHAPTER 2

STUDY AREA AND DATASETS

2.1 Description of the Study Area

The Terme River basiis located in the eastern Black Sea region of Tudtegbout
40/84N} 1AL 2NiNorth and 3671NB6AO8NEast. The TermeRiver has a catchment area

of 436.4 kni. The subbasins, represented with the stream flow station, have an area
of 231.8km? and a mean elevation of 681.5 m (Fig@r&). The Black Sea region is
impacted bycontinental polamand tropicalair masses originated from Bsia and
Siberia, andAzores IslandsespectivelySensoy, 2004). The topography of the study
area emphasizes sudden flooding events and the surrounding urbanized areas may
suffer serious consequees. The intense convectiv@nfall (especially in summer)

falls on the upper parts of the basin. Due to the basin characteristics, areas close to the
Terme River can be flooded in summer, even if no rainfall occurs in the Terme City

center.

Onl11"July2012, Terme city center was exposed
discharge passed through the city. The hydrological repone@eneral Directorate

of State Hydraulic Works (DSI) stated thhe peak flood discharge in 2012 almost

equals toa 6-year return period of flood discharge. Then, the DSIRegional
Directorate initiated a tender, namely, Samsun Terme District, Terme River Flood
Hazard Map Designation. The result of the tender showedithally theentirecity

was flooded with 50§ears return period of discharge order to mitigate this

problem t he S a ltengeatlzabcoses 125 aition Thas made in December

2016.With the completion ofheconstructionthis damwill serve the purpose of water



supply, irrigation and flod preventionHowever, h 2015, a hydraulic modeling with

unsteady flow calculations was appli@dthe Terme urbanized area and its upstream

to propose applicable solutions to the flood problem. The studies were carried out with

different discharges forifflerent scenarios. The primary conclussowerethat; the

river meandersiad a major effect ofioo d

di schar

ge an

d

t he

capacity was not sufficient individually to protect Terme City against flooding.
( Boz oj | .Worthia Bedsén) additional structures would be needealiding

early flood warningsvould be another remedy fdre study aredn the development

and implementation of a flood warning system for the ,amgell calibrated

hydrological model and continuougeteorologicaforcing data are essential
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2.2Data
2.21 Rainfall Datasets
2.2.1.1 Rain Gauge Data

There are 13 rain gauges located around the study region (Figjure 2he selection

of rain gauges, the pography of the radar umbrelénd the regions considered
however the stations located on the south part of the studyaaeeaot takemlue to
mountain blockageThe continuous gauge rainfall record during flood events at each
of the 13 rain gauges issed to calculate the rainfall amount with-adur duration.
These data are paired with the correspondimgfall datasets.For the Kalman
Filtering application, apart from the three flood datasets, events having a cumulative
rainfall amount greater tha20 mm are selected and these are used only in bias

correctionmethodology.
2.21.2Satellite Data

Satellite based precipitation (SBP) products can be a remedynfyauged and
sparselygauge regions. The utilityof SBP estimates with recent algorithmerf
hydrologic forecasting and hazard monitoring have been studied by various
researchers (Creutin and Borga, 2003, Hong et al., 2007, Hong and Adler, 2007 and
Li et al, 2013). However, hydro climatic features of the region especially over the
complex terain influence the performance of the SPB products (Yilmaz,&2G05).

I n the Iiterature, SPB productsd perfornm
still limited (Derin and Yilmaz, 201,Derin et al., 2016 Not only the performance of

SBP poduct but also the latency productaccessnd resolution of product in spatial

and temporal mannerrex other significant componentévailable multisatellite
precipitation estimates with information about their input data, resolution, latency and

producerare given in Table 2.1.
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Table 21 Available Satellite Precipitation Datasets (Huffman, 2015)

Algorithm Input data Space/time grid Areal coverage/start date Latency Producer
ATRS AIRG2SSD AIR:.S_, AMSU, HSB sounding Level 2G swath/orbit Global/Sept. 2002 1 day NASA/GSFC GES
retrievals segments DISC
AIRS ATRX3STD, AIRS, AMSU, HSB sounding 1°/daily, 1°/8-day, ; - NASA/GSFC GES
ATIRX3STS, ATRX3STM retrievals 1°/monthly Global/Sept. 2002 1 day DISC
T TMI, AMSR-E, SSM/T, SSMIS, . . .
CMORFPH AMSU, MHS, TR vectors 8 km/30-min 50°N-S/1998 18 hours NOAA/CPC
o~ , TMI, AMSR-E, SSM/L, SSMIS, e
CMORPH V1.0 RAW AMSU, MHS, IR vectors 0.25%3-hourly 50°N-S/1998 18 hours NOAA/CPC
TML AMSR-E, SSM/I, SSMIS, . ) s .
GSMaP-NRT AMSU, IR vectors 0.1°%hourly 60°N-5/0Oct. 2007 4 hours JAXA
- ¥ N/ Ll Ter
CSMaP-MWR TM] AMSR-E, AMSR, SSM/T, IR 0.25%hourly, daily, 60°N-S/1098-2006 i JAXA
vectors monthly
, J— TMI. AMSR-E, AMSRE, SSM/I, o i 60°N-S/2000 (currently 2003-2008 Reprocess now; will
GSMaP-MVK SSMIS, AMSU, IR vectors Bl data available) become operational JAXA
I J— TMI, AMSR-E, AMSR, SSM/T, o , -
GSMaP-MVEK+ AMSU, IR vectors 0.1%hourly 60°N-S/2003-2006 - JAXA
N Indian Ocean 8°W-122°E, 65°N-S 10 min EUMETSAT
MPE SSMIS : J . pixels/ 30'-11'1]11[
Meteosat 7,3, 9, 10 [R and SSMT,  MSG: origina Europe/Aftica 79°W-E, 65°N-8 i EUMETSAT
SSMIS pixels/15-min
. SSM/I- & F16/SSMIS-cal [R (Prob.- o -
NRL Real Time Matching Method) 0.25%houtly 40°N-5/ Tuly 2000 3 hours NRL
. , (TMI, AMSR-E, SSM/T, SSMIS. Y . . 5 .
PERSIANN AMSU, MHS)-cal. IR 0.25°/30-min 60°N-S/ March 2000 1 day UC Irvine
PR-OBS-3 SSMIS, AMSU/MHS, MSG-IR 5 kan/15 min Europe/Jan 2009 15 min HSAF
PR-OBS-4 SSMIS, AMSU/MHS, MSG-IR 8 km/30 min Europe/Nov 2011 3 hours HSAF
TCI (3G68) PR, TMI 0.5%hourly Global - 37°N-S/ Dec. 1997 4 days NASA/GSFC PPS
TOVS HIRS, MSU sounding retrievals 1°/daily Global/1979-April 2005 1 month NASA/GSFC 610
TRMM Real-Time HQ TML SSM/I, SSMIS, AMSR-E, o N M e A e
Version 7 (3B40RT) AMSU, MHS 0.25%3-hourly Global - 70°N-S/Mar. 2000 9 hours NASA/GSFC PPS
TRMM Real-Time VAR . Do N e e
ersion 7 (3B41RT) MW-VAR (IR) 0.25%hourly Global - 50°N-S/Mar. 2000 9 hours NASA/GSFC PPS
TRMM Real Time HQVAR - 16y i yar (IR) 0.25°/3-hourly Global - 50°N-8/Mar. 2000 9 hours NASA/GSFC PPS

Version 7 (3B42RT)




Among the products it is seen that Multisensor Precipitation Estimation (MPE)
algorithm has the best space time grid combinationadt4 km spatial and 15 min.
tempor al resolution. The product s deri
geostationary European Organization for the Exploitation of Meteorological Satellites
(EUMETSAT) by recalibration of algorithm with polar atibg microwave sensors.

The product has a monotonic function which means highest rain rate is associated with
coldest temperature and lowest rain rate is related with warmest temperature. Thus, it
is suitable for convective weather situations (Heinemaah,&2002). However, Derin

(2014) stated that MPE shows lowest performance among SBP products, TMPA 7A,
TMPA 7RT, CMORPH and MPE in the study area located in Western Black Sea
Region of Turkey. Also it is emphasized that with a wide range of scatteedretw
studied years, MPE underestimates the rainfall amounts. Yucel and Onen (2014)
studied MPE product and Weather Research and Forecasting (WRF) model over the
Western Black Sea region. They concluded that in heavy rainfall events WRF captured
the time ofrainfall extremes and spatial distribution and magnitude of rainfall to some
extent whereas MPE showed poor results in these aspects. Studies performed by the
researches show that MPE product has a weakness in frontal rainfall and it is more
suitable in cavective systems. Therefore, as a satellite rainfall data another product
which has the same spatial resolution like MPE, the Hidtamator is used to assess

the potential use in hydrologic modeling.
2.2.1.2.1General Information about the HE Product

The Hydro-Estimator (HE) is an algorithm (Scofield and Kuligowski, 2003) that
derives rain rate from convective and rmmvective clouds separately by use of
Geostationary Operational Environmental Satellite (GOES) brightness temperature
(10.7z0m) . F omswhere&s@ESadoes not cover other geostationary satellites like
METEOSAT (for Europe, Africa and western Asia) and MTSAT (for eastern Asia)

products areised (Vicente et al1,998).

Geogationary satellite is aatellite directly over the equatorbiting the earth at the

same speed as the earth rotates. It monitors the region every 15 to 60 minutes. There
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are two GOES that provide data to Western Hemisphere S3@&st and GOES East

(Figure2.2 . They are centered at 135%dcawdand 75A V
at OA E and covers mainl y-2Eislocatgdat165n & Af r i ca.
and covers China. Laghe Japan Meteorological Agency's (JMA) Satellite called MT

SAT is | ocated at 135A E and serves eastern

GOES GOES Meteo
West East Sat

Figure 22 Operational Geostationary Satellitestt@@ver Areas of the Earth
(Source: http://www.automatedsciences.com/intro/intro.shtml)

The HE product is aufly automatic method thatalculategainfall rate as a function

of IR window brightness temperature and numerical weather prediction model fields
from the NOAA /National Weather Service (NWS) National Service for
Environmental Prediction (NCEP) North Anean Model or global forecast system.
These fields are atmospheric moisture (the product of precipitable water (PW) and
relative humidity (RH)), orography and convective equilibh level (Kuligowski,
2014).The HE product was developed as an enhancenfi@miginal AutoEstimator

(AE) planred for moist convective systerfi¢icente et al., 1998)The HE algorithm

uses pixel brightness temperatures in GOES and its value relative to surrounding
pixels. Pixels that are warmer than surroundings are denotedvasdlouds and no

rain, while pixels colder than surroundings are associaitdédupdraft regions
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The HE product has been operational since 2002 and available in ASCII format for
global scale via this address ftp://ftp.star.nesdis.noaa.gov/pub/smdd/nyblfoest
/world/world/. Files contain 1 hour rainfall accumulation data. The specification of

product is given in Tabl2.2.

Table 22 Specification of the HE Product

Temporal Resolution 15minto 1 hr
4-km in GOES coverage region;

Spatial Resolution Global file is 0.045 degrees (lat/lon).

Spatial Coverage Gl obal bet ween 60AS and 6
Product webpage http://www.star.nesdis.noaa.gov/smcd/emb/ff/auto.html
Latency (Operational :

Availability) 60 minutes

Satellites GOES (15min), METEOSAT (30 min), MTSAT (6@nin)

The HE product is powerful in convective rainfall mesoscale systems. Also, moisture
corrections perform well in highly arid regions where evaporation takes place rapidly
after rainfall reaches to the ground. Howevin stratiform rainfall type, rainfall
relationship between cloud top brightness temperature and surface rainfall rates is
weak so algorithm is insufficient for cool season. Moreover, on tropical islands,
algorithm does not perform well in extremely wartop conection systems
(Kuligowski, 2014.

Vicente et al. (2002) implemented two approaches to correct the HE product for
orographic effects and parallax dislocation. These factors mainly influence the
distribution of rainfall and position of the cloudps as viewed by the satellite
respectively. For orographic correction wind data taken from ETA model with 48 km
resolution grid and local terrain height data taken from a composite map of North
America with 20 m vertical resolution are us@this gproad is only applied over
North America.For parallaxcorrection three parameters are used; the height of the
cloud, the apparent positiafi the cloudon Earth and the position of the satellite. The
purpose of parallax correction is to get better locatiamefrainfall cores. The effect

of this correction on the result is little on synoptic scale studies but it has a major role

on the mesoscale and the storm scale rain systems. Due to the insufficient number of
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rainfall stations, comprehensive validationsweot appliedor orographic correctian
The mentionegarallaxadjustments have been incorporated into the HE algorithm
globally (Kuligowski, 2014).

Yucel et al. (2011) studied the HE product algorithm over mountainous region in North
West Mexico duringwo summer monsoon periods. The research showed that HE
estimates generally captured the rainfall characteristics in spatial and temporal manner.
However, the HE product overestimates the rainfall at lower elevation while
underestimates the light rainfat high elevationResults showed that orographic
correction has a positive impact on rainfall but it is not sufficient to eliminate elevation
dependent bias in magnitud€r this reasorthe improvecdrographic correction was
neededby the HE algorithm taeduce elevation dependent biasAkcelik (2013)
applied orographic and temperature correction methods to enhanc&ethe
Calibrating Multivariate Precipitation Retrieval (SCaMPR) rainfall algoritbwer

North West Mexico The results are compared witie operational HE orographic
correction resultover North American Manson Experiment (NAMEgion It is

found out that proposed formulatiamproves the correlation between SCaMPR
estimates and gauge measurements by 9% in 1 hour data and 8% in @taour d
whereas this improvement in operational HE algorithms is limited to 3.8% and 5.8 %
for 1 hour and 6 hour temporal resolution respectiviel\2015, Ywcel assessed the
flash flood event in Kstanbul , Aduamama
2015) In his study as nowcasting products the Hadpct and radabased QPEas a
forecasting product Weather Research and Forecasting (WRF) dataset were used.
Among these products, the HE product showed least negative bias and lowest mean
RMSE for al time intervals. However, the HE product algorithm underestimated the

peaks and it could not capture the light rainfall in stratiform systems.
2.2.1.2.2 Format of the HE Product

Files are stored in ASCIl and named in Julian day format. The first linkeedfile
contains date and time, remaining lines contain values between 0 and 256 that related

to rainfall accumulation. Using the equation below rainfall amount, R can be found;
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Value of 0 and 2 mean missing value and no rainfall respectively.

For the study area, dataee x t r act ed from file with gene
Aworl dlhro contains (8001x3redibne20#.89111]
Location data procured, t her eginfosnatan f i | e
which corresponds to point I n Aworl dlhr
visualize data and to split data Hex editor can be used. Further infornsatiobe
obtainedfrom: ftp://ftp.star.nesdis.noaa.gov/pub/smcd/emb/f_f/hydroest/world/world
/IREADME

2.21.2.3 Use of the HE Product in the Study Area

Satellite data covering entire world is downloaded for the flood svidekt, dataare

split and relevantlataareextracted for the boundary of the study region. The product
has a 4X4 km spatial resolution. Due to the way of acquiring data (point wise) the
centers of pixels are represented as pdkigure 2.3. Unlike radarbased QPEhere

are fewer HE pimts that represent the rainfall distribution of the study area.
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Figure 23 Pixel Centers of thelE Data
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2.2.1.3 Weather Research and Forecasting (WRF) M&detipitationData

In cases of extreme events, numerical weathedliption models play a major role in
weather forecasting (Nasrollahi et al., 2012). The Weather Research and Forecasting
Model (WRF) is developed in a collaborative effort by the National Center for
Atmospheric Research (NCAR), the National Centers forirBnmental Prediction
(NCEP), the Forecast Systems Laboratory (FSL), the Air Force Weather Agency
(AFWA) and Oklahoma University (OU) (Skamarock et al., 2001). WRF is a regional
atmospheric model in mesmde weather research and shows skillful performamce
representing a wide variety of precipitation processeas different geographical
regions(Chen et al., 2010; Liu et al., 2013; Yucel ante®, 2014

The use of different sources i@infall datasets may increaseethotential to find the
bestdatasefor the study area considering the event type. For this purpose, in addition
to radar, gauge and satellitainfall datasets, numerical weather prediction model
precipitationforecasts are used ftne flood eventsFor the study area, the dadre
requested from the Turkish State Meteorological Service (TyMShetcdf format.

The distribution of WRIpixel centersan be seen in Figure 2.Bhe spatial resolution

of theWRF precipitatiordataset is the same as the HE product, G\Aé&rly 4 km.
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Figure 24 Distribution of WRF Points (pixel centers)
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The WRF precipitation data are output of WRF model. The lead time of this data can
be 24, 48 and 72 hrs. With the increasing of lead time the accuracy of WRF
precipitation data deeases as does the capability of flood forecasting (Li et al., 2017).

In this study, WRF precimtion data with 72 hrs durati@meobtainedrom the TSMS

that runs WRF model once a day at time 00:00 AM. In order to detect accurate rain
and catch the hydgraph peak time and hydrograph shape in the hydrological models
properly, the data is selected one day ahead of the observed hydrograph peak time. The
selected WRF precipitation data are the WRF model predietl® November 2014,

15t August 2015 and 2" May 2016 thoseare used for the floods observed or%22
November 2014," August 2015 and 28May 2016 respectively.

In production of the meteorological data, WRF model offers multiple physics options
that can range from simple tomplex The suppkd data are constructby TSMS
using WRF SingleMoment 5class $heme in microphysics optioRapid Radiative
Transfer Mbdel in longwave radiatioaption, Dudhia $heme in shortwave radiation
option,Noah Land Surface btlel in surface physics option aKdin-Fritsch £heme

in cumulus parameterization physics.
2.2.1.4 RadarBased QPE

In the fields of meteorology and hydrology, weather radars have been used for decades
(Maynard, 1945; Battan, 1973). Although, rainfall estimates from weather radars serve
asan important feature in hydrology and water resource applications, their precision
is affected by factors such as the reflectivity measurement operation andRthe Z
conversion process (Joss and Waldvpd®l70). Weather radar systems do not
measure rainfadepth directly. The R relationship, an empirical equation between
radar reflectivity (Z) and rainfall rate (R), is generally used to calculate rainfall depth.
The procedure to estimate reflectivity (Z), which is the amount of power returned to
the radr, is subject to various independent sources of error such as ground and sea
clutter (Collier 1996), refraction and anomalous propagation (Battan, 1973), bright
bands (Kitchen et al.1994), beam blockage (Bech et, a2003), attenuation
(Hildebrand, 198), temporal and spatial sampling errors (Harrold etl8i74), and

nonmeteorological targets. These error sources demonstrate complex
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interdependencies; therefore, their impact on measurement accuracy is difficult to
evaluate. Each error type in refledy measurement operation has been studied and

has given rise to correction methods (Andrieu etl&97).

The ZR conversion process, frequently used in the literature, is not unique.
Considering the study region, researchers attempted to determimesh appropriate

Z-R relationship from a large number of empiricaRZelationships available in the
literature (Z=aR). Z-R parameters (a and b) show high variability according to the
geographic location and season, thiefall phase and intensity (sim type and drop

size distribution), as well as the variability within the same storm and from storm to
storm. For this reason, the selection of the individuR &pechangeshe precision

of rainfall rates or accumulations (Vieux and Bedient, 1998)obtin an accurate
radar rainfall estimation, it is important to determine and express the errors derived
from the reflectivity measurement and th&Zonversion process. When establishing
the ZR relationship, the availability of the drop size distribat(DSD) instrument,

the disdrometer, is of great importance. The disdrometer data consist of the number of
raindropsn of diameterD. This instrument provides data for the number and size of
rainfall droplets within the sampling volume. Marshall and Ral(h948) published a

Z-R relationship using the exponential DSD data with general parameters of a=200
and b=1.6. Battan (1973) published a list with 69 differeRt Zlationships for varied
climatic conditionsHowever lack of DSDdata restrain the detion of theaccurate

Z-R rdation.

Calheiros and Zawadzki987) and Rosenfeld et al. (1998vealed an approach to

determine the relationship of datasets between recorded rainfall intensity by rain gauge

and measured reflectivity by weather radar (Z)tret pixel over the rain gauge.

However, the lack of synchronizations like incompatibility of volume of rain gauge

and radar reflectivity and timing mismatches
for radar rainfall estimates. To overcome this probleath€iros and Zawadzki (1987)

proposed a technique, called probability matching, to derfRerélation from radar

and raingauge measurements. In this method equal percentiles of the probability

density functions of two datasets are matched. Probabilitghimg method (PMM)
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ensures better results i nsyelwdnousdatbsetsas Z1 R

compared to previous method (Atlas et al., 1997). This method seems to be more useful
but it requires large and homogeneous sample of simultanedarsarad gauge data
(Krajewski and Smith, 1991). In PMM, nature of probability density function of R
varies with storm structure and drop size distribution so stratification by rain type is
essential (Rosenfeld et al., 1993). Rosenfeld et al. (1994) dedelbyg window
probability matching method (WPMM) to improve the deficiency of PMM. WPMM

is performed by matching the two datasets taken from small windows centered at the
gauges. This radar field window must be small enough to represent rainfall area and
large enough to represent rainfall depth. In this method, errors related to displacement
of the rain from the center of the radar window may be diminished. Piman et al. (2007)
developed a new method, called the window correlation matching method (WCMM)
to correct collocation and timing errors irRZ pairs. These errors are caused by wind
and height of the radar. According to the study performed by Piman et al. (2007), errors
caused by wind (geometric mismatch) are reduced with the growing space window
and erors caused by height of the radar measurement (time mismatch) are decreased

with the growing time window.

In the study region, the closest weather radar is located at 1303 m, which is 40 km
away from Samsun City (Figure 2.1This radar is a @and Dopple weather radar,

and it haseen servinghe Central Black Sea region since July 2012, providing-short
term weather forecastsver a 120-km range with333.33m spatial resolution. fie

radar rainfall estimates are obtained fréime TSMS where the Interacte Radar
Information System (IRIS) radar softwasaused to process the radmsed QPHRIS

was developed by the SIGMET Company, and it uses the Fourier Transform technique
to eliminate clutter. The rain product is obtained from the surface rain iyt¢881)
product that uses the MarshBihlmer (1948) relationship (a=200 and b=1.6).

Figure 25 shows the distribution of gauge stations, location of radar and study area on
Digital Elevation Model (DEM). Arrows are drawn on this figure to show radaiastig
direction on the DEM. Topography between Samsun radar location and gauges statio

are demonstrated in Figure 27his figure indicates that there is no blockage of the
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radar beam between radar and gauge stations. For the study area, 5 arrowdon red co
are drawn on thBEM (Figure 2.9. Change in topography through the selected arrows
are depicted in Figure 2.1 this figure, black dots show the boundary of-babkins

in the study area. In all topographic figures, it is seen that there is nobsinyation
throughout the radar signal path. Thus, working of weather radar with minimum
elevation angle (04 is suitable for the study area and gauge locations.
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Figure 25 Study Area with Rain Gauge Stations on Digite&ation Model
















































































































































































https://en.wikipedia.org/wiki/USDA
https://en.wikipedia.org/wiki/Natural_Resources_Conservation_Service
https://en.wikipedia.org/wiki/Natural_Resources_Conservation_Service
https://en.wikipedia.org/wiki/Land_use
https://en.wikipedia.org/wiki/Coniferous
https://en.wikipedia.org/wiki/Taiga

























































http://tureng.com/en/turkish-english/make%20conscious%20decisions

















































































































































































































































