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ABSTRACT

ON SELF-INTERFERENCE CANCELLATION IN WIRELESS FULL DUPLEX

Öncel, Aksay Fatih

M.S., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. Ali Özgür Yılmaz

Co-Supervisor : Assist. Prof. Dr. Fatih Koçer

August 2016, 79 pages

Full duplex is a newly promising duplexing method. Unlike traditional time division 
or frequency division duplexing, in full duplex the transmit and receive signals of a 
transceiver are active at the same time and in the same frequency band. This can dou-
ble the spectral efficiency. However, since the transmit signal is typically much more 
powerful than the receive signal at the receive antenna, it acts as a strong interferer 
to the received signal and this interference must be mitigated first, in order to fully 
leverage full duplex.

Until recently, because of the interference problem, the use of full duplex in data 
communications was generally avoided. Recently, however, as a result of demand 
for higher spectral efficiency e specially f or f uture g eneration c ellular a nd wireless 
communications, research advances are made in the mitigation of this interference 
which paved the way for achieving practical full duplex.

In this thesis the following work has been done, 1) a survey of full duplex with its 
brief history and recent advances is presented, 2) critical presentation and analysis of 
selected methods of self-interference cancellation in analog and digital domains are 
made, 3) a selected adaptive filtering method is expanded, 4) selected methods’ and 
expansion’s performance are evaluated with simulations, 5) experiments are carried 
out using software defined radios.
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It was shown with experiments and simulations that, local oscillator phase noise con-
stitutes a bottleneck for full duplex operation. In simulations, without phase noise,
cancellation of self-interference up to the thermal noise floor is accomplished. How-
ever, in the presence of phase noise in experiments, also verified by simulations, the
cancellation in digital domain hits a limit which prevents complete cancellation of
self-interference after a certain power. This limitation impels the use of other means
of self interference cancellation than digital, if one wishes to cancel out all self inter-
ference even at high powers.

Keywords: full duplex radio, self-interference, digital cancellation, analog cancella-
tion
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ÖZ

KABLOSUZ FULL DUPLEKSTE ÖZ-GİRİŞİM BASTIRMA ÜZERİNE

Öncel, Aksay Fatih

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Ali Özgür Yılmaz

Ortak Tez Yöneticisi : Yrd. Doç. Dr. Fatih Koçer

Ağustos 2016 , 79 sayfa

Tam çoklama (full duplex), kablosuz haberleşmede ümid vaad eden yeni bir çoklama 
tekniğidir. Geleneksel zaman veya frekans bölümlü çoklamaların aksine, tam çok-
lama yapan bir alıcı-vericide, alınan ve verilen sinyaller aynı anda ve aynı frekans 
bandında aktiftirler. Bu eş kullanım spektrum verimliliğini iki misline çıkarabilir. Fa-
kat, bir alıcı-vericinin kendi gönderdiği sinyal, onun alıcısında karşıdan gelen sinyale 
göre çok daha kuvvetli görülmektedir. Bu sebeple, radyonun kendi gönderdiği sinyal 
karşıdan aldığı sinyale çok kuvvetli bir girişim olarak tesir eder. Tam çoklamadan tam 
istifade edebilmek için bu girişimin bir şekilde bastırılması gerekir.

Girişim sorunu yüzünden yakın zamana dek kablosuz veri haberleşmesinde tam çok-
lamadan kaçınılmıştır. Yakın zamanda özellikle ileri nesil hücresel ve kablosuz haber-
leşmedeki yüksek spektrum verimliliği talepleri üzerine girişim bastırma araştırmaları 
yoğunlaşmış ve pratik tam çoklamanın önü açılmıştır.

Bu tezde sıradaki çalışmalar yapılmıştır: 1) tam çoklama, kısa bir tarihçesi ve ya-
kın zamandaki gelişmeleriyle etüt edilmiş, 2) seçilen bazı analog ve dijital bastırma 
yöntemleri analiz edilmiş ve eleştirel sunumları yapılmış, 3) seçilen bir uyarlamalı 
süzgeç yöntemi genişletilmiş, 4) seçilen ve genişletilmiş metotların performansları 
benzetimlerle (simülasyon) ölçülmüş, 5) software defined r adyolar kullanılarak de-
neyler yapılmıştır.
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Benzetim ve deneylerle gösterilmiştir ki yerel salınıcı faz gürültüsü tam çoklama için
bir darboğaz oluşturmaktadır. Faz gürültüsüz benzetimlerde girişim termal gürültü ta-
banına kadar bastırılabilmiştir. Faz gürültüsünün mevcut olduğu deneylerde, ve ben-
zetimlerle teyid edildiği üzere, dijital bastırma belirli bir seviyede sabit kalmış ve
belirli bir seviyenin üstündeki girişim güçleri için tam bastırma sağlanamamıştır. Di-
jital bastırmadaki bu sınır, termal gürültü tabanına kadar girişim bastırma hedefi için
dijital bastırma harici yöntemleri (örn. analog) zorunlu kılmaktadır.

Anahtar Kelimeler: full duplex radyo, öz-girişim, dijital bastırma, analog bastırma
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CHAPTER 1

INTRODUCTION

Wireless communications technology is in constant progress since its emergence.

However, it is especially the last few decades that saw a rocketing increase in demand

for higher data rates and lower latencies in contemporary consumer applications, e.g.,

Wi-Fi and cellular (4G, 5G). To meet this demand, evolutionary technologies for 5G

are expected to be implemented in the near future [1, 2, 3, 4]. Additionally, Third

Generation Partnership Project (3GPP) has issued a roadmap for 5G [5], wherein

high spectral efficiency, among other things, is proposed to increase the wireless ca-

pacity. This has led the researchers’ attention to increasing the spectral efficiency.

One of the most promising enablers of this high efficiency is the in-band full-duplex

(IBFD) communications.

IBFD can be defined as a communication method, where the transmission and recep-

tion on a transceiver take place simultaneously and in the same frequency band. Tradi-

tionally, the half-duplex and out-of-band full-duplex refer to the time division and fre-

quency division duplexing, respectively. Time division duplexing (half duplex) uses

orthogonal time slots for transmission and reception. Likewise, frequency division

duplexing (out-of-band full duplex) uses orthogonal frequency slots for transmission

and reception. In IBFD, however, there is no orthogonality between the transmission

and reception. Consequently, there is a strong self-interference (SI), viz., the coupling

of one’s transmission to its own reception. The frequency band designation (in-band

vs. out-of-band) is made in order to differentiate this new technology, IBFD, from the

traditional frequency division duplexing. Because full-duplex, alone, conventionally

means any way of simultaneous transmission and reception. In IBFD literature, and
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Figure 1.1: IBFD transceiver with separate antenna configuration

(a) Separate antenna (b) Shared antenna

Figure 1.2: Different antenna configurations for IBFD

also in this thesis, if otherwise is not explicitly stated, full duplex exclusively means

the in-band full duplex.

In Figure 1.1, an IBFD transceiver with separate antennas for transmission and recep-

tion can be seen. The transmit signal of the transceiver acts as a strong interferer to

the reception because of the close proximity of two antennas. Suppression of this can-

cellation is employed in digital and analog domains as shown in relevant stages of the

transceiver paths. There can also be a shared antenna configuration, which is shown

along the separate antenna configuration in Figure 1.2. The shared antenna config-

uration employs, typically, an isolator to achieve some self interference suppression

before SI enters the receive path.

Some advantages of IBFD, which will be later discussed in detail in Section 2.2, can

be listed here as:
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• Double the spectral efficiency, as measured by the bits communicated success-

fully per second per Hertz. The usage of the same frequency and time resources

by both transmission and reception can double the spectral efficiency hence the

link capacity.

• Improved feedback capabilities: to be able to receive feedback, e.g., channel

state information (CSI), acknowledgement/negative-acknowledgement, etc., about

the ongoing transmission before that transmission ends, gives the transmitter

better adaptivity and adjustment capability, [120].

• Increased network secrecy: e.g. in a two node IBFD scenario where both nodes

transmit simultaneously, the mixed signal will be challenging for any eaves-

dropper to discern and decode [6, 7, 8].

• Improved relaying: unidirectional communications (relaying) will benefit by a

lower latency, because the relay does not have to wait for the reception to end

to begin relaying (transmitting), and vice versa [9, 10].

• Spectrum use flexibility: the same frequency band can be used for different

purposes simultaneously: as in a cellular scenario, where downlink and uplink

(or backhaul) are traditionally out-of-band full-duplex can be made IBFD, thus

save up on the expensive commercial spectrum [11, 12, 13, 14].

The main reason that prevented the common use of the IBFD so far, despite the ap-

pealing opportunities listed above, is the self-interference, [15]. In practical IBFD

systems, a node’s transmit and receive antenna are located very close so that the

isolation between them is very small compared to the path loss experienced by the in-

coming signal (intended received signal sent by other nodes), as a result the received

SI is much stronger than the incoming intended received signal at the receive antenna.

A numerical example can put this phenomenon in numbers: from [16], a mobile user

equipment can transmit at 21 dBm with receiver noise floor at -100 dBm. Assum-

ing a natural spatial isolation (i.e. free space path loss) of 20 dB between a node’s

transmit and receive antennas, the self-interference signal will be 21-20-(-100)=101

dB above the noise floor. So, if one wishes to eliminate self-interference to the noise

floor (cancellation of the SI beyond the noise floor is possible but not necessary [92])
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and communicate interference-free as in an ideal non-IBFD system, 101 dB reduc-

tion in the SI must be accomplished. Even in the case that some moderate residual

self-interference is tolerated; path loss seen by a node at the edge of a small-cell can

be around 100 dB, which translates to a received signal power of 21-100=-79 dBm.

Adding the 5 dB signal-to-noise ratio (SNR) margin for reliable communications for

IEEE 802.11 WLAN, [139], 21-20-(-79-5)=85 dB of reduction is needed in SI signal

power.

Impediments to practical IBFDs can be summarized as:

• Self-Interference: as discussed above, the SI will cause the signal-to-inter-

ference-plus-noise ratio (SINR), here the interference is attributed primarily

to SI, of the intended received signal to be extremely low (several tens of minus

dB), therefore disabling any kind of decoding of the intended received signal.

• Inter-user interference: although not as severe as self-interference, the inter-

user interference can cause performance degradation as well, because the neigh-

bouring nodes, as they also use the same time and frequency resources, will

increase the aggregated interference.

• Self-interference reduction cost: reducing the SI will demand a considerable

amount of system resources and energy. A cost-benefit analysis of implement-

ing this system may not always be in favor of IBFD.

The self-interference must be dealt with in order to fully benefit from IBFD. In re-

cent years, there is a growing interest in this subject matter (see Section 2.1.2). The

common name given to the self-interference reduction is self-interference cancella-

tion (SIC) in the literature and also in this thesis. This cancellation can be done in

following domains: 1) propagation domain, 2) analog domain, and 3) digital domain.

The propagation domain efforts are concentrated on mitigating the SI as much as

possible before it reaches one’s own receive antenna. This can be accomplished by

distant antenna placement, cross polarization, beamforming and antenna directional-

ity. These techniques, however, may have altering effects on intended transmission as

well, thus these SIC methods should be designed taking into account the transmitted

signal’s reception by the other nodes as well.
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After the reception of the mixed signal (SI plus intended received signal), analog

domain cancellation comes next. Although cancelling in digital domain is more ef-

fective, the still-high level of SI can alter the rest of the cancellation performance if

it is not mitigated somehow before reaching the analog-to-digital converter (ADC).

A reason for analog domain cancellation necessity is the limited dynamic range of

ADC devices. This dynamic range creates a bottleneck for the whole cancellation,

because the amount of digital cancellation can be at most equal to the dynamic range

of the ADC. To put this phenomenon in numbers, let us assume an ADC with 12 bits

resolution [17], which will yield an effective number of bits (ENOB) fewer than 12

bits depending on the application, [18, 19]. Optimistically let us assume the ENOB is

only 1 bit fewer and equal to 11 bits. The rule of thumb for calculating the dynamic

range is 6.02*ENOB dB, [140]. Then, even ignoring the clipping margin of 6 dB (1

bit), and another 6 dB (1 bit) reserved for placing the quantization floor 6 dB under the

noise floor in order not to make the system quantization limited, 6.02*11=66.22 dB

is the dynamic range. This means that the digital cancellation, even if it is done per-

fectly, can only cancel 66.22 dB; borrowing from above, 21-20-66.22-(-100)=34.78

dB of residual SI is still left above noise floor and there is no way left to cancel it.

Another reason for employing analog cancellation is to reduce the power of the re-

ceived signal as much as possible before entering the receiver power amplifier (i.e.

low noise amplifier (LNA)) in order not to drive the LNA into the nonlinear region or

saturation.

Analog domain cancellation is typically done by tapping the transmitted signal (SI)

before the transmit antenna, then proccessing it to best match it to the received SI and

subtracting it from the total received signal after the receive antenna. This processing,

basically, tries to mimic the channel response as seen by the self-interference signal

from where it is tapped to where the subtraction takes place. Although some stages

of it can be done digitally, the subtraction must be made in analog domain before the

received signal reaches ADC.

Digital domain cancellation uses tapped transmit SI signal in digital baseband by pro-

cessing it to best match it to the received SI and cancels the SI in digital domain. The

implementation of digital cancellation is much easier and efficient than analog be-

cause it relies on the readily mature and efficient digital signal processing techniques.
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In this thesis, selected SIC methods in analog and digital domain proposed recently

in the literature are studied. Their detailed analysis is made and their results are

verified with simulations and experiments. Some comments on them are made and

some extensions to them are derived. Our analyses, complemented with measurement

results, show that local oscillator phase noise is the bottleneck for practical IBFD.

1.1 Thesis Outline

The rest of this thesis is organized as follows. In Chapter 2, a comprehensive survey of

IBFD is presented. Its brief history in radars and data communications are presented,

and recent advances in SIC are conferred. Chapter 3 has the critical presentation and

analysis of the selected SIC methods from the literature. In Chapter 4, the simulations

and its results are given. Chapter 5 presents the experimental setup and the experiment

results and verification of it by simulations. Discussions and conclusion are made in

the final Chapter 6.
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CHAPTER 2

A SURVEY OF WIRELESS FULL DUPLEX

In this chapter a comprehensive survey of in-band full duplex is presented. The his-

tory of IBFD, starting from radars, recent advances, its applications and different

self-interference cancellation methods are presented in detail.

2.1 A Brief History of In-band Full Duplex

In-band full duplex is known and used since 1940s in continuous wave (CW) radars;

but up until recently it has not gained much attention in wireless data communica-

tions. In this section, the history of IBFD in radars and data communications are

presented, separately.

2.1.1 Full Duplex Radars

CW radars do employ IBFD, such that, they transmit and collect (receive) the re-

flected signals simultaneously, in contrast to pulsed radars, which employ a fast

switching between the transmission and reception, i.e. half-duplex. Self-interference

in radar literature is often called “transmitter leakage” [20]. The CW radars of 1940s

and 50s utilized a simple propagation domain approach to manage the self-interference:

in bistatic radars, where the transmit and the receive antenna are separate, antennas

were placed distant to increase the isolation (path loss) between them; in monostatic

radars, where transmission and reception are done on one shared antenna, an isola-

tor component, often circulator, was placed between the transmit and receive chains
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to achieve some isolation between them. However, these methods can only supply

a moderate amount of self-interference cancellation, therefore the transmit powers

were kept small in order to keep the self-interference at a managable level. The small

transmit powers, in turn, limited the range of CW radars. However, this range lim-

itation was not a hindrance, because in close ranges the required switching period

of pulsed radars were impractically low, so that only CW radars could be used for

close range operation, i.e. the pulsed and CW radars complemented each other in

operational range.

An analog domain SIC method, called "feedthru nulling", was proposed in 1960s

[21]. 60 dB of SIC was reported there, however, the canceller itself weighed more

than 60 kilograms using complex circuitry and it was very expensive. Coming to

1990s, [22] proposed an adaptive analog canceller, whose performance was demon-

strated in [23]. Many improvements on SIC for monostatic CW radars have been

proposed [24, 25, 26, 27, 28, 29, 30] . The reason that the efforts focus on monostatic

rather than bistatic is that the isolation capacity of a built-for-the-purpose isolation

component, e.g., circulator, hybrid coupler, etc., is superior and more controllable

than a free space isolation as employed in bistatic configurations. Discussion on dif-

ferent antenna setups and propagation domain SIC is presented in Section 2.3.1.

2.1.2 Full Duplex Wireless Data Communications

The first data communication application to use IBFD was unidirectional forward-

ing, namely relaying. The relays in wireless data communications first receive then

amplifiy and retransmit the received signal. Relays are generally used for coverage

extension, e.g. in consumer home Wi-Fi applications, or to reach or hop over other-

wise unreachable or impassable-by-wireline places, e.g. tunnels, difficult lands.

The early self-interference cancellation efforts in relays have tried to put antennas

as far as possible, much like in bistatic CW radars, in order to manage the self-

interference [31, 32, 33, 34]. Analog and digital domain SIC were tried as well

[47, 35, 36, 37, 38, 39, 40]. Using antenna arrays for beamforming allowed for spatial

SI nulling as well [41, 42, 43, 44, 45, 46, 47, 49, 50].
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The information theoretic analysis of IBFD relaying is carried out in perfect SIC case

in [53, 51, 52, 54, 55]; as well as in the presence of residual SI case in [56, 50, 57, 58,

59, 60, 61]. The other sources of impediments to IBFD are also studied information

theoretically, e.g., channel estimation error, the limited dynamic range of ADC, and

RF impairments in receive and transmit chains, in [49, 62].

Although an early and discontinued effort exists for bidirectional IBFD in [63], i.e.,

where two nodes exchange data, it was only the recent demand for high spectral effi-

ciency for consumer applications such as Wi-Fi and cellular (4G, 5G) that has resulted

in a huge wave of research efforts by the academic world and the industry towards im-

plementing practical IBFD bidirectional wireless data communications. Practical is a

critical term in this context, because this recent effort is concentrated on consumer ap-

plications, which brings the cost-performance balance, and many other considerations

like operational environment and limited energy for battery powered mobile equip-

ments. For example, high quality RF components, when used in transmit and receive

chains of an IBFD radio, will alleviate the challenge against RF impairments such

as mixer imbalances, oscillator induced issues (e.g. phase noise), and power ampli-

fier distortion, but they are also too costly to be used in common consumer products.

Also, a very complex and power hungry self-interference cancellation method can not

find itself any use in energy limited mobile devices. In [64, 65, 66, 41, 67, 68, 69, 70]

experiments demonstrated the feasibility of practical bidirectional IBFD, however,

only in low transmit powers, i.e. short ranges, and under bandwidth constraints. But,

in [71, 72, 73, 74] a better self-interference cancellation was accomplished and they

demonstrated the feasibility of IBFD Wi-Fi. Subsequent research improved the SIC in

[75, 76, 77, 78, 79]. Furthermore, numerous patents are already granted [80, 81, 82].

Another effort is concentrated on analyzing the bottlenecks of the IBFD in [76, 83, 84,

85, 86, 87, 88]. With theory and experiments combined, they tried to characterize the

limitations to the IBFD to pave the way for improvements. Effects of RF impairments

are extensively studied in [79, 89, 86, 90, 91, 92].

The in-band full duplex research is also in mutual interest with out-of-band full duplex

interference management, because, for example, colocating the half-duplex and out-

of-band full duplex devices on adjacent frequencies, or even using closely placed
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time and frequency slots in half-duplex and out-of-band full duplex, respectively,

will result in considerable interference. Such interference management is studied in

[94, 95, 96, 97].

Multi user wireless networks have also their share in IBFD [54, 98, 99, 100]. Dis-

tributed IBFD is studied in [101, 102]; cognitive radios in [103]; and multiband sys-

tems in [104, 105].

IBFD beyond physical layer has also been studied. In [106, 107] medium access con-

trol (MAC) is studied; in [108, 109, 110, 111] cross layer network optimization in

network scheduling. IBFD for neighbour discovery, mutual broadcasting, and local-

ization are studied in [112],[113], and [114] respectively.

2.2 Applications of Full Duplex

In addition to the immediate and most prolific advantage of IBFD to double the link

capacity, there are other usefull applications, too, presented in this section.

2.2.1 Doubling the Capacity

In bidirectional wireless data communications, assuming both nodes are IBFD, po-

tentially, the link capacity can be doubled, assuming perfect SIC. This assumption

may not always hold. However, a high amount of SIC can be achieved practically.

Thus less than double, but still very high capacity gains are reported, which can be as

high as 1.84, [79, 65, 15, 69].

2.2.2 Base Stations

In a multi user network (e.g. cellular), a base station (BS) serves several users. Just

making the BS IBFD can gain the network much. In base station topologies, as much

of the complexity and power consumption as possible is preferred to be on the BS

rather than user equipment. So, it is likely and feasible that only the BS can be made

full duplex. The main gain is that the BS can serve two users at the same time with
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no additional time or frequency resources, as the same frequency band can serve

as uplink and downlink to either user. Assuming that the inter-user interference is

manageable, this application can save the network operator from paying for excessive

expensive commercial spectrum. Another, and similar, application would be to use

the same frequency band for backhaul communications, [115, 116].

2.2.3 Medium Access Control

In medium access control (MAC) layer, the biggest advantage of using IBFD is its

solution to hidden node problem, an issue encountered in carrier sense multiple access

networks. The simplest manifestation of this problem is as follows: in a three node

one hop network scenario, in which only one node can access both nodes but other

two nodes can not access each other directly, i.e. a line configuration, the hidden

node problem can occur. The nodes that are unaware of (i.e. hidden to) each other

can try to communicate simultaneously with the middle node, which has access to

both, and result in a collision. If IBFD was to be used for only the middle node in

such a scenario, the middle node can transmit a “busy” signal while receiving from

either node, so that the node who wishes to transmit must first listen for “busy” signal

and adjust its transmission accordingly. Reference [65] reported less collisions thus

increased throughput this way.

2.2.4 Cognitive Radios

Collision issue in cognitive radios can be solved with IBFD as well. Cognitive radios

use a frequency band as a secondary user and therefore whenever the primary user

of that band communicates, it must cease its own communication as to not interfere

(collide) with the primary user [117]. Traditionally, in time division duplexing, this

interference is avoided by periodic listening of the channel for the primary user’s

communication. This traditional approach has two drawbacks, 1) the listening gap:

if the channel was free, surely the listening time is wasted, 2) collisions: as this time

division method has intervals when the channel is not listened to, a collision might

happen anyway.
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In IBFD cognitive radios, [65, 118, 119], a better interference avoidance and overall

throughput increase is reported. In IBFD mode, instead of using the receiver as a

means of data communications, it is used for spectrum sensing, and whenever a pri-

mary user is sensed, the transmission is ceased. It eliminates both drawbacks listed

above efficiently.

2.2.5 Receiver Feedback

Feedback such as channel state information (CSI), acknowledgement/negativeacknowl-

edgement can be delivered back from receiver to transmitter without having to wait

for the transmission to end. In [120], it was shown that using IBFD bidirectional com-

munications to exchange feedback, the gained benefit is more than the interference

induced performance degradation.

2.2.6 Relaying

It was shown in [9, 10] that using IBFD can reduce the forwarding delay. Because the

transmission and reception on the relay happens simultaneously, the delay observed

from the source to destination through the relay can be reduced.

Out-of-band full duplex can, theoretically, achieve the same transmission/reception

simultaneity but at the cost of using double the bandwidth and having to change the

frequency band over the relay.

2.2.7 Wireless Secrecy

IBFD can help achieve better wireless network secrecy as well, as studied in [121,

122]. In this application, the receiving node transmits a jamming signal and at the

same time receives a packet, that is wished to be kept private, from another node.

The mixed signal, i.e. jamming signal plus the private packet, will be hard for any

eavesdropper to correctly decode given that, as shown in [123], the jamming signal

is of unknown structure. Hence the receiver knows the jamming signal it transmits, it

can cancel it by SIC methods and decode the private packet successfully.
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2.3 Self-interference Cancellation Methods

In this section, the three domain, propagation, analog, and digital, self-interference

cancellation methods are discussed. Their individual and interactive analysis are car-

ried out.

2.3.1 Propagation Domain

Wireless propagation domain SIC focuses on cancelling SI before it reaches the re-

ceive antenna and superposed on the intended received signal. The main reason for

doing SIC in propagation domain is to alleviate the need for high dynamic ranges for

receive chain components. Because, if the power of the intended received signal falls

under SI more than the dynamic range, it will be lost. And, unfortunately, it is very

likely to happen, because the intended received signal is much weaker than the SI at

receive antenna. Another reason is to avoid the highly nonlinear region of the receiver

low noise amplifier (LNA): the unusually high received signal power of the SI will

drive the LNA into the nonlinear region, possibly even to saturation, hence heavily

distort the whole received signal.

In separate antenna systems, the propagation domain SIC is done utilizing path loss

[64, 65, 66, 72, 69], cross polarization [76, 72, 77, 80], or antenna directionality

[76, 77]. In shared antenna systems, it is done by an isolating component between

transmit and receive chains, generally a circulator.

In separate antenna configurations, the distant placement of the receive and transmit

antennas, or utilizing an electromagnetic shield/absorber between the antennas are

studied in [64, 76, 31, 69, 77]. Though these techniques are simple and effective,

their use is limited by the device dimensions (form factor). Cross polarization, stud-

ied in [76, 68, 72] is another mean to achieve SIC. By making the transmit and receive

antennas crossly polarized, ideally, one can avoid all interference. However it has its

limitations, too. First of all, this technique constrains the degree of freedom for polar-

ization utilization. Secondly, although the direct path between the two antennas will

not alter the polarization much, the back scattered SI may change its polarization and

limit the SIC capacity. In [75, 76] using directional transmit and receive antennas, i.e.
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nonuniform radiation and reception fields, to create null fields for self-interference

signal is studied. Antenna nulling is a similar approach that uses two transmit an-

tennas to create a null point, and placing the receive antenna there suppresses the SI

spatially [65, 66, 72, 80].

The spatial SIC methods discussed above are quite sensitive to device placement and

implementation errors. However, it was shown in [76] using off the shelf equipment

in an anechoic chamber (i.e. an electromagnetically clean and reflection free space)

that more than 70 dB of spatial SIC can be achieved. Limitations to the frequency

dependent methods, e.g. antenna nulling, are the carrier frequency reconfigurations

and broadband signals. The methods discussed above exclusively focus on the line-

of-sight (LOS)/direct path SI suppression, therefore when the power of reflected SI

is moderately high, e.g. in a small confined reflective environment, the performance

of these propagation domain techniques are diminished. Although in an anechoic

chamber, which resembles a free outdoor environment, [76] has achieved 70+ dB

SIC, in a small confined reflective environment it performed around 40 dB SIC. The

reflected SI issue is also present in shared antenna configurations, while there is no

way to discern the reflected SI superposed on intended received signal by propagation

domain techniques.

In order to suppress the reflected SI, a propagation domain SIC taking into account

the channel (i.e. channel aware) should be used. Transmit beamforming is such a

method, that by adjusting the complex weights of the antennas in an array, it steers

itself electronically to create SI nulls at receive antenna positions. Antenna nulling,

mentioned above, is a static (channel unaware) and simple example of that, where

two antennas are mechanically preadjusted (i.e., placed fixed) so that a predetermined

point is null of SI for the receive antenna to be placed on. Such transmit beamforming

is studied in [41, 44, 45, 46, 47, 124, 48]. Channel aware techniques, however, require

channel knowledge to adjust the antenna weights. It can be retrieved either directly

by channel estimation or nondirectly by adaptively adjusted weights. Creating nulls

this way, requires more transmit antennas than receive antennas, because each null

point eats up one degree of freedom in the weight vector of transmit array.

The propagation domain techniques may have altering effects on intended transmis-
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Figure 2.1: Analog transversal filter for SIC

sion and reception as well, e.g., by creating unwanted null fields or distorting the

signals unintentionally, hence they should be designed taking into account the overall

communication performance.

In this thesis, an analysis of a particular spatial SIC is not performed, rather, typical

SIC values obtained in the literature experimentally or theoretically are adopted in

calculations and simulations if they are deemed appropriate/applicable to the case and

found to be realistic, which is around 20 - 30dB in most literature. In experiments,

by using directional antennas and some moderate inter-antenna distance, spatial SIC

around 30 dB is achieved.

2.3.2 Analog Domain

Analog domain SIC is a subtractive SIC method performed before the received signal

reaches the ADC of the receive path. The transmit SI signal is tapped from the trans-

mit chain. The exact point of tapping is relevant as discussed below. After being pro-

cessed, it is subtracted from the received signal somewhere in the receive chain, the

exact point of subtraction is relevant as in tapping but must be before ADC, in order

to cancel out the SI component in the mixed received signal. Tapping of the transmit

SI as close as possible to the transmit antenna has the advantage of involving all the

RF impairment effects and noise of the transmit chain readily in the signal, therefore

they do not need to be dealt with separately. From the tapping point to the subtraction

point, the channel seen by the SI is estimated and applied to the tapped signal so that

the subtrahend signal matches the received SI as close as possible. The subtraction
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point should be as close as possible to the receive antenna to decrease the dynamic

range of the received signal, therefore alleviating the constraint on dynamic ranges of

receive chain components. Although an analog baseband SIC approach exists [125],

typically the subtraction takes place before the LNA, in passband. In [64, 71, 73]

the transmit SI is tapped in digital baseband and after applying the estimated channel

response in digital baseband, where it is easier to do so than in analog passband, it is

upconverted by an additional RF chain to be subtracted from the received signal. This

digital-processing-then-upconverting approach, however, has the drawback of having

to estimate the transmit chain response of the SI and vulnerability to impairments in

the upconverting cancellation RF chain. Figure 2.1 shows the basic two-tap analog

domain SIC filter. It takes the tapped signal, applies delays and weights to it to match

it with the received SI and outputs the replica of the transmit SI. The delay lines are

generally fixed and predefined. The complex gains are adjusted generally adaptively.

2.3.3 Digital Domain

Digital domain SIC is a subtractive SIC method, which uses the tapped digital base-

band transmit SI to cancel out the received SI from the total received signal after it is

converted to digital by ADC. In digital domain, the tools available to the designer are

much more efficient and plentiful than in analog. The main limitation to it is the dy-

namic range of the ADC, which determines the maximum amount of digital domain

SIC achievable. The biggest attractiveness of the digital SIC is its availability: every

digital communications system has some sort of digital signal processing capabil-

ity that can be partitioned for digital SIC; unlike propagation and analog domain SIC

where dedicated devices should be built exclusively for self-interference cancellation.

Ideally, the digital SIC can achieve infinite suppression of self-interference in the ab-

sence of the random noise [87]. Another advantage of relying on digital methods is

the booming computation power.

The digital SIC methods start by building a system model that models everything be-

tween the transmit digital-to-analog converter (DAC) and receive ADC. The transmit

chain can distort the digital baseband signal from the DAC to the transmit antenna

with quantization noise, upconverter phase noise, mixer imbalances and high-power

16



Figure 2.2: Digital FIR filter for SIC

amplifier nonlinearities [126]. Some distortions listed here may require nonlinear sig-

nal processing to cope with. The receive chain, likewise, has the capability to distort

the signal in the same manner as the transmit chain. The propagation path between

the antennas must be modelled accurately as well. A highly reflective environment

with long delay spread for broadband signals is highly problematic, for example. The

model should also take into account the preceding SIC methods’ (propagation and

analog domain) effects as well.

In [127], the effect of mixer imbalances are studied. In [79, 91, 128] nonlinear power

amplifier distortion is studied. In [87] the phase noise is explicitly studied. [129]

integrates the two RF impairments, viz., the mixer imbalances and power amplifier

nonlinearities, to cope with them jointly. In [136], adaptive SIC is studied experimen-

tally for mobile device scenarios.

In Figure 2.2, the digital SIC filter is shown. It is pretty much a conventional FIR

filter. Its weights can be adjusted either adaptively or non-adaptively.

The next chapter will present, in detail, the analog and digital self-interference meth-

ods we have evaluated and tested in this thesis study.
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CHAPTER 3

SELF-INTERFERENCE CANCELLATION

In this chapter, selected self-interference cancellation methods in analog and digital

domains from the recent literature are critically presented, commented on, and there-

from some extensions are derived.

3.1 Analog Domain Self-Interference Cancellation

In this section, a subtractive analog SIC method is studied. In this method, the trans-

mit SI signal is tapped from the transmit chain in analog domain. It is tapped, prefer-

ably, as close as possible to the transmit antenna in order for it to contain all the RF

imperfections of the transmit chain, so that they do not have to be estimated by the SIC

mechanism. The channel response from the tapping point to the subtraction point is

then estimated by adaptive means. Then, the channel response is applied to the tapped

signal by an analog transversal filter. This filter, usually, has multiple predetermined

delay lines and adjustable complex gains. Output of the analog filter is desired to be a

replica of the received SI. This replica is, then, subtracted from the total received sig-

nal, in an effort to suppress the received SI without deteriorating the intended received

signal. A realistic assumption is that the intended received signal sent by the other

node is not correlated with the self-interference, so that the subtractive cancellation

will not suppress the intended received signal as well, unintentionally.

The method proposed in [92] is the basis for analog domain cancellation studied in

this thesis. Much like [79], it taps the signal at the output of the transmit power

amplifier just before the transmit antenna and passes it through a multiple-delay-line

19



tunable analog filter, which mimics the channel seen by the SI signal. At the re-

ceive side, it is subtracted from the total received signal just after the receive antenna.

Reference [92]’s main advantage over [79] is that that it uses complex gains in the

transversal filter in contrast to real gains of the latter. An analog transversal filter

has multiple delay lines and adjustable weights, as shown in Figure 2.1. Using real

gains requires more delay lines to adjust the phase of the tapped signal correctly. The

delay lines are the biggest space consumers on a board so the minimum amount of

them should be used for small form factor devices, i.e., mobile. Its performance, as a

variant demonstrated experimentally in [130], is quite good even for very wide band

signals. In simulations, it can achieve up to 100 dB of cancellation but in experiments

it can achieve around 50 dB of cancellation. In the rest of this section, analysis of the

aforementioned paper is carried out. Reproduction of some of the material from [92]

is provided here for the convenience of the reader.

3.1.1 System Model and MMSE Solution

The transmit signal (SI) in passband can be written as

x(t) = Re
{
(xi(t) + jxq(t))e

−jωt}
= xi(t)cos(ωt) + xq(t)sin(ωt)

(3.1)

where Re {·} represents the real part of ·, ω is the carrier frequency in radians per

second, and xi(t) and xq(t) are the baseband inphase and quadrature components of

the transmit signal, respectively. Without loss of generality, assuming a single path of

SI coupling into the receive chain, the received signal can be written as [92]

y(t) = g x(t− τ) + r(t) + n(t) (3.2)

where g and τ are the unknown gain and delay of the SI, respectively, r(t) is the in-

tended received signal sent by the other nodes and n(t) is the additive white Gaussian

noise (AWGN). The proposed method of the paper cancels the self-interference by

taking multiple replicas of x(t) and apply complex gains and delay to them to es-

timate the SI by their linear combination. Using two taps, the estimated SI can be

written as [92]

e(t) = w1ix(t− τ1) + w1qx̃(t− τ1) + w2ix(t− τ2) + w2qx̃(t− τ2) (3.3)
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where wki and wkq are the inphase and quadrature components of the kth tap weight

and x̃ = xi(t)sinωt−xq(t)cos(ωt) is the Hilbert transform of x(t) and τk is the delay

of the k-th filter tap. The job of the SI canceller is to find the gain values that cancels

the SI most. The delays τk are taken to be fixed, e.g., a fixed length microstrip line,

so the optimization of the cancellation with respect to tap delays should be carried

out by the designer before manufacturing the actual circuit with delay lines. Then the

output of the subtractive canceller can be written as

z(t) = y(t)− e(t) (3.4)

In [92], it is proposed to transform the passband model to the equivalent baseband

model in order to simplify the derivations of the tap weights. This means also putting

downconverters and upconvertes in the analog circuitry. The transmit signal in base-

band can be written as

X(t) = xi(t) + jxq(t) (3.5)

Then, from (3.2) subsequently, the received signal in baseband equivalent form is

Y (t) = gX(t− τ)ejωτ +R(t) +N(t) (3.6)

where R(t) and N(t) complex baseband equivalents of the intended received signal

and AWGN, respectively. Similarly, the output of the canceller in baseband is

Z(t) = Y (t)−W1X(t− τ1)ejωτ1 −W2X(t− τ2)ejωτ2 (3.7)

In vector notation

Z(t) = Y (t)−WTX(t) (3.8)

where (·)T represents transpose, W = [W1W2]
T , where Wk = wki + jwkq, and

X = [X(t − τ1)e
jωτ1X(t − τ2)e

jωτ2 ]T . Implementation of the optimum minimum

mean squared error (MMSE) solution in the analog domain is deemed impossible in

the paper, but they provide the MMSE solution anyhow to provide insight to the per-

formance of the canceller. In MMSE, the output of the canceller, (3.8), is minimized,

and assuming that the transmit signal x(t) and the intended received signal r(t) are

uncorrelated, and along with the uncorrelated noise n(t), this will only minimize the

SI since only the tapped SI is preknown and fed to the canceller. The cost function

that minimizes the SI is given as

min
W

E
{
|Z(t)|2

}
= min

W
E
{∣∣Y (t)−WTX

∣∣2} (3.9)
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Figure 3.1: Effect of the delay of received SI path on suppression. B=20MHz.

where the suppression equals to

Suppression =
Received SI Power

Residual SI Power

=
E
{
|gX(t− τ)|2

}
E
{∣∣gX(t− τ)ejωτ −WTX(t)

∣∣2} (3.10)

The suppression is not a function of carrier frequency or received SI strength, rather it

depends on the delay difference between taps and the number of taps used, as shown

in [92]. In Figure 3.1 the suppression of the two tap MMSE filter is presented. The

taps are positioned 2 nanoseconds apart, as in [130]. The maximum suppression

occurs when the delay of the received SI coincides with one of the delay lines. The

suppression is more graceful when the received SI falls between the taps, but degrades

faster outside the tap delays.

In a two tap MMSE filter, addition of another received SI path, e.g., a reflected path, is

studied next. Adding a second path, the received SI signal, disregarding the intended
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received signal and noise, can be written as

Y2(t) = X(t− τ)ejωτ +X(t− τ − δ)ejω(τ+δ)+θ (3.11)

where δ is the second SI path delay and θ is its arbitrary phase.

The power of Y2(t) is then, assuming E
{
|X(t)|2

}
= 1,

E
{
|Y2(t)|2

}
= 2(1 + cos(ωδ + θ)sinc(Bδ)) (3.12)

Depending on the sign of the cosine term, the second SI path can reduce the total SI

power. However, this is a phenomenon that is hard to exploit; even when the second

SI path is coming from within the device, a much more controlled environment. The

first reason therefore is, it is very much frequency and implementation accuracy de-

pendent. Secondly, even assuming that the second path is the reflected SI from the

antenna caused by impedance mismatch in a shared antenna configuration, the reflec-

tion coefficient of the antenna must be predetermined, so that its sign does not change

during operation. This is another relatively difficult engineering problem. Finally,

the reflected power should be in close proximity of that of the first SI path, so that

a considerable cancellation can occur. In order to neglect this phenomenon, in [92],

cos(ωδ + θ) = 1 is assumed and sinc(Bδ) > 0, i.e., the second SI path is not very

far from the first, so the effect of an additional SI path is considerably negative on

suppression performance.

The suppression of two tap MMSE filter for two SI paths is derived in [92]. Depicted

in in Figure 3.2, shows the suppression performance of the two tap MMSE filter

under two SI paths, one is coincided on the left tap, and the other is varying. As

compared to the one path performance, there is some performance loss but, overall,

the suppression level is still high.

3.1.2 Adaptive Analog SI Cancellation

As applying the MMSE solution in analog domain is not an option, the authors of

[92], apply the steepest descent method to the cost function (3.9). This is a well

known solution, when direct application of the MMSE filter is not possible, [131].
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Figure 3.2: Effect of the delay of a second received SI path on suppression. First path

delay is at Bδ = −0.02, so it coincides with the delay line. B=20MHz.

The tap weightsWk can be adaptively calculated by (modified from [92], as discussed

below)

Wk = Wk −
µ

2

∂ |Z(t)|2

∂Wk

= Wk + µ {X∗k(t)Z(t)}

= Wk + µ[(xi(t)zi(t) + xq(t)zq(t)) + j(xi(t)zq(t)− xq(t)zi(t))]

(3.13)

where µ is a real, non-negative constant, often defined as step size. The delay applied

by the k-th tap is omitted here.

In [92], the implementation of the adaptive filter is proposed to be carried out by

parallel phase shifters in each tap, instead of the Hilbert transform as introduced in

(3.3), that consequently resulted in (3.13), because, as they argue, an implemented

analog Hilbert transform would not make the inphase and quadrature components

exactly orthogonal but a combination of parallel phase shifters would control the

phase applied by the filter better. In practice, using parallel phase shifters, where each
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would require its own downconverter, would be impractically complex to implement

on a small or medium form factor analog board, and there is no direct implementation

of it to the best of our knowledge. In [92], the tap weights were real and phase

shifting of the tapped SI was accomplished by adjusting the real gains of paralled

phase shifters. An implemented method directly using (3.13) exists. In [130], using

vector modulators the complex weights are directly applied to the tapped SI.

The tap weights calculated in (3.13) are first passed through an integrator, because

typically they are too noisy, so the integrator suppresses their noise, and then the step

size is applied, generally a small constant, governed by the stability considerations of

the adaptive filter [131].

After taking into account the delay of each tap, the filter weights of the k-th tap are

calculated explicitly by

wki = wki + µ

∫
[xi(t− τk)zi(t) + xq(t− τk)zq(t)]dt

wkq = wkq + µ

∫
[xi(t− τk)zq(t)− xq(t− τk)zi(t)]dt

(3.14)

where τk is the delay applied by the k-th tap.

3.2 Digital Domain Self-Interference Cancellation

Subtractive digital domain self-interference cancellation methods tap the transmit SI

from the digital baseband and after applying the channel response as seen by the

SI from transmit DAC to receive ADC, subtracts the processed tapped SI, which is

now a replica of the received SI in digital, from the total received signal in digital.

The principle is the same as in analog domain, but digital domain offers more tools

to the designer in implementing the self-interference cancellation. Some methods

incorporate nonlinear signal processing, as well, in order to capture the effect of the

nonlinear devices, such as power amplifiers. This section is divided into two: 1) static

channels and 2) dynamic channels, where the latter utilizes adaptive filters, the former

uses nonadaptive methods.
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3.2.1 Static Channels

In this section the digital domain self-interference for static channels are studied.

[129] is chosen as the basis model for digital SIC, because it incorporates and jointly

handles two of the most SIC performance degrading RF impairments, viz., the nonlin-

earities mainly induced by power amplifiers (PA) and image signals mainly caused by

unbalanced processing of inphase and quadrature components of the SI by the mixers.

The outer-device channel from the transmit antenna to the receive antenna is assumed

to be static in this analysis. This can correspond to any immobile or nearly-immobile

scenario, e.g. base stations, a modem in a large confined space, etc.

3.2.1.1 Baseband Equivalent Signal Model

The transmit signal (SI) in discrete time complex baseband can be written as

x[n] = xi[n] + jxq[n] (3.15)

where n is the sample index. When this baseband signal is modulated and fed to

the mixer (i.e. IQ modulator), the output in discrete time complex baseband can be

written as [129]

xIQM [n] = K1x[n] +K2x
∗[n] (3.16)

where K1 = 0.5(1 + g exp(jϕ)) and K2 = 0.5(1 − g exp(jϕ)), where g and ϕ are

the gain and phase imbalance of the mixer, respectively. In typical RF front-ends,

|K1| � |K2|. The quality of an RF front-end in this context can be quantified by its

image rejection ratio defined as 10 log10(|K1|2 / |K2|2).
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The assumed model for the transmit power amplifier is the parallel Hammerstein (PH)

model. The output of the power amplifier is given by [129]

xPA[n] =
P∑
p=1
p odd

M∑
m=0

hp[m]ψp(x
IQM [n−m]) (3.17)

where the basis functions are defined as [129]

ψp(x[n]) = |x[n]|p−1 x[n] = x[n]
p+1
2 x∗[n]

p−1
2 , (3.18)

hp[m] are the FIR filter coefficients of the PH model for the p-th order nonlinearity

branch, and M and P are the memory depth and nonlinearity order of the PH model,

respectively. [132, 133, 134, 135] have shown that the PH model can accurately

model the behaviour of RF power amplifiers.

Combining (3.16), (3.17) and (3.18), the output of the PA can be written as

xPA[n] =
P∑
p=1
p odd

p∑
q=0

M∑
m=0

hq,p−qp [m]x[n−m]qx∗[n−m]p−q (3.19)

where hq,p−qp [m] are the combined coefficients of the PA and mixer. This model has,

surely, many coefficients to be estimated, however, most of these terms will be neg-

ligibly small as higher order nonlinear terms and images have small powers, their

combinations will have even smaller powers.

Note that, at this stage the basis function to be used in the channel estimation is

established as x[n − m]qx∗[n − m]p−q. After this stage, only the coefficients of the

FIR filter that is applied by the channel to this basis are to be determined.

3.2.1.2 Channel and Analog SIC Effect

The outer-device channel and the analog self-interference canceller are put into the

model, as well. The received SI can be written as, at the receiver antenna [129, (5)]

z[n] =
L∑
l=0

c[l]xPA[n− l] (3.20)

where c[l] are the FIR coefficients of the actual physical (outer-device) channel, and

L is its memory depth.
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After the reception, the analog canceller comes into play and the signal after the

canceller can be written as [129]

r[n] = z[n]−
L′∑
l=0

hRF [l]xPA[n− l]

=
P∑
p=1
p odd

p∑
q=0

M+max(L,L′)∑
m=0

h
q,p−q
p [m]x[n−m]qx∗[n−m]p−q

(3.21)

where h
q,p−q
p [m] =

∑m
l=0 c

RFhq,p−qp [m− l], cRF [l] = c[l]− hRF [l], and hRF [l] are the

tap weights of the analog domain canceller. L′ is the number of taps in the analog

SIC.

3.2.1.3 Comment on Basis Functions

The basis functions’ contribution to the SI will be depending on the channel response,

as seen above. When implementing the actual digital canceller, the designer should

analyse this, and select the basis functions which contribute the most, because the

negative effect of estimation noise induced by the weak basis functions can be larger

than their contribution to the accuracy of the SI estimation.

3.2.1.4 SI Canceller Structure

Now, the task of the digital domain self-interference canceller is to estimate the

h
q,p−q
p [m] terms and apply them to the corresponding basis functions obtained through

the tapped digital baseband SI and subtract the replicated SI from the received signal.

The total received signal in discrete time complex baseband can be written as

y[n] = r[n] + s[n] + w[n] (3.22)

where r[n], from (3.21), is the residual SI after analog domain cancellation, s[n] is the

intended received signal sent by other nodes, and w[n] is the additive white Gaussian

noise. All these components of the received signal are assumed to be uncorrelated.

28



The output of the digital SIC is then

ŝ[n] = y[n]− r̂[n] (3.23)

where r̂[n] is the estimated SI.

3.2.1.5 SI Estimation

In vector notation, the signal at the input of the digital domain canceller is

y = r + s + w,

y = [y[n] y[n+ 1] · · · y[n+N − 1]]T
(3.24)

where N is the number of observed samples, and the other vectors can be written in

the same manner as y[n].

The estimation error is then defined as [129]

e = y − r̂ (3.25)

where the estimate is given as

r̂ = Ψĥ (3.26)

with Ψ being the horizontal concatenation of the matrices

Ψq,p =


ψq,p[n] ψq,p[n− 1] · · · ψq,p[n−M + 1]

ψq,p[n+ 1] ψq,p[n] · · · ψq,p[n−M + 2]
...

... . . . ...

ψq,p[n+N − 1] ψq,p[n+N − 2] · · · ψq,p[n+N −M ]

 , (3.27)

ψq,p[n] = x[n]qx∗[n]p−q, with p = 1, 3, . . . , P , and q = 0, 1, 2, . . . , p, and P and M

are the selected nonlinearity order and memory depth, respectively.

The estimated channel vector ĥ
q,p−q

is the vertical concatenation of the vectors

ĥ = [ĥ
q,p−q

p [0] ĥ
q,p−q

p [1] . . . ĥ
q,p−q

p [M − 1]]T (3.28)
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The channel vector ĥ is then found to be the solution to the minimization of the norm

square of error vector e, i.e., least-squares solution, [129]

ĥ = argmin
h

‖e‖2 = argmin
h

∥∥y −Ψh
∥∥2

= (ΨHΨ)−1ΨHy

(3.29)

assuming a full rank Ψ.

3.2.2 Dynamic Channels

In dynamic channel environments, based on the simplified signal model of [129],

[136] proposed an adaptive scheme using the least mean squares (LMS) algorithm.

Although, they did not test their algorithm under dynamic channel environments, we

did test it and got satisfactory results as seen in simulations in Chapter 4.

In this section, the LMS algorithm of [136] is presented, then its variants, normalized-

LMS (NLMS) and RLS are derived and presented consecutively. LMS and RLS are

the two most common adaptive estimation algorithms. Details on their theoretical

background and comparison of them can be found in detail in [131].

3.2.2.1 LMS Adaptive Filter

As stated in [131], the LMS algorithm is popular mainly because of its simplicity.

Acting on current estimation error fed back to the adaptive filter weight calculation

block, LMS recursively (and "hopefully", [131]) converges to a statistically good level

of estimation accuracy; in our case the estimated SI.

In the basis functions, different from [129], [136] omits the mixer induced impair-

ments manifested as image signals.

The new basis functions, involving only the PA induced nonlinearities, can be written

as

Ψ(n) = [ψ1((x)n) ψ3((x)n) · · · ψP ((x)n)]T (3.30)

where ψp(x(n)) = |x(n)|p−1 x(n), as in (3.18). P is the assumed maximum nonlin-

earity order of the signal basis.
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The tapped SI fed to the filter at index n is defined as [136]

u(n) = [Ψ(n)T Ψ(n− 1)T Ψ(n− 2)T · · · Ψ(n−M + 1)T ]T (3.31)

where M is the memory depth of the adaptive filter.

The channel vector to be estimated adaptively by the filter is defined as [136]

h(n) = [h1(0) h3(0) · · · hP (0) h1(1) · · · hP (M − 1)]T (3.32)

Parameters: Memory length of the adaptive filter (M =Mpre +Mpost + 1)

and step size µ

Data: Basis functions u(n) and received signal y(n)

Output: The canceller output signal e(n)

begin

Initialize: h(0) = 0, n =Mpost

while transmitting do

u(n) = [Ψ(n+Mpre)
T Ψ(n+Mpre − 1)T · · · Ψ(n−Mpost)

T ]T ;

e(n) = y(n)− hH(n)u(n);

h(n+ 1) = h(n) + µu(n)e∗(n);

n = n+ 1;

end
Algorithm 1: LMS algorithm, [136]

In Algorithm 1, the output e(n) contains both the residual SI, left from estimation

error, and the intended received signal as well, so it will be fed directly to the decoder

for the decoding of the intended received signal.

3.2.2.2 Normalized LMS Adaptive Filter

When the eigenvalue spread of the input vector u(n) is large, as it is in our case,

as shown in [136], the LMS algorithm performance degrades. The dominant bases

shadow the others, since the error vector e(n) is just a scalar and does not include

the filter tap-wise error [131]. One way of overcoming this is the NLMS, which

normalizes the input vector u(n) in every iteration, so the otherwise shadowed bases

can also contribute to the adaptation of the filter weights.
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Parameters: Memory length of the adaptive filter (M =Mpre +Mpost + 1)

and step size µ

Data: Basis functions u(n) and received signal y(n)

Output: The canceller output signal e(n)

begin

Initialize: h(0) = 0, n =Mpost

while transmitting do

u(n) = [Ψ(n+Mpre)
T Ψ(n+Mpre − 1)T · · · Ψ(n−Mpost)

T ]T ;

e(n) = y(n)− hH(n)u(n);

h(n+ 1) = h(n) + µ

‖u(n)‖2 u(n)e
∗(n);

n = n+ 1;

end
Algorithm 2: NLMS algorithm, [131]

The NLMS algorithm is the same in every step but the normalization step, compared

to LMS, but it is given here in full for completeness. In Algorihm 2, the ‖·‖ refers to

the Euclidean norm.

3.2.2.3 RLS Adaptive Filter

RLS is a recursive approach to the least-squares solution, [131]. It is described in

Algorithm 3. The regularizing term σ there, is a positive constant, which is taken to

be small when the SNR is high, and large when the SNR is low. When uncertain, it

can be taken as unity, as by the adaptive nature of the filter it will be forgotten anyhow.

Forgetting factor λ is a positive constant less than unity, typically taken to be close to

unity. It governs the rate at which the past affects future weights, a unity forgetting

factor means no forgetting at all, also called windowed RLS. The details of derivation

of the intermediate steps can be found in [131].
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Parameters: Memory length of the adaptive filter (M =Mpre +Mpost + 1),

forgetting factor λ and regularizing term σ.

Data: Basis functions u(n) and received signal y(n)

Output: The canceller output signal e(n) e(n)

begin

Initialize: h(0) = 0, n =Mpost and P(0) = σ−1I

while transmitting do

u(n) = [Ψ(n+Mpre)
T Ψ(n+Mpre − 1)T · · · Ψ(n−Mpost)

T ]T ;

πππ(n) = P(n− 1)u(n) ;

k(n) = πππ(n)
λ+uH(n)πππ(n)

;

e(n) = y(n)− hH(n− 1)u(n);

h(n) = h(n− 1) + k(n)e∗(n);

P(n) = λ−1P(n− 1)− λ−1k(n)uH(n)P(n− 1);

n = n+ 1;

end
Algorithm 3: I is the identity matrix. RLS algorithm, [131]
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CHAPTER 4

SIMULATION RESULTS

In this chapter, the methods proposed in Chapter 3 are tested in simulations. For

the analog domain cancellation Advanced Design System (ADS) is used and for the

digital domain methods Matlab/Simulink is preferred. Schematics and codes are pre-

sented in appendices.

4.1 Analog Domain Simulations

For a two tap analog cancellation filter, described in Section 3.1.2, a performance

evaluation is carried out. The used signal is, conforming to IEEE 802.11n, OFDM

with 20MHz bandwidth and QPSK constellation. It has 64 total subcarriers, of which

52 are data. A transmit power of 20dBm is assumed. A natural isolation of trans-

mit and receive antennas of 20dB is assumed, which brought the received SI signal

strength to 0dBm on average. The intended received signal is not present in this

simulations, only the absolute suppression of the SI is evaluated. Conforming to the

simulation parameters of [92], 3 dB of noise figure is assumed for the active com-

ponents in the analog cancellation circuit. Gain and phase imbalances are 0.2% and

0.2 degrees, respectively, between the transmit and receive chain, [17]. Also, the

downconverters noise figure are assumed to be 5 dB. There is also a nonlinear power

amplifier after the transmit signal generation which has 10 dBm of IIP3. The chan-

nel is assumed to be static. The receiver noise floor is at -100dBm. The schematics

of the ADS design are presented in Appendix A. All figures in this analog domain

simulations section are taken from ADS.
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The difference between the delay lines were taken to be 2 nanoseconds, and in the

first case, only one SI path was produced to coincide with the first delay line. In the

second case, 2 SI paths, with equal power, 2 nanoseconds apart were produced to

each coincide with either delay lines, much like the experimental setting in [130].

In the first case, shown in Figure 4.1 and 4.2, an average of 80 dB cancellation was

achieved. The spectrum is calculated at steady state, taken to be after 10 microsec-

onds. In the second case, depicted in Figure4.3 and Figure4.4, an average of 60 dB

cancellation was achieved. These results verify the findings of [92] and [130].

Figure 4.1: Received SI and the residual SI after analog SIC in two tap filter with

one received SI path.
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Figure 4.2: Spectrum of received SI and the residual SI after analog SIC in two tap

filter with one received SI path.

Figure 4.3: Received SI and the residual SI after analog SIC in two tap filter with

two received SI paths.
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Figure 4.4: Spectrum of received SI and the residual SI after analog SIC in two tap

filter with two received SI paths.

4.2 Digital Domain Simulations

In this section the results of digital domain SIC is presented in two parts: 1) static

channels, 2) dynamic channels. All work in this section is carried out in Matlab/Simulink

environment. The concerning simulation schematics are presented in Appendix B. All

figures in this digital domain simulations section are taken from Matlab.

4.2.1 Static Channels

In the simulations, the intended received signal is assumed to have 15 dB SNR (in the

absence of SI), which corresponds to -85 dBm signal power, with the -100 dBm re-

ceiver noise floor assumed. A separate antenna configuration is assumed with Rician

fading with a K-factor of 35 dB, line-of-sight gain -30 dB and channel length L = 3,

[71]. The channel is time-invariant. 10000 samples were used in each simulation run,

repeated 10 times. Not much deviation between runs were observed. The PA model
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Parameter Value
Constellation Rectangular 16-QAM

Number of total subcarriers 1024
Number of active subcarriers 512

Signal Bandwidth 10MHz
Table 4.1: Signal parameters used in testing

Parameter Value
Rx NF 4 dB

Antenna Separation 30 dB
Analog Cancellation 30 dB

PAPR 10 dB
Tx IRR 25 dB
Rx IRR 50 dB

Rician Fading K factor 35 dB
Table 4.2: Simulation Parameters

is assumed to be PH, so no modelling mismatch is present. Also, the effect of RF

cancellation is simulated. A two tap analog canceller provided 30 dB of SIC. This

value is kept intentionally at this moderate level to test alone the digital cancellation

better. Simulation environment parameters are provided in Table 4.2.

The RF impairments are listed in Table 4.3. The main source of the nonlinearity is

the transmit power amplifier. Although a 25 dB of image rejection ratio (IRR) for the

transmit mixer is assumed [137], it is just the minimum amount suggested by ETSI.

Typically 50 dB of IRR can be achieved in widely used transceivers like AD9361,

[17].

The simulated signal parameters are listed in Table 4.1. Rectangular 16-QAM was

used in an OFDM signal with 1024 total and 512 active subcarriers, which corre-

sponds to a roughly 2 times oversampling in time domain. The signal bandwidth was

10 MHz.

Component Linear Gain (dB) IIP2 (dBm) IIP3 (dBm) NF (dB)
PA (Tx) 27 - 13 4

LNA (Rx) 25 - 5 4
Mixer (Rx) 6 50 15 4

Table 4.3: Component Figures
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Figure 4.5: Performance comparison of different digital cancellation models. Image

rejection ratio (IRR) is 25 dB, so images dominate SI.

In the first test, the intended received signal’s signal-to-noise-plus-interference-ratio

(SINR) against the transmit power of self-interference is studied. The assumed max-

imum nonlinearity order is P = 7, and memory depth is M = 4. The performance

of the joint cancellation of nonlinearities and image signals; image signals only; non-

linearities only; and linear model are presented in Figure 4.5. With IRR of 25dB,

the image signals dominate the SIC, so any cancellation not taking them into account

(the bottom two) is sure to fail. The joint and only images can be discriminated only

in very high transmit powers, where higher order nonlinear terms start to contribute

more.

IRR is taken as 50 dB, and the same test is repeated, this time, for the joint cancel-

lation and nonlinear only cancellation, to see whether they discriminate. There is no

significant discrimination between the nonlinear only and joint cancellation, as shown

in Figure 4.6.
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With the first test parameters, IRR=25 dB, the strength of the received signal bases

are presented in Figure 4.7. This analysis would be carried out in order to deter-

mine which bases should be used for estimation of the SI. In our case, the bases of

component index>13, which correspond to after seventh order nonlinearity, do not

contribute much. The effect of chosen maximum nonlinearity and memory depth is

also studied. Figure 4.8 shows the effect of chosen maximum nonlinearity, P . In

Figure 4.9, the effect of assumed memory depth of the filter, M , is presented, when

the actual channel length in simulation was M = 4.

Figure 4.6: Performance comparison of the Joint and Nonlinear Only models. Image

rejection ratio (IRR) is 50 dB, so they perform equally well.
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Index 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

k 0 1 0 1 2 3 0 1 2 3 4 5 0 1 2 3

j 1 0 3 2 1 0 5 4 3 2 1 0 7 6 5 4

Index 17 18 19 20

k 4 5 6 7

j 3 2 1 0

Figure 4.7: x∗jxk. Signal bases’ relative power, as formulated in the table above. j is

the power of the conjugate and k is the power of linear term.
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Figure 4.8: Effect of mismatch between the nonlinearity order of the cancellation

model and simulation parameters.

Figure 4.9: Effect of mismatch between the memory length of the cancellation model

and simulation parameters.
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4.2.2 Dynamic Channels

Simulations for dynamic channel environment are carried out with the same param-

eters as in Section 4.2.1, except: mixer induced image signals are not present in the

bases, only the nonlinearity of PA is present; the channel is time variant; the simula-

tions are run once but longer to observe the convergence of adaptive filters.

The same structure of Rician channel as above is assumed, but now with 10 Hz max-

imum Doppler frequency with Jakes spectrum type, which is equivalent to approxi-

mately 4kmph speed, which is the average walking speed of a person. The observed

number of samples correspond to 100 OFDM symbols, so that N = 102400. As-

sumed maximum nonlinearity order is P = 7 and the assumed memory depth is

M = 4. All proposed adaptive algorithms, viz., LMS, NLMS, and RLS, are tested

comparatively. The intended received signal is present as above, and it is equalized

with a zero-forcing equalizer, and its EVM is measured against time. As was in the

case of static channels, there is 30 dB of analog cancellation and 30 dB of antenna

isolation before the digital cancellation.

In Figure 4.10, the adaptive filters’ EVM performances are presented. The target is

-15 dB, as measured in the absence of interference. All adaptive filter parameters

were judiciously optimized. The minimum steady-state error is favored against con-

vergence speed, so in the LMS variants the step size µ was very small and in the

RLS, the forgetting factor was almost unity, λ = 0.9994. Although there are some

advices towards the stability and performance improvements for adaptive filters in

[131], there is no strict rule on the parameter values. As experimentally observed,

the minimum disturbance principal should be adopted, because aggressive adapta-

tion, although provides rapid convergence, can affect the decoding performance of

the intended received signal negatively.

An example time and frequency domain observation of the RLS adaptive filter are

presented in Figure 4.11 and Figure 4.12, respectively. The spectrum is computed

after steady state is reached. After steady-state, an average of 50 dB of digital SIC is

achieved, which brought the SI almost down to the noise floor.
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Figure 4.10: Performance comparison of different adaptive algorithms. The bound

for EVM is -15 dB, that is the EVM of intended received signal without any interfer-

ence.

Figure 4.11: SI before and after digital RLS adaptive cancellation. 50 dB of cancel-

lation is achieved.
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Figure 4.12: Spectrum of SI before and after digital RLS adaptive cancellation, as

calculated after steady-state is reached.
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CHAPTER 5

EXPERIMENTS

In this chapter, the experiments of an in-band full duplex transceiver are presented.

Only propagation domain and digital self-interference cancellation method described

in Section 3.2.1 were employed; there was no analog self-interference cancellation.

The experiment setup is presented with a visual. The results indicate a bottleneck:

phase noise. Verification and in-depth analysis of the experiment results are made via

simulations using experimental parameters.

5.1 Experiment Setup

In the experiments, AD9361 RF transceiver, [17], with the evaluation board AD-

FMCOMMS3-EBZ and evaluation kit Xilinx Zynq-7000 All Programmable SoC

ZC702 was used. There are 2 transmit and 2 receive chains on the transceiver. The

transmit chains share the same local oscillator with each other; likewise the receive

chains among themselves. There was no option to make the transmit and receive

chains to share the same local oscillator, which, as explained later, worsens the phase

noise problem, which was the bottleneck for the digital cancellation. As full duplex

requires, we activated one transmit path and one receive path at the same time and

at the same carrier frequency. Separate antenna configuration was assumed. The

nonuniform radiation pattern of the used patch antennas and their placement resulted

in a spatial isolation (path loss) of approximately 32 dB (measured). A photograph of

the experiment setup can be seen in Figure 5.1. The test environment was a medium

size office.
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The signal used, conforming to the general structure of 802.11ac, was an OFDM with

64 total subcarriers. A standard packet was formed and sent and received repeatedly

for approximately 25 packets duration. Each packet was treated separately for self-

interference cancellation and their results were averaged at the end. The preamble of

the packet consisted of a short and a long training field, which consist of 2 repeated

OFDM symbols and one OFDM symbol, respectively. Cyclic prefix length was 16.

The payload (data part) of the burst (packet) consisted of 400 OFDM symbols. The

constellation used was rectangular 16 QAM. The carrier frequency was chosen as 2.5

GHz. The data was recorded and sent to a PC to be processed offline in MATLAB.

Figure 5.1: Experiment Setup
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5.2 Experiment Results

The results of the first experiment can be seen in Figure 5.2. The average transmit

power of the self-interference signal was swept from the maximum amount of approx-

imately -6 dBm to the minimum level where the signal detection was possible. The

receive path gain was adjusted to give the best response (i.e. linearity, dynamic range,

etc.) for the self-interference signal, which meant lowering it to the unreccommended

low levels at high received powers. The noise figure of the receive path as a whole,

although not very linearly, is inversely proportional to the receive path gain. As a

result, at high received self-interference powers, because of the used low receive path

gains to avoid saturation, noise figures up to 15 dB are observed. This is observable

as the increase of apparent noise floor. The digital cancellation was done with the

algorithm described in Section 3.2.1. The transmit signal denoted as x there, is the

transmit signal we feed the transceiver here; and the received signal y there, is the out-

put of the ADC of the receiver path here. The cancellation algorithm is run for each

packet separately and then the resultant cancellation performances are averaged for

demonstration here. The assumed memory depth wasM = 5 and highest nonlinearity

order was P = 5. At transmit self-interference powers lower than approximately -30

dBm, cancellation of self-interference to the noise floor was accomplished. It should

be noted that, we employed no form of analog domain cancellation. The amount of

achievable analog cancellation can be added to the transmit power to shift it right by

the graph. In other words, cancellation of self-interference up to the noise floor is

possible at transmit SI powers of -30 dBm plus the ammount of achievable analog

cancellation, which can be up to 80 dB, as shown in Section 4.1. Considering the

maximum amount of allowed transmit power for indoor devices around 20 dBm, the

complete cancellation of self-interference is possible for practical uses with a combi-

nation of propagation, analog and digital domain SIC.

The effect of assumed memory depth on cancellation is investigated in Figure 5.3.

The number of taps used in channel estimation is increased from one to five. After

the third tap is added, there was no considerable change. This memory effect comes

from within the device as explained in the earlier chapters, because there was no

reflector in the vicinity.
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Figure 5.2: Power of the total received signal, residual SI after digital cancellation,

and apparent noise floor versus the transmit power of SI. At high powers, there is

some residual SI left above noise floor.

The effect of assumed highest nonlinearity order is examined in Figure 5.4. It is evi-

dent from this figure that the contribution of the nonlinearity to the self-interference

is very minor. Adding the 3rd order nonlinearity to the channel estimation, only 2

dB gain is achieved. Adding another order has made no considerable change. The

AD9361 transmitter does not compress (i.e. produce nonlinearities) by design. At

the receiver side, the operation is very linear too. The Third-Order Input Intermod-

ulation Intercept Point (IIP3) at the maximum receive path gain is -14 dBm for our

carrier frequency. Even at the maximum transmit power case, we receive around

−6dBm− 32dB = −38dBm power, for which, obviously, we only use a small por-

tion of receive path gain, which yields an IIP3 of -3 dBm. The difference between the

received power and operational IIP3 of our receive path assures us an almost-linear

operation.

To clearly see the limit of the self-interference cancellation and the relation between

the bandwidth and the cancellation, we used 1, 2, and 3 MHz bandwidth signals

and compared their cancellation performances. The results are presented in Fig-
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ure 5.5. The maximum achievable cancellation, that is the difference between the

total received signal and the apparent noise floor, is drawn in dashed lines. The actual

achieved cancellations are drawn with solid lines. Increasing the bandwidth decreases

the amount of self-interference cancellation achieved. The most important thing obvi-

ous from this figure is the limit to the self-interference cancellation at a certain point,

which is for 1 MHz around 42 dB. As is evident from above, the nonlinearity could

not be the source for this limit. Importing the parameters of the AD9361 to the simu-

lation environment, the source of this limitation is found to be the phase noise of the

local oscillators, as explained in the following section.

Figure 5.3: The effect of the assumed memory depth of the channel estimation model

on cancellation of SI. After 3 taps, there is no considerable change in cancellation.
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Figure 5.4: The effect of the assumed maximum nonlinearity order of the channel

estimation model on cancellation of SI. The transceiver, even at maximum power,

operates in a very linear region.

Figure 5.5: Cancellation performance of signals with different bandwidths. Dashed

lines show the maximum achievable cancellation, as calculated by total received

power to noise floor. Solid lines are the actual performed cancellation.
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5.3 Simulation Analysis of Experiment Results

In this section, the simulation environment parameters are imported from the AD9361

data sheet in order to explore further the possible limiting factors of self-interference

cancellation. In addition to the RF imperfections presented in Section 4.2.1, which

were the power amplifier nonlinearities and IQ-mixer imbalances, phase noise is

added on top. Phase noise information used here is retrieved from the AD9361 man-

ual, which were the results of their measurements. Digital cancellation performance

under three different scenarios are investigated: no phase noise, shared LO and in-

dependent LOs. A random phase noise process is created per the data from AD9361

manual, and for the shared LO case, the same random phase noise is added to the

signal in the upconversion and subtracted from it in the downconversion. In the inde-

pendent LOs case, we created two independent phase noise random processes, each

added and subtracted in the relevant places. The effect of limited dynamic range of

ADC is not present, which is, although less degrading in our case, is another bottle-

neck.

Figure 5.6 shows the results when there is no delay between the TX and RX, which

also affects the cancellation under phase noise. The no phase noise case shows the

best performance, almost canceling out the whole self-interference. The shared LO

except at the very high powers almost shows the same performance as if no phase

noise is present. However, in the independent LOs case the cancellation is limited

at around 40 dB, which agrees with our experiment results. The reason the shared

and independent LOs cases are different is the fact that because in the shared case

the same noise process is added and subtracted in different stages, it is expected to be

cancelled out. It happens so almost perfectly in the hypothetical case where there is

no delay between the transmitter and the receiver.

Figure 5.7 shows the results when there is one sample delay between the TX and RX.

Even a single sample delay, which is 100ns for 10MHz sampling rate, diminishes the

effect of using a shared LO.

The behaviour of cancellation under different sampling rates and bandwidths is inves-

tigated in Figure 5.8. Local oscillators are made independent. The same behaviour
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seen in the experiments is duplicated in the simulations, namely increasing the sam-

pling rate and bandwidth while keeping the oversampling ratio fixed decreases the

cancellation achieved.

As investigated in [84, 87, 138], phase noise is the limiting factor in most practical

cases, even in shared LO case, where the negative effect is expected to be less. In

[138], a phase noise suppression scheme is proposed, however, it does not gain the

cancellation much despite its high complexity. In [138], a similar experiment setup

had been used with AD9361 but a different evaluation board, and their results and

ours match closely.

Figure 5.6: Cancellation performances of three different scenarios of phase noise:

Independent LOs, a shared LO, and no phase noise at all. The bound for all cases

are given as the total received power to the noise floor ratio. Independent LOs case

results in a large residual SI in high powers as observed in experiments.

54



Figure 5.7: Cancellation performances of three different scenarios of phase noise

now with one sample delay between Tx and Rx. Shared LO case performs equal with

Independent LOs case.
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Figure 5.8: Dashed lines are the bounds (total Rx Pwr. to noise floor ratio) and

solid lines are the achieved cancellation. The local oscillators are independent. The

simulated results here coincide with that of the experiments shown in Figure 5.5.
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CHAPTER 6

DISCUSSIONS AND CONCLUSION

6.1 Discussion

Traditional transceivers are not built with in-band full duplex in mind. A strong inter-

ferer, self-interference in our case, greatly degrades the performance of the radio link

for the signal of interest. For example, in our experiments, in order not to saturate

the receive chain with high received power of the self-interference signal, we had to

lower the receive path gain to the levels, where noise figure was uncommonly high at

around 15 dB. So, although we might cancel out the self-interference so that it does

not decrease the signal-to-noise-plus-interference ratio, it will be decreased anyhow

because of the increased noise figure. In order to prevent it, the SI signal must be mit-

igated as much as possible before entering the receive path, by means of propagation

and analog domain techniques.

Experiments and simulations demonstrated the bottleneck of in-band full duplex as

phase noise. It has been shown experimentally and by simulations, in [84, 87, 138],

that even with high complexity phase noise suppression algorithms, it is not possible

to cancel its effects completely. One could hope, if not to completely cancel but

to diminish its effects, using less noisy local oscillators and sharing the same local

oscillator for both transmission and reception where there is not much delay between

them.

To the best of our knowledge, there has not been made yet a built-for-the-purpose

transceiver for IBFD, although the recent efforts and increasing patents hint in that

direction. The IBFD transceiver design should take the bottlenecks shown in the
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literature into account, e.g. phase noise, dynamic range, linearity challenges, etc.,

and focus on overcoming them. Surely, as has been done in the literature so far,

any off-the-shelf radio can be, to some capacity, made into IBFD, but with obvious

limitations.

Some recommendations from first hand experience during this thesis work can be

summarized as follows, although more complete and detailed analysis can be found

in the literature as discussed in Section 2.1.2:

• Phase noise is an obvious bottleneck. The best way to overcome it is using

better quality local oscillators in the first place. Using shared local oscillators

for transmission and reception, to some extent, diminishes the problem, too.

• Cancelling out as much of the SI signal as possible before it even manifests

itself in the receive chain is highly recommended. Any practical good IBFD

system in the literature does employ the maximum possible amount of propa-

gation domain SIC possible. Facilitating a large amount of SIC in the propa-

gation domain eases the SI problem very much. First of all, it alleviates much

of the linearity and dynamic range challenges at the receiver side. Also, it may

enable the designer to skip the otherwise necessary complex analog domain

cancellation.

6.2 Conclusion

In this master’s thesis, the in-band full duplex radios are studied. Its history, briefly,

starting from full duplex radars of 1940s is presented, involving the recent advances

in full duplex data communications as a way for improving data rate, network perfor-

mance, secrecy and many other communication aspects.

To fully leverage IBFD, a good self-interference solution must be found. Self inter-

ference cancellation in different domains, viz., propagation, analog, and digital, are

studied. Among the vast propositions in the literature, a few selected methods are

critically presented in detail, their results are verified with our own simulations and

experiments, comments on them are made, and some extensions on them are derived.
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The results show that the IBFD could be practically implemented.

Experiment and simulation results show the bottleneck of the IBFD as the phase noise

of local oscillators. The SIC was fixed at a level that is not enough to leverage IBFD

at high transmit powers using only digital SIC and a moderate propagation domain

SIC. The indications of experiments were verified with simulations.

Our contributions to the previous literature can be listed as follows:

• The dynamic LMS SIC algorithm, described in Section 3.2.2.1, proposed in

[136], had not been tested under dynamic channel conditions. We tested it by

simulations under dynamic channel conditions and found the results satisfac-

tory, as described in Section 4.2.2

• The aforementioned dynamic LMS SIC algorithm is extended, exclusively in

this thesis, to NLMS and RLS algorithms in Sections 3.2.2.2 and 3.2.2.3, re-

spectively. We tested all dynamic SIC algotithms by simulations under dy-

namic channel conditions and found their results satisfactory, as described in

Section 4.2.2

• For adaptive SIC, it has been proposed in this thesis that, the steady-state error

minimization should be favoured over rapid convergence. In fact, the minimum

disturbance principle should be followed. Rapidly converging algorithms do

tend to manifest fast variations in the signal that will alter the decoding of the

intended received signal. Although, this principle is known already, it has not

been proposed explicitly for full duplex operation in this context, as far as we

know.

• Although, there are already successful full duplex experiments with off-the-

shelf or laboratory equipments, the particular experiment setup (i.e., AD-FMCOMMS3-

EBZ with AD9361 transceiver) we used is unique. There is an experiment,

however, described in [138], that uses AD9361 transceiver with another evalu-

ation board.
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Our results and theirs match closely. They also verified their experiment results

with simulations, as we did.
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APPENDIX A

ANALOG DOMAIN SIMULATIONS

In this appendix, the schematics used in simulations in ADS are presented. In Sche-

matic A.1, the whole simulation environment is presented with the weight calculation

block encapsulated in a subsystem. In Schematic A.2, the weight calculation sub-

system is expanded and shown in whole. All blocks in the schematic are predefined

in ADS. Basically the systems runs so: the signal is generated and then run through

a nonlinear power amplifier. Then, one branch is tapped for producing the replica

of the self-interference signal, and two branches below produce the received self-

interference. These last two branches emulate the circulator or a reflected path from

antenna. The produced replica is subtracted from the received signal by means of a

180 degree phase shifter and an adder.

In Figure A.2, the weight calculation block is explicitly shown. It does the operation

as defined in 3.14. White noise is added at relevant stages to emulate for the noise

added by the active components in an actual device. There are also gain imbalances

present as shown in the middle.
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APPENDIX B

DIGITAL DOMAIN SIMULATIONS

In this appendix, the schematic used in simulations in Matlab/Simulink and a sample

Matlab code for digital cancellation are presented. The intended received signal in

the schematic is generated in a subsystem and is same as the self-interference signal

generation. The parameters for the transmit and receive power amplifiers are cal-

culated by the Simulink’s prebuilt General Amplifier model, which can be accessed

from the general Help interface of Matlab. The analog cancellation is a predefined

block available in Simulink.

% Digital Cancellation Sample Code

% x and y are to be imported

% from the Simulink model as shown on the

% schematic. x is the baseband transmit

% self-interference, y is the total

% received signal

%%% Following are the only parameters

% to be determined by the user

P=5; %maximum assumed nonlinearity order

% of the chn. est. model

M=5; %maximum assumed memory depth

% of the chn. est. model

N=length(x); %number of samples to be used

% in chn. est. max is length(x)
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%%% Construction of the bases psi

psi_column_size=sum((1:2:P)+1)*M;

psi_row_size=length(x);

psi=zeros(psi_row_size,psi_column_size);

psiorder=0; % initialisation

for p=1:2:P

for q=0:p

psi(1:psi_row_size,1+(psiorder*M):(psiorder+1)*M)=...

toeplitz((x.^q).*...

(conj(x).^(p-q)),zeros(1,M));

psiorder=psiorder+1;

end

end

%%% Least squares channel estimation

h_estimate=(psi(1:N,1:psi_column_size)’*...

psi(1:N,1:psi_column_size))^-1*...

psi(1:N,1:psi_column_size)’*y(1:N,1);

%%% Producing the replica of SI

r=psi(1:psi_row_size,1:psi_column_size)*h_estimate;

%%% Subtraction of the replica of SI

% from the whole received signal.

% Output is the residual SI or the signal to be sent

% for decoding of intended received signal.

e=y(1:psi_row_size)-r;
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