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ABSTRACT

DEVELOPMENT OF AN ALL SPEED NAVIER-STOKES
PRECONDITIONER FOR TWO AND THREE DIMENSIONAL FLOWS ON

HYBRID GRIDS

BA�, Onur

Ph.D., Department of Aerospace Engineering

Supervisor : Prof. Dr. �smail Hakk� Tuncer

July 2015, 88 pages

In this study, a novel Mach uniform preconditioning method is developed for the

solution of Euler/Navier-Stokes equations at subsonic and incompressible �ow

conditions. In contrast to the methods developed earlier in which the conserva-

tion of mass equation is preconditioned, the conservation of energy equation is

preconditioned in the present method to enforce the divergence free constraint

on the velocity �eld even at the limiting case of incompressible, zero Mach num-

ber �ows. The proposed Mach-uniform preconditioning method does not have

a singularity point at zero free-stream Mach number. The modi�ed system of

equations preserves the strong conservation form of the governing equations for

compressible �ows and recovers the arti�cial compressibility equations in the

case of zero Mach number. Two and three dimensional preconditioned solvers

are developed for validation and performance evaluation of the present formu-

lation on a wide range of Mach number �ows. The studied cases show the
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convergence acceleration, stability and accuracy of the present Mach uniform

preconditioner in comparison to the non-preconditioned compressible �ow so-

lutions. The convergence acceleration achieved is similar to those of the well

known preconditioned system of equations for low subsonic �ows and to the

arti�cial compressibility method for incompressible �ows.

Keywords: Preconditioning, Arti�cial Compressibility Method, Mach Uniform

Accuracy, All Speed, Three Dimensional
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ÖZ

H�BR�T A�LARDA �K� VE ÜÇ BOYUTLU AKI�LAR �Ç�N TÜM
HIZLARDA GEÇERL� NAV�ER-STOKES ÖNKO�ULLANDIRICI

GEL��T�R�LMES�

BA�, Onur

Doktora, Havac�l�k ve Uzay Mühendisli§i Bölümü

Tez Yöneticisi : Prof. Dr. �smail Hakk� Tuncer

Temmuz 2015 , 88 sayfa

Bu çal�³mada Mach say�s�n�n de§erinden ba§�ms�z olarak, yüksek do§ruluklu,

ses-alt� h�zlarda ve s�k�³amaz ak�³ ko³ullar�nda Euler/Navier-Stokes denklemle-

rinin çözümü için yeni bir önko³ulland�rma metodu geli³tirilmi³tir. Daha önce

kütlenin korunumu denkleminin önko³ulland�r�ld�§� metodlar�n aksine, mevcut

yöntemde enerjinin korunumu denklemi önko³ulland�r�lm�³t�r. Bu yöntem, s�-

f�r serbest ak�m Mach say�s� dahil olmak üzere, s�k�³amaz ak�³ limitinde dahi

h�z alan�nda �raksamay� önlemektedir. Önerilen Mach say�s�ndan ba§�ms�z me-

tod s�f�r Mach say�s�nda bir tekillik noktas�na sahip de§ildir. Önko³ulland�r�lm�³

denklem seti s�k�³abilir rejimlerde, s�k�³abilir ak�³ denklemlerinin güçlü korunum

formuna sahip olup, s�f�r Mach say�s� limitinde Yapay S�k�³abilirlik Metoduna

dönü³mektedir. Geni³ bir Mach say�s� aral�§�nda önerilen formülasyonun do§ru-

lanmas� ve performans�n�n de§erlendirilmesi amac� ile iki ve üç boyutlu önko³ul-
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land�r�lm�³ çözücüler geli³tirilmi³tir. Gerçekle³tirilen çal�³malar, önerilen Mach

say�s�ndan ba§�ms�z önko³ulland�rma metodunun, önko³ulland�r�lmam�³ s�k�³a-

bilir ak�³ çözümlerine k�yasla yak�nsama h�z�ndaki art�³�, kararl�l�§� ve do§rulu§u

göstermi³tir. Elde edilen yak�nsama h�z� art�³� dü³ük sesalt� h�zlarda di§er iyi bi-

linen önko³ulland�r�lm�³ denklem sistemleri ile benzer olup, s�k�³amaz ak�³larda

ise Yapay S�k�³abilirlik Metodu ile benzerdir.

Anahtar Kelimeler: Önko³ulland�rma, Yapay S�k�³abilirlik Metodu, Mach Ba-

§�ms�z Do§ruluk, Tüm H�zlar, Üç Boyutlu
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CHAPTER 1

INTRODUCTION

1.1 Background

The conservation equations that govern the �uid �ow are well known for cen-

turies. As all physical laws, their validity are observed repeatedly on scienti�c

experiments and observations for all �ows where continuum assumption is appli-

cable. On the other hand, analytical solutions of these equations are not possible

for most of the engineering problems and numerical solutions are widely used.

However, appropriate numerical methods have to be selected for di�erent �ow

regimes such as incompressible, transonic/supersonic or hypersonic �ows. As a

result, many di�erent �ow solver algorithms and formulations have been devel-

oped. Nowadays there is an ongoing e�ort on unifying these methods.

The governing equations of �uid �ow, namely the Navier-Stokes equations, rep-

resent an hyperbolic-parabolic character for all �ow conditions which allows the

classical time marching solution methods except very low speed cases. Low speed

�ow is a special regime when compared with others since in real life, the diver-

gence free velocity �eld practically satis�ed at all the times. This phenomenon

comes from the fact that �ow velocity becomes so small when compared to speed

of sound or in other words, pressure waves travel in�nitely fast when compared

to �ow speed. The variation of density both in time and space is negligible for

low speed �ows where the conservation of mass equation becomes elliptical. This

character change from hyperbolic-parabolic to elliptical results in severe stabil-

ity and accuracy problems on the widely used numerical methods developed for
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the solution of compressible �ow equations.

When the incompressibility limit is approached, two major problems can be

identi�ed on numerical solution of the governing equations. They are known as

the "cancellation" and the "eigenvalue disparity" problems. The former problem

can be de�ned as; one or more of the terms in the governing equations gaining in-

creased dominance over other terms which results in suppression of their e�ects.

The latter problem reveals itself in the solution of the governing equations when

the eigenvalues are analyzed. The increase in the ratio between the maximum

and the minimum eigenvalues (condition number) as Mach number decreases is

known as the "eigenvalue disparity". This problem makes the discrete system

of governing equations sti�. The numerical solution algorithms become mostly

ine�ective and the obtained solutions become inaccurate.

1.2 Incompressible Flow Solution Methodologies

There are various formulations used for solution of incompressible �ows [1], [2]

which can be classi�ed in three main categories, namely vorticity-stream function

method, pressure based methods and density based methods.

In the vorticity-stream function method, the incompressible Navier-Stokes equa-

tions are reformulated in terms of vorticity and stream function which automat-

ically satis�es the conservation of mass equation [3]. The local velocity compo-

nents and pressure values are then obtained from the converged �ow �eld. The

boundary conditions are also reformulated in this method. Although this formu-

lation is suitable for 2-D �ows, its extension to 3-D �ows is not possible since a

unique stream function is not de�nite in 3-D �ows. Di�erent formulations such

as vorticity-velocity formulation [4] are present in the literature but selection of

boundary conditions become challenging in these methods [5].

The second major category is the Marker and Cell(MAC) Method due to Harlow

and Welch [6], projection method due to Chorin [7] and Semi-Implicit Method

for Pressure Linked Equations(SIMPLE) family formulations due to Patankar

and Spalding [8] which are named as pressure based methods.
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The MAC approach employs pressure Poisson equation [9] to satisfy the conser-

vation of mass and it is the �rst method applying this formulation. The Poisson

equation is obtained by taking the divergence of the conservation of momentum

equation. However the MAC approach fails to restore the divergence free veloc-

ity �eld e�ectively and it is susceptible to errors introduced to the conservation

of mass equation originating mostly from the boundary conditions.

The pressure projection method is developed by Chorin [7] and Temam [10] as

another pressure based method. This method consists of two decoupled steps

in which an intermediate velocity is �rstly calculated from the conservation of

momentum equations ignoring the gradient of the pressure �eld. Incompress-

ibility constraint is not forced at this step. Later, gradient of the pressure is

calculated from the pressure Poisson equation and employed which is named as

the projection step.

By far, the most popular approaches in pressure based methods are the family

of SIMPLE algorithms including the original algorithm which is proposed by

Patankar and Spalding [8] and the modi�ed versions such as SIMPLER [14],

SIMPLEC [15], SIMPLEST [16] and PISO [17]. These methods make a �rst

guess on the pressure �eld and get an approximation of the velocity �eld as

the �rst step. After that, the obtained velocity �eld is used for correcting the

pressure �eld to ensure the conservation of mass. The major di�erences between

the variants come from the simpli�cations employed in these estimation and

correction steps. Despite their empiricism, these methods are used extensively

in the literature [11], [12], [13].

The third method includes the Arti�cial Compressibility Method(ACM) due to

Chorin [18]. In the ACM, a pseudo-time derivative of pressure is added to the

conservation of mass equation. The added term relaxes the in�nite acoustic

speed to a prede�ned �nite value. The major advantage of the ACM over pres-

sure based methods is its similarity to the conservative form of the compressible

�ow equations, as such it allows the use of advanced solution algorithms de-

veloped for the compressible �ows. The ACM method is widely applied in the

solution of incompressible �ows [19], [20], [21], [22], [23]. This method is recog-

3



nized to be the �rst preconditioning algorithm which will be elaborated in the

next section.

All of these methods for incompressible �ows have their own advantages and

disadvantages which are described in [24] in details.

1.3 Solution Methodologies for All Speed Flows

In all speed solution methods, SIMPLE and Preconditioning Methods come

forward. The SIMPLE algorithms were developed �rstly and widely applied to

various problems. Then preconditioning methods are introduced by Turkel [28].

1.3.1 SIMPLE Based Algorithms

The SIMPLE algorithm and its variants are �rstly developed for incompressible

�ows. With increasing demand for uni�ed solution methods for low and high

subsonic �ows, Karki and Patankar [25] modi�ed the original SIMPLE algorithm

to solve compressible �ows. After this initial work, some variants of SIMPLE

are also extended to high subsonic �ows [26].

The major problem of SIMPLE and its derivatives on the compressible �ow

regime is the presence of primitive variables in the formulations. The �ux vec-

tor based on these variables are discontinuous across shockwaves and therefore

they are not di�erentiable. Although SIMPLE algorithms are e�ective on high

speed subsonic �ows, their performance deteriorate signi�cantly in transonic and

supersonic �ows in comparison to the formulations based on the strong conser-

vative forms of the governing equations. The study of McGuirk and Paige[27] is

an example of the e�ort to improve the shock capturing capability of SIMPLE

algorithm at transonic �ows. The methodology used in this study is to employ

conservative variables in the computation of mass �uxes instead of �ow velocities

as the new solution variables.
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1.3.2 Preconditioning Methods

In 1987, the �rst systematic approach on preconditioning methods is conducted

by Turkel [28] and a family of preconditioners are introduced. The precondition-

ing methods then gained increasing popularity in the development of all speed

inviscid �ow solvers. These methods employ special matrices which enhance the

convergence behavior when pre-multiplied with the time derivative terms in the

governing �ow equations. The major goal of the preconditioning methods is

to reduce the di�erence between the particle/�ow speed and the acoustic wave

speed. Although this technique modi�es the magnitude of the eigenvalues, it

retains the signs of the eigenvalues. The modi�ed system of equations remain

hyperbolic-parabolic for all Mach numbers.

The family of preconditioners introduced by Turkel [28] is attributed to be in-

spired from the ACM. Following initial studies, two more distinct groups of

preconditioning methods are developed. The �rst class of these two algorithms

was developed by Choi and Merkle [29] and Weiss and Smith [30]. This method

employs temperature as dependent variable instead of entropy. The last class of

algorithms was developed by Van Leer [31] which employs a symmetric precondi-

tioner. This preconditioner scales the eigenvalues to obtain a condition number

of one which is accepted to be the optimum value for best convergence. Refer-

ences [32] and [33] provides a detailed review of these preconditioning methods.

1.4 Preconditioning for Viscous Flow

Despite the extensive literature on the preconditioning methods for inviscid

�ows, the studies on the preconditioning of the Navier-Stokes equations are

limited in number. In the existing literature, it is observed that the interac-

tion between convective and di�usive terms becomes an important issue both in

stability and convergence characteristics of the developed preconditioning algo-

rithms when applied to Navier-Stokes equations.

To identify the e�ect of viscous di�usion on the inviscid preconditioning ma-

trices, a method is proposed by Venkateswaran et al. [34], [35]. The method
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introduced relates the performance of the preconditioning scheme to the cell

Reynolds number. Dohyung [36] has successfully applied this approach and fur-

ther developed various preconditioners for the Navier-Stokes equations. Other

important studies on this topic includes the researches of Godfrey et al. [37],

[38], [39]and Colin et al. [40].

1.5 Present Approach and Objectives

In the present study, a novel preconditioning matrix is developed, validated and

its performance is assessed on various �ow cases in a wide range of �ow speeds

including incompressible �ows. In contrast to the preconditioning methods de-

veloped earlier, in the current approach the conservation of energy equation is

preconditioned to enforce the divergence free constraint on the velocity �eld even

at the limiting case of incompressible, zero free-stream Mach number �ows. The

present approach successfully avoids the major di�culties observed in the low

speed �ows namely the "cancellation" and the "eigenvalue disparity" problems.

Merkle and Choi [41] removes the "cancellation" problem by their pressure split-

ting method in which the disturbance pressure is used instead of the total static

pressure. In this study, a similar approach is employed. The "cancellation" prob-

lem is also observed in the solution of the conservation of energy equation [42],

which is resolved by a similar approach. The developed preconditioning method

employs a non-dimensionalization similar to the pressure-splitting method for

both pressure and total energy.

In the present preconditioning method, the second di�culty namely the �eigen-

value disparity� is solved by the over-relaxation of the time derivative terms.

These terms are premultiplied by a novel matrix to enhance the convergence

behavior without altering the steady state solution.

The preconditioning method developed in this study is applied both to 2-D [43]

and 3-D �ows [44] for a wide range of �ow speeds. The preconditioned �ow solu-

tions are compared against non-preconditioned solutions and the preconditioned

solutions available in literature for validation and performance assessment.
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1.6 Outline

This thesis work consists of 4 chapters.

Chapter 2 presents the preconditioned �ow equations developed and the numeri-

cal algorithms employed. This chapter starts with the governing equations, their

non-dimensionalization and formulation of the present preconditioning method.

The details of the spatial and temporal discretisations based on cell centered

�nite volume method including the upwind �ux formulation, the reconstruction

of �ow variables at the cell interfaces and the boundary conditions are presented

in this chapter.

The 2-D and 3-D �ow solutions obtained based on the present formulation are

presented and discussed in Chapter 3. Validation studies are performed on

channel �ow, �ow over �at plate and �ows over NACA0012 and NACA0008

airfoils. Further studies are performed on �ows over Onera M6 wing and DLR-

F4 wing-body geometries for performance evaluation.

Finally, the conclusions are drawn and some recommendations for future work

are made in Chapter 4.
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CHAPTER 2

NUMERICAL METHOD

2.1 Governing Equations

The 2-D planar Navier-Stokes equations in conservative form for compressible

viscous �ows are given in integral form as

∂

∂t

∫
A

~QdA+

∮
S

( ~Fc − ~Fv)dS = 0 (2.1)

where ~Q, ~Fc and ~Fv are the vector of solution variables, the convective �ux and

viscous �ux vectors respectively.

~Q =


ρ

ρu

ρv

ρet

 , ~Fc =


nx(ρu) + ny(ρv)

nx(ρu
2 + p) + ny(ρuv)

nx(ρvu) + ny(ρv
2 + p)

nx(u(ρet + p)) + ny(v(ρet + p))



~Fv =


0

nxτxx + nyτxy

nxτyx + nyτyy

nxΘx + nyΘy

 (2.2)

Θ term for 2-D formulation becomes;
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Θx = uτxx + vτxy + k ∂(T )
∂x

Θy = uτyx + vτyy + k ∂(T )
∂y

(2.3)

Where the ideal gas equation is:

p = (γ − 1)(ρet −
1

2
ρ(u2 + v2)) (2.4)

For Newtonian �uids, with the Stokes hypothesis, the viscous stresses can be

reformulated as:

τxx = 2µ
(
∂u
∂x
− 1

3
∇ · ~v

)
τyy = 2µ

(
∂v
∂y
− 1

3
∇ · ~v

)
τzz = 2µ

(
∂w
∂z
− 1

3
∇ · ~v

)
τxy = τyx = µ

(
∂u
∂y

+ ∂v
∂x

)
τxz = τzx = µ

(
∂u
∂z

+ ∂w
∂x

)
τyz = τzy = µ

(
∂v
∂z

+ ∂w
∂y

)
Beside the given conservative form, it is also possible to rewrite the governing

equations in various non-conservative forms for di�erent reasons. When 1-D

equations are considered, instead of [ρ, ρu, ρet], other �ow variable selections

such as [ρ, u, P ], [P, u, T ], [ρ, ρu, T ] and [ρ, ρu, S] are equally valid where T and

S denotes temperature and entropy respectively. As an example, SIMPLE al-

gorithm employs [ρ, ρu, T ] variables. Although changing independent variables

does not change the physical characters, their impact on numerical schemes are

important. All primitive variable formulations generate unphysical numerical so-

lutions on discontinuities due to the non-di�erentiability of their �uxes. On the

other hand, the corrective actions taken against this problem result in accuracy

losses.
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2.1.1 Non-Dimensionalization

Non-dimensionalization is a standard process to reveal the general characteristics

and relative importance of di�erent terms of partial di�erential equations. In

this chapter, the non-dimensionalization of 2-D formulation is given in details

and the 3-D form is given in Appendix A.

It is possible to observe the already explained "cancellation" and "eigenvalue

disparity" problems with the proper non-dimensionalization parameters. Since

these two problems are relevant to convective terms only, the Euler equations

are employed throughout this section whereas viscous terms are added to the

�nal form of the non-dimensionalized equations set for clarity at the end of the

section.

In this study, the following non-dimensionalization is �rstly employed.

ρ? =
ρ

ρ∞
u? =

u

U∞
x? =

x

xr
t? =

tu∞
xr

p? =
p

p∞

the non-dimensional conservation of momentum equation in x direction without

the viscous terms then becomes:

∂ρ?u?

∂t?
+
∂(ρ?u?2)

∂x?
+

(
p∞

ρ∞u2∞

)
∂p?

∂x?
+
∂(ρ?u?v?)

∂y?
= 0 (2.5)

The term
(

p∞
ρ∞u2∞

)
is equal to 1

γM2
∞

and as M∞ goes to zero, this term goes to

in�nity, which is known as the "cancellation" problem. In a similar manner, the

"cancellation" problem still exists even if the velocity is non-dimensionalized

with the speed of sound instead. On the other hand, when the pressure is

non-dimensionalized with (ρ∞u
2
∞), the "cancellation" problem is observed in

the boundary conditions instead of the governing equations. The free-stream

pressure boundary condition then becomes p∞ = 1
γM2

∞
.

The "cancellation" problem of the momentum equations are removed by pressure

splitting method developed by Merkle and Choi [41], in which the disturbance
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pressure is employed to eliminate the dominant base pressure.

ρ? =
ρ

ρ∞
u? =

u

U∞
x? =

x

xr
t? =

tu∞
xr

p? =
p− p∞
ρ∞U2

∞

Now, the inviscid conservation of momentum equation in x direction becomes:

∂ρ?u?

∂t?
+
∂(ρ?u?2)

∂x?
+
∂
(
p? + 1

γM2
∞

)
∂x?

+
∂(ρ?u?v?)

∂y?
= 0 (2.6)

or:

∂ρ?u?

∂t?
+
∂(ρ?u?2)

∂x?
+
∂(p?)

∂x?
+
∂
(

1
γM2

∞

)
∂x?

+
∂(ρ?u?v?)

∂y?
= 0 (2.7)

Since the term 1
γM2

∞
is constant, its spatial derivative drops out. The pressure

splitting method also sets the free stream pressure to zero on far �eld boundary

conditions: p−p∞
ρ∞U2

∞
= 0.

A form of the "cancellation" problem is also observed on the solution of the con-

servation of energy equation [42], where a similar approach is followed. When

the conservation of energy equation is non-dimensionalized with (ρ∞U
2
∞), the

far �eld boundary condition for total energy becomes 0.5 + 1
γ(γ−1)M2

∞
. The un-

bounded growth on free stream total energy value is also observed and solved by

again eliminating the problematic mean total energy value. The non-dimensional-

ization parameter is selected as (ρet)
? = ρet

ρ∞U2
∞
− (ρet)r for this purpose where

(ρet)r = 1
γ(γ−1)M2

∞
. This method is not as e�ective as the splitting method of

pressure since the "cancellation" problem still exists in the governing conser-

vation of energy equation despite the boundary conditions as seen in Equation

2.8. It is important to analyze the non-dimensionalized inviscid conservation of

energy equation at this point. The equation becomes:

∂(ρet)

∂t
+
∂(u(ρet + p+ 1

(γ−1)M2
∞

))

∂x
+
∂(v(ρet + p+ 1

(γ−1)M2
∞

))

∂y
= 0 (2.8)
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or:

∂(ρet)

∂t
+
∂(u(ρet + p))

∂x
+
∂(v(ρet + p))

∂y
+
∂(u( 1

(γ−1)M2
∞

))

∂x

+
∂(v( 1

(γ−1)M2
∞

))

∂y
= 0 (2.9)

In opposition to the non-dimensionalized conservation of momentum equation

shown in Equation 2.7, the last two terms of Equation 2.9 are far from being

constant and does not cancel out. On the contrary, they are responsible for

establishment of the divergence free velocity �eld. Their unbounded character

is handled with preconditioning method as explained on the following sections.

The �nal form of the non-dimensional variables and the resulting governing

equations become as follows:

ρ? =
ρ

ρ∞
u? =

u

U∞
p? =

p

ρ∞U2
∞
− pr (ρet)

? =
ρet

ρ∞U2
∞
− (ρet)r

x? =
x

xr
t? =

tu∞
xr

The reference values of pr and (ρet)r are chosen as 1
γM2

∞
and 1

γ(γ−1)M2
∞
.

The �nal form of non-dimensional 2-D Navier-Stokes equations is obtained with

the addition of viscous terms;

∂

∂t

∫
A

~QdA+

∮
S

( ~Fc − ~Fv)dS = 0 (2.10)

where,

~Q =


ρ

ρu

ρv

ρet
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~Fc =


nx(ρu) + ny(ρv)

nx(ρu
2 + p) + ny(ρuv)

nx(ρvu) + ny(ρv
2 + p)

nx(u(ρet + p+ 1
(γ−1)M2

∞
)) + ny(v(ρet + p+ 1

(γ−1)M2
∞

))



~Fv =


0

nxτxx + nyτxy

nxτyx + nyτyy

nxΘx + nyΘy

 (2.11)

The non-dimensional viscous stresses, work of viscous stresses and the heat

conduction can be formulated as:

τxx =
2

Re

(
∂u

∂x
− 1

3
∇ · ~v

)
τyy =

2

Re

(
∂v

∂y
− 1

3
∇ · ~v

)
τxy = τyx =

1

Re

(
∂u

∂y
+
∂v

∂x

)
Θx = uτxx + vτxy + k

∂(T )

∂x

Θy = uτyx + vτyy + k
∂(T )

∂y

(2.12)

where,

k =
γ

RePr
(2.13)

The asterisks have been dropped for notational convenience.

The corresponding non-dimensional free-stream conditions become:

ρ∞ = 1 u∞ = 1 p∞ = 0 (ρet)∞ = 0.5
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2.1.2 Preconditioning

It is important to note that, in the non-dimensional formulation given on Equa-

tion 2.10 and Equation A.1, the free-stream conditions and the conservation of

momentum equations do not contain any singularity. However, the singularity

problem still exists in the conservation of energy equation for zero free-stream

Mach number �ows. This singularity is next removed by introducing a new

preconditioning matrix described below.

The eigenvalues of the non-dimensional set of equations 2.10 are:

λ1 = u− c λ2 = u λ3 = u λ4 = u+ c

where the modi�ed speed of sound, c is given by

c =

√
γp

ρ
+

1

ρM2
∞

It should also be noted that as M∞ goes to zero, the u+ c and u− c eigenvalues
go to ±∞ as in the case of original formulation.

The novel formulation is developed by �rst relaxing the time derivative terms

in both the conservation of mass and energy equations. It is achieved simply by

dividing them with M2
∞ or multiplying the remaining terms by M2

∞.

∂ρ

∂t
+M2

∞
∂(ρu)

∂x
+M2

∞
∂(ρv)

∂y
= 0

∂(ρu)

∂t
+
∂(ρu2 + p)

∂x
+
∂(ρuv)

∂y
=
∂τxx
∂x

+
∂τxy
∂y

∂(ρv)

∂t
+
∂(ρuv)

∂x
+
∂(ρv2 + p)

∂y
=
∂τyx
∂x

+
∂τyy
∂y

∂(ρet)

∂t
+M2

∞

∂(u(ρet + p+ 1
M2

∞(γ−1)))

∂x
+M2

∞

∂(v(ρet + p+ 1
M2

∞(γ−1)))

∂y

= M2
∞
∂Θx

∂x
+M2

∞
∂Θy

∂y

(2.14)

15



At the limiting case of zero free stream Mach number and no heat exchange

from boundaries, the equation set becomes:

∂ρ

∂t
= 0

∂(ρu)

∂t
+
∂(ρu2 + p)

∂x
+
∂(ρuv)

∂y
=

1

Re

(
∂2u

∂x2
+
∂2u

∂x2

)
∂(ρv)

∂t
+
∂(ρuv)

∂x
+
∂(ρv2 + p)

∂y
=

1

Re

(
∂2v

∂x2
+
∂2v

∂x2

)
∂(ρet)

∂t
+

1

(γ − 1)

∂u

∂x
+

1

(γ − 1)

∂v

∂y
= 0 (2.15)

The relaxed and preconditioned conservation of mass equation diminishes for in-

compressible �ows. Yet, the conservation of energy equation becomes bounded

and provides the divergence free velocity constraint. However, the eigenvalues

and eigenvectors of the equations set given above are rather complex in terms

of equation length when compared with the ACM formulation. Recovering the

ACM equation at the incompressibility limit is intended to overcome this di�-

culty.

The preconditioned conservation of energy equation given in Equation 2.15 and

the modi�ed conservation of mass equation of the ACM method are very similar.

The exception is that the time rate of change of total energy is considered in the

former instead of the arti�cial density or pressure in the latter. The formulation

of original ACM is given below for comparison.

∂P

∂t
+
∂u

∂x
+
∂v

∂y
= 0

∂u

∂t
+
∂(u2 + p)

∂x
+
∂(uv)

∂y
=

1

Re

(
∂2u

∂x2
+
∂2u

∂x2

)
∂v

∂t
+
∂(uv)

∂x
+
∂(v2 + p)

∂y
=

1

Re

(
∂2v

∂x2
+
∂2v

∂x2

)
(2.16)

In the present formulation, the relation between pressure and the total energy

is obtained through the ideal gas equation. Its di�erentiation with respect to
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time for incompressible �ows provides the necessary equation to obtain the ACM

formulation exactly at zero free stream Mach number with the present precon-

ditioning scheme.

1

(γ − 1)

∂p

∂t
= (

∂(ρet)

∂t
− u∂(ρu)

∂t
− v∂(ρv)

∂t
) (2.17)

When Equation 2.17 is substituted into Equation 2.14, the modi�ed conserva-

tion of mass equation of the original ACM formulation can be recovered by

subtracting the u∂(ρu)
∂t

and v ∂(ρv)
∂t

terms at zero free stream Mach number:

∂ρ

∂t
= 0

∂(ρu)

∂t
+
∂(ρu2 + p)

∂x
+
∂(ρuv)

∂y
=

1

Re

(
∂2u

∂x2
+
∂2u

∂x2

)
∂(ρv)

∂t
+
∂(ρuv)

∂x
+
∂(ρv2 + p)

∂y
=

1

Re

(
∂2v

∂x2
+
∂2v

∂x2

)
∂(ρet)

∂t
− u∂(ρu)

∂t
− v∂(ρv)

∂t︸ ︷︷ ︸
1

(γ − 1)

∂p

∂t

+
1

(γ − 1)

∂u

∂x
+

1

(γ − 1)

∂v

∂y
= 0 (2.18)

Although the addition/subtraction of such unsteady terms a�ects the transient

behavior of the solution, once the solution converges to a steady-state, the diver-

gence free velocity �eld is satis�ed, which is the general character of the ACM

and all other preconditioning schemes.

The major solution method used to restore the time accurate character of gov-

erning equations is the dual time stepping method [46]. In this method, a steady

problem is solved in each physical time step by addition of a pseudo time term.

Dual time stepping is widely used with preconditioning methods in the literature

[47], [48], [49]. All the test cases selected in this study are steady state and dual

time stepping method is not employed.

The �nal form of the preconditioned system of Euler equations now becomes:
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∂ρ

∂t
+M2

∞
∂(ρu)

∂x
+M2

∞
∂(ρv)

∂y
= 0

∂(ρu)

∂t
+
∂(ρu2 + p)

∂x
+
∂(ρuv)

∂y
=
∂τxx
∂x

+
∂τxy
∂y

∂(ρv)

∂t
+
∂(ρuv)

∂x
+
∂(ρv2 + p)

∂y
=
∂τyx
∂x

+
∂τyy
∂y

∂(ρet)

∂t
− (1−M2

∞)u
∂(ρu)

∂t
− (1−M2

∞)v
∂(ρv)

∂t
+
∂(u(M2

∞ρet +M2
∞p+ 1

(γ−1)))

∂x

+
∂(v(M2

∞ρet +M2
∞p+ 1

(γ−1)))

∂y
= M2

∞
∂Θx

∂x
+M2

∞
∂Θy

∂y

−(1−M2
∞)u

(
∂τxx
∂x

+
∂τxy
∂y

)
− (1−M2

∞)v

(
∂τyx
∂x

+
∂τyy
∂y

)
(2.19)

The equation set given above can also be expressed in matrix form:

∂ ~Q

∂t
+ Γ

(
∂( ~Ec − ~Ev)

∂x
+
∂( ~Fc − ~Fv)

∂y

)
= 0 (2.20)

where

~Q =


ρ

ρu

ρv

ρe

 , ~Ec =


ρu

ρu2 + p

ρuv

u
(
ρe+ p+ 1

(γ−1)M2
∞

)

 , ~Fc =


ρv

ρuv

ρv2 + p

v
(
ρe+ p+ 1

(γ−1)M2
∞

)



~Ev =


0

τxx

τyx

Θx

 , ~Fv =


0

τyx

τyy

Θy



and Γ is the Mach uniform preconditioning matrix:
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Γ =


M2
∞ 0 0 0

0 1 0 0

0 0 1 0

0 (1−M2
∞)u (1−M2

∞)v M2
∞


The �ux jacobian matrix, J , and the eigenvalues of the preconditioned 2-D

system in the orthonormal basis are obtained as:

J =


0 M2

∞ 0 0
(γ−1)q

2
− u′2 (3− γ)u′ −(γ − 1)v′ (γ − 1)

−u′v′ v′ u′ 0
u′(Aq/2−B)

(γ−1)
B−(A+(γ−1))u′2

(γ−1) − (M2
∞−2)q
2

−Hu′v′ (H + 1)u′


λ1 = u′ λ2 = u′M2

∞ λ3 = u′ − c λ4 = u′ + c

where u′ and v′ represents the velocity components normal and tangential to the

edge where the �uxes are evaluated. The modi�ed speed of sound, c, and the

terms q, A, B and H are given by

c =
√

γpM2
∞+1
ρ

+ (1−M2
∞)u′2

q = u′2 + v′2

A = γ2 + (M2
∞ − 4)γ + 3−M2

∞

B = c2 + (M2
∞ − 1)u′2

H = (γ − 2 +M2
∞) (2.21)

The 3-D version of the present preconditioning method is also developed with

the same methodology and given in Appendix B.

The present preconditioning method recovers the ACM at the limiting case of

incompressible �ows, which di�erentiates it from the other well-known precondi-

tioning methods [50], [51]. It should be noted that the modi�ed speed of sound

is bounded for −1 ≤M∞ < 1, and has a value of
√

1
ρ

+ u2

ρ2
at M∞ = 0.
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The condition number of the present formulation becomes |u+ c| / |u− c| ≈ 5.83

for incompressible �ows which is the same as that of the ACM with δ = 1 where

δ is the ACM parameter. This condition number value is approximately twice

the value of the Choi-Merkle preconditioner[29]. In the ACM, the condition

number can be reduced to approximately 2.6 when δ is de�ned as proportional

to �ow velocity [52]. A similar approach can also be considered in the present

formulation in order to improve the convergence rate.

The variation of condition number of the present formulation and non-preconditioned

formulation with Mach number is compared in Figure 2.1.

Figure 2.1: Variation of condition number with Mach number

It is observed from Figure 2.1 that the increase in condition number, as ap-

proaching to M∞ = 0, is prevented with current preconditioning approach. An

almost uniform condition number is achieved for low speed regime.

2.2 Flow Solver

The developed Mach uniform preconditioner is implemented in 2-D and 3-D in-

house �ow solvers. A compressible Navier-Stokes solver is developed as the base

solver to be used on 2-D test cases. On the other hand, instead of developing

a new 3-D �ow solver, a simpli�ed version of an already validated in-house

code named as HYP3D is employed [53], [54]. Since the main objective of this
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study is to validate the performance of the present new preconditioning method,

relatively simple temporal discretization schemes such as Runge-Kutta and Point

Gauss Seidel methods are selected.

As opposed to the �ow solvers based on SIMPLE algorithm, the precondition-

ing methods preserves the general structure of the compressible �ow equations.

Solution algorithms for the convergence acceleration such as GMRES method

[55], [56] or multigrid algorithms [57], [58] can easily be employed to the present

formulation.

The 2-D and 3-D �ow solvers are both based on cell centered �nite volume

discretization schemes. These solvers can use structured and unstructured mesh

types. The 2-D quadrilateral grids are generated with an in-house hyperbolic

grid generator [59], the 3-D Onera M6 test case mesh is generated with open

source mesh generator enGrid and DLR-F4 test case mesh is generated with

commercial grid generation software GAMBITTM.

The details of the employed schemes are given on the following subsections.

2.2.1 Spatial Discretization

In this study, separate discretization in space and time which is named as method

of lines [60] is employed. This method uses grids to approximate the spatial

derivatives of the �ow quantities and in a further step, the equations are ad-

vanced in time with the selected temporal discretization method. Since the

governing preconditioned equations are false transient, advancement in time

corresponds to an iterative process to obtain steady-state solution.

Both of the developed 2-D and 3-D �ow solvers employ �nite volume method

where integral form of the conservation laws are used.

∂

∂t

∫
V

~QdV +

∮
S

( ~Fc − ~Fv)dS = 0

In cell centered �nite volume methods, the �ow variables are stored at the cell

centers and surface integrals of �uxes are approximated by the sum of the �uxes
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crossing individual faces of the control volumes as shown in Figure 2.2.

Figure 2.2: Cell centered �nite volume

For planar control volume surfaces, the closed path integral can be represented

as summation and the resulting equation becomes:

∂ ~Q

∂t
= − 1

V

n∑
i=1

( ~Fc − ~Fv)∆S

The spatial discretization process consists of the methods used for evaluation

of these terms and di�erent approaches are needed for convective and di�usive

�uxes. These employed methods are explained on the following subsections.

2.2.1.1 Convective Fluxes

The methods used for �ux evaluation signi�cantly in�uence both the stability

and the accuracy of the resulting solutions. The convective part of the Navier-

Stokes equations have an hyperbolic character and evaluation of these �uxes

at control volume faces needs special treatment when compared with di�usive

�uxes. The simple average of �uxes computed from the cell center values of

either side does not result in stable schemes. Two of the mostly used approaches

for this problem are addition of arti�cial dissipation terms [61] and upwinding

methods.

In general, arti�cial dissipation methods are easy to implement and computa-

tionally inexpensive when compared with upwinding methods. These methods
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mostly consist of a high order dissipation term for the whole domain and a low

order term for regions with high gradients or discontinuities such as shockwaves.

The major concern about the arti�cial dissipation method is to predict the user

controlled and problem dependent inputs. The magnitude of user de�ned dis-

sipation coe�cients should be enough to suppress unphysical oscillations and

should not deteriorate the solution accuracy at the same time.

As the second method, upwinding schemes has an inherent dissipation character

and does not need any user speci�ed inputs. Flux Di�erence Splitting(FDS)

and Flux Vector Splitting(FVS) Methods are the major categories of upwind-

ing methods. The details of these methods are analyzed in [24] for the ACM

formulation but it is important to state that, since the current preconditioning

formulation recovers the ACM at incompressibility limit, it does not have the

homogeneity property either. All FVS methods rely on this property and are

not applicable to the current formulation.

Roe approximate Riemann solver is employed for the convective �uxes in this

study and evaluated with the general formula:

1

2

(
~FL + ~FR −R |λ|R−1∆ ~Q

)
(2.22)

where FL and FR are left and right state �uxes. λ and R are eigenvalues and

the right eigenvectors of the preconditioned jacobian matrix formed by the Roe

averaged �ow variables respectively. The right eigenvectors matrix and its in-

verse are obtained by using the commercial symbolic algebra software MAPLE

[62] for both 2-D and 3-D formulations. The 2-D version is given below in the

orthonormal basis and the 3-D form is given in Appendix B. u′ and v′ represents

normal and tangential velocity components.

λ =


u′

u′M2
∞

u′ − c
u′ + c


23



R =


0 1 M2

∞ M2
∞

0 u′ u′ − c u′ + c

1 0 v′(u′(M2
∞−1)+c)
c

−v′(u′(M2
∞−1)−c)
c

v′ (u′2−v′2)
2

+ (M2
∞−1)u′

2

(γ−1) D − E D + E



R−1 =


−v′(γ−1)q

2c2
v′u′H
c2

(γ−1)v′2+c2
c2

− (γ−1)v′
c2

M2
∞(γ−1)q−2(M2

∞−1)u′
2−2c2

2FG
−u′(γ−1)M2

∞
FG

−M2
∞(γ−1)v′
FG

M2
∞(γ−1)
FG

(γ−1)q+2u′c
4Fc

−u′H+c
2Fc

− (γ−1)v′
2Fc

(γ−1)
2Fc

− (γ−1)q−2u′c
4Gc

u′H−c
2Gc

(γ−1)v′
2Gc

− (γ−1)
2Gc

(2.23)

where c, q and H are de�ned in Equation 2.21 and

D = (M2
∞−1)u′

2+c2

(γ−1) − (M2
∞−2)q
2

E = u′c− (M2
∞−1)u′v′

2

c

F = (M2
∞ − 1)u′ + c

G = (M2
∞ − 1)u′ − c (2.24)

2.2.1.2 Viscous Fluxes

In the discretization of viscous �uxes, the �rst order derivatives of �ow variables

on edges/surfaces are needed to be evaluated beside the �ow variables. For this

purpose, �element-based gradients� and �average of gradients� methods can be

used.

Element-based gradients method rely on the construction of auxiliary control

volumes where the centers of the new generated volumes coincide with the points

where gradients should be evaluated. The data structure should be extended in

these methods and according to the implementation strategy, memory and/or

number of operations cost increases.

As the second method, average of gradients is particularly attractive if gradients

in each control volume is already computed. Also, no additional storage of
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geometrical coe�cients are needed. The major drawback of this method is its

extending the stencil of computational nodes.

In this study the average of gradients method is implemented and used where

the averaging formula is given below.

∇Qij =
1

2
(∇Qi +∇Qj) (2.25)

It should be noted that, the averaging process given above is compatible with

the di�usive character of the viscous �uxes and does not introduce any stability

issues while preserving the second order spatial accuracy.

2.2.2 Flow Variable Reconstruction at the Cell Interfaces

The left and right state �uxes are used on evaluation of the �uxes on cell inter-

faces as given in Equation 2.22. These �uxes should be evaluated with adjacent

�ow variables on either side of the interface. A sample cell interface is shown in

Figure 2.3.

Figure 2.3: Representative edge for �ow variable reconstruction

The simplest variable reconstruction method is obtained by taking left and right

state variables as equal to the cell center values of the corresponding sides which

results in �rst order reconstruction for convective �uxes and second order re-

construction on viscous �uxes. Since �rst order schemes are di�usive, no extra

prevention is needed for evaluation of convective terms on discontinuities such

as shock waves.
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Higher order schemes are the main solution methods to reduce the numerical

di�usion and to increase the spatial accuracy of solutions in the literature. In

order to obtain these schemes, extra information is used by increasing the stencil

length. There are various �xed and variable stencil high order schemes in the

literature but by far the most widely used scheme on unstructured grids is the

gradient based second order scheme. This method is employed on the developed

2-D �ow solver where the formulas are:

QL = Qi +∇Qi · ~ri

QR = Qj +∇Qj · ~rj

The gradients of �ow variables ∇Q are evaluated at the cell centers again with

the �nite volume methodology. When Green's theorem is appplied, the resulting

gradient evaluation formula becomes:

∇Q =
1

V

∮
S

QdS (2.26)

For planar integration surfaces, Equation 2.26 can be written in summation form

as:

∇Q =
1

V

imax∑
i=1

Qi∆S (2.27)

In Equation 2.27 the reconstructed �ow variables on cell faces Qi are taken as

arithmetic averages of cell center values of both sides.

Usage of high resolution schemes on solutions results in spurious oscillations on

the �ow �eld especially near discontinuities. A su�cient condition to avoid these

wiggles is not to form new local extremities during �ow variables reconstruction

process. Slope limiters are one of the methods used for this purpose. The slope

limiter of Barth and Jespersen [63] is employed in the second order reconstruction

of �ow variables to suppress stability problems on cases with shock waves. The

limited reconstruction formula for the left state is shown as an example.
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QL = Qi + Φi∇Qi · ~ri

(2.28)

where:

Φi =


min

(
1,

δQmax
i

QLR−Qi

)
, if QL −Qi > 0

min
(

1,
δQmin

i

QLR−Qi

)
, if QL −Qi < 0

1, if QL −Qi = 0

(2.29)

The δQmax
i and δQmin

i values are respectively the positive and negative di�er-

ences between the neighbors and the volume where the �uxes to be calculated.

QLR corresponds to the unconstrained reconstructed values.

2.2.3 Boundary Conditions

Boundary conditions play a signi�cant role both on the convergence characteris-

tics and the accuracy of �ow solvers. Beside representing the physical conditions,

one of the major goals of boundary conditions is to obtain non-re�ectivity char-

acter. In compressible formulations, Method of Characteristics based boundary

conditions are employed for this purpose and the obtained results work far more

better than the re�ecting boundary conditions [64], [65]. On the other hand,

changing eigensystem of the governing equations also changes the characteristic

variables [65], [66].

The characteristic form of the 1-D preconditioned system of equations can be

represented as given below.

∂ ~W

∂t
= λ

∂ ~W

∂x

The characteristic variables ~W can be calculated with the formula:
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~W = R−1 ~Q

The resulting characteristic variables of the proposed formulation are found to

be too complex to code in terms of length. Derivation of non-re�ecting boundary

conditions for the new preconditioned system of equations is a comprehensive

work and is not included in this study.

Between the re�ective and non-re�ecting boundary conditions, there are various

di�erent formulations which have reduced re�ectivity. The e�ectiveness of these

methods are observed to be sensitive to the governing equations. In this study,

re�ective far-�eld boundary conditions are selected and employed to eliminate

the unforeseeable e�ects of re�ectivity reduction e�orts on convergence rate of

di�erent governing equations sets.

For subsonic external �ows, the following standard boundary conditions, which

are also employed in Arti�cial Compressibility Method, are implemented:

ρ = ρ∞ ρ~V = (ρ~V )∞ P = Pext for in�ow

ρ = ρext ρ~V = (ρ~V )ext P = P∞ for out�ow

ρ = ρext ρVn = 0 P = Pext for inviscid wall

ρ = ρext ρ~V = 0 P = Pext for viscous wall

where∞ and ext correspond to free-stream values and extrapolated values from

the solution domain respectively.

It should be noted that for high subsonic �ows, these boundary conditions results

in signi�cant variations on the in�ow total energy, especially when high levels

of disturbances interact with near-�eld boundaries. For such cases, including

channel �ows, the entropy and the stagnation enthalpy at the in�ow and the

pressure at the out�ow are taken as the free-stream values. The remaining

variables are extrapolated from the interior �ow solution.

For supersonic cases, all of the �ow variables are taken as the free-stream values
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at the in�ow and extrapolated from the interior solution at the out�ow.

2.2.4 Temporal Discretization

When advancement in time is separated from the spatial discretization, the

governing set of equations can be represented in vectorial form as:

∂ ~Q

∂t
= ~R (2.30)

There are various di�erent methods for disretization of this equation set in the

literature with di�erent performance and complexity levels. Although these

methods can be grouped in two main categories as explicit and implicit schemes,

signi�cant variations can also be observed within these categories.

The evaluation method of the right hand side residual term is the main di�erence

between implicit and explicit schemes. While the residual term is evaluated at

the previous time level in explicit schemes, the implicit schemes use the new

time level which results in non-linearity. A linearization process is needed and

Taylor Series expansion is employed for this purpose on implicit schemes.

~Rn+1 ≈ ~Rn +

(
∂ ~R

∂Q

)
∆Q (2.31)

The
(
∂ ~R
∂Q

)
term is named as Flux Jacobian and contains terms for all the cells

in discretization stencil.

The developed 2-D �ow solver utilizes widely used Point Gauss Seidel method

due to its relatively high performance and low numerical complexity. The o�-

diagonal terms are neglected in this method but the diagonal terms assure ex-

tended stability range.

On the other hand, explicit schemes are easier than the implicit ones. The most

basic explicit scheme can be obtained by a forward di�erence in time and can

be represented as:
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∆ ~Q
n

=
∆t

V
~Rn (2.32)

In this formulation the residual term is evaluated at the previous time level

and a single-stage scheme is obtained. In literature, there are also multi-stage

schemes where the solution is advanced in time with several stages. At each

stage, residuals are weighted with coe�cients in these methods. Inner trial

steps reduce the lower-order error terms and increase temporal accuracy in these

multi-stage schemes. Runge Kutta schemes [67] are the most popular of these

methods and three stage Runge-Kutta time stepping scheme is employed on

the 3-D �ow solutions. Since the preconditioned formulation is false transient,

all the test cases are selected from steady �ows and temporal accuracy is not

relevant but Runge Kutta method also extends the stable time step range and

allows faster convergence.

2.2.5 High Performance Computing

The ever growing demand on increased modeling complexity and reduced com-

putation time results in turning towards high performance computing (HPC)

in CFD simulations. HPC is the use of parallel processing methods to expand

the computational resources. When CFD is concerned, multi-core processors

combined with centralization is the core trend. It becomes possible to simulate

large scale problems in reasonable times with these clusters.

Beyond hardware, the software should also be suitable for parallel computations.

The 3-D �ow solver employed in this study (HYP3D) has the capability of par-

allel computation in its base form. The developed preconditioning formulation

does not in�uence the relevant parts of the original code and any extra e�ort on

parallellization is not needed.

HYP3D �ow solver employs Metis graph partitioning method [68] and Paral-

lel Virtual Machine (PVM) [69] libraries. METIS is one of the most e�cient

tools/libraries for partitioning. This library is used for grid partitioning where it

is based on multilevel recursive-bisection, multilevel k-way and multi-constraint
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partitioning schemes.

To ensure the connectivity between the grid partitions in solution domain, data

transfer on partition interfaces are needed. PVM is the selected library for this

purpose which allows message-passing, task and resource management and fault

noti�cation on heterogeneous computers network. These tasks can be performed

on both shared and local memory networks.

The 3-D solutions presented in this study are conducted on HPC-Poyraz cluster

of METU Center for Wind Energy - High Performance Computing Laboratory

which is an education/research oriented PC cluster. HPC-Poyraz cluster consists

of:

• 1 server node :

� 2 Intel Xeon 1.6 GHz CPUs with 4 cores and 4MB cache memory per

CPU

� 32GB DDR3 with 1333 MHz 8GB DIMM Memory

• 8 nodes :

� 4 AMD Opteron 6276 2.3 GHz CPUs with 16 cores and 32MB cache

memory per CPU at each node

� 256 GB DDR3 with 1333 MHz 8 GB DIMM Memory per node
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CHAPTER 3

RESULTS AND DISCUSSION

The developed all speed preconditioning method is validated on 2-D and 3-D

�ow test cases. Except the supersonic �ows, the preconditioner is activated in

all solutions. The unpreconditioned solutions are also obtained for compari-

son. Since two di�erent �ow solvers are utilized in 2-D and 3-D solutions, their

validation and performance evaluation studies are presented separately in the

following two subsections.

3.1 Two Dimensional Cases

3.1.1 Inviscid Flow Cases

All newly proposed preconditioning formulations are �rstly validated on inviscid

�ow cases since the major problems are mostly originated from the convective

terms. In consistence with the literature, two widely used test cases are se-

lected and studied extensively for validation and performance evaluation of the

proposed formulation. The 2-D inviscid test cases start with the �ows in a

channel �ow with a circular bump. As the second 2-D inviscid case, �ow over

a NACA0012 airfoil pro�le is studied. The internal bump �ow cases are con-

sidered as validation cases for accuracy and the stability of the developed �ow

solver. Inviscid external �ow over airfoil is used as 2-D performance evaluation

test case where the interaction with outer boundaries are insigni�cant when

compared with internal �ow cases.
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3.1.1.1 Flow in a Channel with a Circular Bump

Three di�erent in�ow Mach numbers, 0.01, 0.675 and 1.40 are considered in

this channel �ow case. The circular bump height is taken as 10 percent for the

subsonic and transonic �ow cases, and 4 percent for the supersonic �ow case in

accordance with the reference study performed by Ni [70]. The computational

grid which is of 252x54 size is employed in both cases as shown in Figure 3.1.

Figure 3.1: Computational grids employed for channel �ows with circular bumps

The pressure coe�cient distributions in the channel for di�erent Mach numbers

are computed and shown in Figure 3.2 as �ood contour for visualization. As

seen in these �gures, the shocks and the shock re�ections in the transonic and

the supersonic �ow cases are resolved sharply. Also no wiggles are observed on

the low subsonic �ow case.
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Figure 3.2: Pressure coe�cient distributions for channel �ows with circular

bumps

The Mach number variations on the channel walls are extracted from the con-

verged �ow �eld solutions and used for validation purpose. The resulting distri-

butions are given in Figure 3.3, Figure 3.4 and Figure 3.5. It is observed that

the present predictions compare well against the reference study [70].
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Figure 3.3: Mach number distributions on upper and lower channel walls for

M∞ = 0.01

Figure 3.4: Mach number distributions on upper and lower channel walls for

M∞ = 0.675
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Figure 3.5: Mach number distributions on upper and lower channel walls for

M∞ = 1.4

The convergence histories of the present method and the unpreconditioned com-

pressible �ow solutions are compared in Figure 3.6 and Figure 3.7 in terms of

average residual of �ow variables. The compressible solution does not converge

for the low Mach number case, whereas the developed method achieves a linear

convergence rate. On the other hand, for the transonic case, the convergence

rate of the present solution initially behaves similar to that of the compressible

solver, but later get worse slightly. Such a deterioration is attributed to the

re�ective in�ow/out�ow boundary conditions.
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Figure 3.6: Residual histories for subsonic channel �ow

Figure 3.7: Residual histories for transonic channel �ow

3.1.1.2 Inviscid Flow over NACA0012 Airfoil

The NACA0012 case starts with a grid independency study and continue with

the detailed validation and comparison studies. The grid independency test is

conducted for a wide range of Mach numbers 0.0 ≤ M∞ ≤ 0.6 using 3 di�erent
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C-type grids for which the grid resolution is quadrupled progressively. The

results presented in Table 3.1 show the drag coe�cient reduction for all Mach

numbers as the grid resolution increases where the correct value is zero for the

inviscid solutions.

Table 3.1: Grid Dependency Study for Drag Convergence

Drag Coe�cient

HHH
HHH

HHGrid

Mach
number 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

180x30 0.00148 0.00148 0.00148 0.00149 0.00149 0.00149 0.00148 0.00143

360x60 0.00091 0.00091 0.00091 0.00091 0.00090 0.00089 0.00087 0.00084

720x120 0.00080 0.00080 0.00080 0.00080 0.00079 0.00078 0.00076 0.00073

The 360x60 grid is selected from the grid dependency study and used on the rest

of the inviscid 2-D airfoil solutions. The selected computational grid is shown

in Figure 3.8.

Figure 3.8: The 360x60 C-type grid around NACA 0012 airfoil
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The convergence rate of the present preconditioner is next compared against two

other similar studies, one of which is based on Rossow's formulation [50], and

the other one is based on Turkel's formulation [71]. In these comparison cases,

the inviscid �ows over NACA 0012 airfoil are computed using Roe upwinding

and Runge Kutta time stepping with similar mesh sizes. The study on [50]

and [71] employ �rst and second order spatial discretizations respectively. The

same discretization order is used with the present formulation for each case.

Reference [50] also employs 10 sub-iterations in each Runge-Kutta stage which

is not implemented in the current study. As observed in Figure 3.9 and in Figure

3.10, the present solution has a comparable convergence rate with that of [50]

in spite of the sub-iterations employed on the latter. On the other hand, the

present method has a signi�cantly better convergence rate than [71].

Figure 3.9: Comparison of convergence rate with Reference [50]
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Figure 3.10: Comparison of convergence rate with Reference [71]

Although the present results show a comparable performance, it should be noted

that there are various factors which e�ect the convergence character of the so-

lutions. For a quantitative comparison, non-preconditioned formulations should

have the same discretization schemes, boundary conditions and solution algo-

rithms.

As the validation study for spatial accuracy, the incompressible and a low Mach

number of M∞ = 0.001 �ow solutions are obtained on the 360x60 grid. These

solutions are compared with the incompressible �ow solutions obtained by the

ACM formulation and by a panel method in Figure 3.11. As shown, the present

method predicts the surface pressure coe�cient distribution accurately. Further-

more, the residual histories given in Figure 3.12 show that the convergence rate

of the present preconditioner for M∞ = 0.01 and M∞ = 0 are almost identical

with each other and about the same as the ACM method.
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Figure 3.11: Surface pressure coe�cient distributions for incompressible �ows

over NACA0012 airfoil

Figure 3.12: Residual histories for incompressible �ows over NACA0012 airfoil

The preconditioned solution at M∞ = 0.01 is next compared against the non-

preconditioned solution in Figure 3.13 and Figure 3.14. Although the pressure

coe�cient distributions, in general, agree well, the non-preconditioned �ow so-

lution exhibits the expected slow convergence and regional stability issues. The

stability of the non-preconditioned solution deteriorates especially at the stag-

nation region due to numerical pressure oscillations.
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Figure 3.13: Pressure coe�cient distributions for �ow over NACA0012 airfoil at

M∞ = 0.01

Figure 3.14: Residual histories for �ow over NACA0012 airfoil at M∞ = 0.01
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The accuracy and performance of the present preconditioner are also evaluated

at high subsonic and transonic �ow conditions. The �ow solutions with and

without the preconditioner are �rst presented for M∞ = 0.50. The Mach num-

ber distributions and the residual histories are compared in Figure 3.15 and

Figure 3.16. As shown, the accuracy and the convergence acceleration of the

preconditioned solutions at the selected high subsonic Mach number solution

are consistent with each other.

Figure 3.15: Pressure coe�cient distributions for �ow over NACA0012 airfoil at

M∞ = 0.5
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Figure 3.16: Residual histories for �ow over NACA0012 airfoil at M∞ = 0.5

Next, the transonic �ow at M∞ = 0.855, which is a widely used AGARD [72]

test case for compressible �ow solvers, is considered. As shown in Figure 3.17,

Figure 3.18 and Figure 3.19, the predictions of the shock locations with and

without the preconditioner are about the same, and both agree well with the

AGARD data. In addition, the convergence rate of the preconditioned solution

still does not deteriorate at transonic �ow conditions.
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Figure 3.17: Surface pressure coe�cient distribution for �ow over NACA0012

airfoil at M∞ = 0.855

Figure 3.18: Pressure coe�cient distributions for �ow over NACA0012 airfoil at

M∞ = 0.855
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Figure 3.19: Residual histories for �ow over NACA0012 airfoil at M∞ = 0.855

The convergence characteristics of the present preconditioner are presented for

the whole subsonic Mach numbers range in Figure 3.20. It is observed that

almost a uniform convergence rate is achieved for all Mach number �ows up

to M∞ = 0.5 including M∞ = 0 case, which shows the Mach uniform solution

e�ciency of the present preconditioner.
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Figure 3.20: Residual histories for �ows over NACA0012 airfoil

3.1.2 Viscous Flow Cases

The preconditioned governing equations given in Equation 2.20 contains the

viscous terms and how they are treated in the present preconditioning formula-

tion. The viscous residual terms of conservation of momentum equations are also

added to the conservation of energy equation in their discretized forms within

preconditioning method. Since the viscous �uxes are in elliptical character, the

addition of their residuals does not e�ect the eigenstructure of the governing

equations.

The cases studied for viscous �ows are conducted to demonstrate that the present

preconditioning formulation does not exhibit any stability problem due to the

di�usive terms of the Navier-Stokes equations. In this context, viscous �ows

over a �at plate and NACA0008 airfoil are studied.
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3.1.2.1 Viscous �ow over a �at plate

As a standard test case, viscous �ow over a �at plate with zero pressure gradient

is �rstly analyzed to validate the proposed Navier-Stokes preconditioning for-

mulation. The well known Blasius solution is used as the validation data of skin

friction coe�cient distribution for the incompressible �ow. A cartesian 190x70

algebraic grid is generated where the grid points are clustered near leading edge

and boundary layer. The grid is shown in Figure 3.21.

Figure 3.21: Computational grid over �at plate

The variation of local skin friction coe�cient with the local Reynolds number is

compared with the Blasius solution which is calculated with the formula:

cf =
0.664√
Rex

where Rex = ρUx
µ

is the local Reynolds number.

The comparison of skin friction coe�cient distribution is shown in Figure 3.22
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where a good agreement is obtained.

Figure 3.22: Comparison of the computed skin friction coe�cient with the Bla-

sius solution

3.1.2.2 Viscous Flow over a NACA0008 Airfoil

Low Reynolds number �ows over a NACA0008 airfoil are selected as the second

set of validation cases for implementation of the viscous terms. 2-D structured

260x40 grid is again generated with the in-house hyperbolic grid generator [59]

and shown in Figure 3.23.
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Figure 3.23: The 260x40 C-type grid around NACA 0008 airfoil

As the �rst laminar case for NACA0008 airfoil, zero angle of attack incompress-

ible �ow with 2000 and 6000 Reynolds numbers are solved and the pressure

coe�cient distributions are compared with [73]. The obtained results, shown in

Figure 3.24, are consistent with the solutions given in [73].
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Figure 3.24: Surface pressure coe�cient distribution for �ow over NACA0008

airfoil at M∞ = 0.0 and α = 0◦

Re = 6000 �ow with α = 2◦ is also solved and the resulting pressure coe�cient

distribution are compared with [73].

Figure 3.25: Surface pressure coe�cient distribution for �ow over NACA0008

airfoil at M∞ = 0.0, Re = 6000 and α = 2◦

52



The α = 2◦ and Re = 6000 �ow case is approximately the condition where the

trailing edge seperation starts. Streamlines on the trailing edge of NACA0008

airfoil for α = 2◦, α = 3◦ and α = 4◦ are visualized in Figure 3.26.

Figure 3.26: Streamlines on the trailing edge of NACA0008 airfoil on di�erent

angle of attack values

As the last 2-D laminar �ow test cases, preconditioned and non-preconditioned

solutions for M∞ = 0.01 and M∞ = 0.5 are solved. The resulting velocity

magnitude contours and velocity vectors are compared in Figure 3.27 and in

Figure 3.28. It is observed that the di�erence between the preconditioned

and non-preconditioned solutions are negligible for M∞ = 0.5 whereas non-

preconditioned solution considerably inaccurate on M∞ = 0.01 �ow case as

expected.
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Figure 3.27: Velocity magnitude distribution of preconditioned and non-

preconditioned �ow solutions over NACA0008 airfoil at M∞ = 0.01, Re = 6000

α = 2◦
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Figure 3.28: Velocity magnitude distribution of preconditioned and non-

preconditioned �ow solutions over NACA0008 airfoil at M∞ = 0.5, Re = 6000

α = 2◦

3.2 Three Dimensional Cases

Two di�erent 3-D test case sets are selected both for validation and performance

evaluation purposes. These test cases are the inviscid �ows over ONERA M6

wing and the viscous �ows over DLR-F4 wing body geometry.

3.2.1 Inviscid Flow over ONERA M6 Wing

ONERA M6 wing has a relatively simple geometry with no twist and a symmet-

rical airfoil. This test case is mainly selected because of its wide usage as a stan-

dard test case for the developed CFD codes. Among various free stream Mach
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numbers and angle of attacks, Test 2308 of [74] is selected where M∞ = 0.8395

and α = 3.06. A 3-D unstructured mesh with 447842 tetrahedral cells and 91418

nodes is generated and used. This grid is shown in Figure 3.29.

Figure 3.29: Computational grid employed for ONERA M6 wing

In Figure 3.30 and Figure 3.31, the distribution of pressure coe�cient over two

di�erent spanwise locations are compared against the experimental data. As

expected, the preconditioned and non-preconditioned solutions are the same at

both stations and the inviscid �ow prediction is in better agreement with the

experimental data at station y/b = 0.2. The disagreement at station y/b = 0.95

is attributed to the viscous e�ects due to tip vortex.

Since �rst order spatial discretization is employed, a relatively high di�usivity

is also observed especially on the suction peak locations.
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Figure 3.30: Pressure coe�cient distributions for �ow over ONERA M6 wing at

y/b = 0.2

Figure 3.31: Pressure coe�cient distributions for �ow over ONERA M6 wing at

y/b = 0.95

After the validation of the developed 3-D formulation, its impact on the conver-
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gence characteristics is analyzed on a range of free stream Mach numbers from

incompressible to transonic speeds. In all the cases, the CFL value is kept at its

highest values while the solution stability is achieved. It is observed that, while

maximum CFL values occur to be around 3 for all preconditioned cases, CFL

values as low as 0.01 are needed for non-preconditioned solutions.

The pressure coe�cient distribution and the residual histories are presented in

Figure 3.32 to Figure 3.41 where 0.5m span location is selected for comparison.

The �ow condition of M∞ = 0.005 is selected as the �rst 3-D performance com-

parison case. The preconditioned and non-preconditioned solutions are given in

Figure 3.32 and Figure 3.33 with their convergence histories. The pressure coef-

�cient distributions are in good agreement in general but the non-preconditioned

�ow solution exhibits the expected slow convergence and regional stability issues

as in the case of 2-D solutions.

Figure 3.32: Pressure coe�cient distributions for �ow over ONERA M6 wing at

M∞ = 0.005
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Figure 3.33: Residual histories for �ow over ONERA M6 wing at M∞ = 0.005

The accuracy and performance of the present preconditioner are also evaluated

at 3-D low and high subsonic �ow conditions where a considerable di�erence is

expected neither in solution �ow �eld nor in the residual history. The compari-

son graphs from Figure 3.34 to Figure 3.39 verify that any deterioration is not

observed on M∞ = 0.1, M∞ = 0.3 and M∞ = 0.5 cases.
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Figure 3.34: Pressure coe�cient distributions for �ow over ONERA M6 wing at

M∞ = 0.1

Figure 3.35: Residual histories for �ow over ONERA M6 wing at M∞ = 0.1

60



Figure 3.36: Pressure coe�cient distributions for �ow over ONERA M6 wing at

M∞ = 0.3

Figure 3.37: Residual histories for �ow over ONERA M6 wing at M∞ = 0.3
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Figure 3.38: Pressure coe�cient distributions for �ow over ONERA M6 wing at

M∞ = 0.5

Figure 3.39: Residual histories for �ow over ONERA M6 wing at M∞ = 0.5
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The transonic case with M∞ = 0.8395 and α = 3.06, which is also used as

validation case, is next analyzed and compared with the non-preconditioned so-

lution in terms of convergence speed. The convergence rate of the preconditioned

solution still does not degrade at transonic �ow conditions.

Figure 3.40: Pressure coe�cient distributions for �ow over ONERA M6 wing at

M∞ = 0.8395

Figure 3.41: Residual histories for �ow over ONERA M6 wing at M∞ = 0.8395

It is observed from the results and residual graphs that the present precon-

ditioning matrix has a comparable accuracy and convergence rate with non-

preconditioned formulation for all selected �ow conditions. Slight di�erences
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are attributed to re�ecting boundary conditions on the rest of the solutions.

As a special case of M∞ = 0.005 condition, the non-preconditioned solution is

obtained by employing a CFL value of 0.01 and considerable wiggles are ob-

served in the �ow �eld as shown in Figure 3.32 in contrast to the preconditioned

solution. Convergence rate of the non-preconditioned formulation also get worse

when compared with the preconditioned formulation at this case. M∞ = 0.005

is the smallest Mach number for which a non-preconditoned solution can be

obtained.

All of the preconditioned solution residuals are also given in Figure 3.42. This

�gure proves the Mach uniform convergence of preconditioned formulation up

to M∞ = 0.5 in inviscid 3-D problems which is consistent with the 2-D results.

Figure 3.42: Residual histories for �ow over ONERA M6 wing

3.2.2 Viscous Flows over DLR-F4 Geometry

Low Reynolds number laminar �ows over DLR-F4 geometry are selected as the

3-D viscous test cases. DLR-F4 is a standardized wing-body con�guration based

on AGARD 303 Report [75] and is widely used in drag prediction workshops since

2001. In this study, the wing-body con�guration without the tail is selected as
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shown in Figure 3.43.

Figure 3.43: DLR-F4 wing-body con�guration

A hybrid unstructured grid which consists of 2428821 cells including 1529180

prisms and 899641 tetrahedral is generated with the commercial grid generator

GAMBITTM (Figure 3.44). In the hybrid grid, 20 rows of prismatic elements are

used next to the wall boundaries to resolve the boundary layer �ow. A slice over

the wing-body geometry is given in Figure 3.45 to show the mesh distribution

in the direction normal to the solid surfaces.
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Figure 3.44: Computational grid employed for DLR-F4 wing-body test case

Figure 3.45: Slice of the employed grid for DLR-F4 wing-body test case

In this study, the Reynolds number is kept constant at a value of 250000 with

respect to the wing root chord length while the free stream Mach number is

changed in the selected test cases. The angle of attack is also �xed at 1◦. In

all the cases studied, the CFL value is kept at its highest values as long as
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the numerical solution is stable. The results are compared with the solutions

obtained using the commercial �ow solver FLUENTr with the same grid and

�ow conditions. The selected discretization schemes of FLUENTr are similar

to HYP3D where the Roe upwinding and the Runge Kutta time stepping are

used for spatial and temporal discretizations respectively.

As the �rst laminar 3-D case, M∞ = 0.01 is solved and the pressure coe�cient

distributions over the wing-body geometry are compared with the precondi-

tioned solution obtained with FLUENTr and non-preconditioned solution. The

pressure coe�cient distributions on upper and lower surfaces are shown in Fig-

ure 3.46 and Figure 3.47 respectively. The result obtained with present method

agrees well with the FLUENTr predictions. On the other hand, the accuracy

loss and �uctuations in the �ow �eld is observed in the non-preconditioned so-

lution especially near the wing body junction.

Figure 3.46: Pressure coe�cient distribution on DLR-F4 upper surface at

M∞ = 0.01
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Figure 3.47: Pressure coe�cient distribution on DLR-F4 lower surface at

M∞ = 0.01

The sectional surface pressure distributions are extracted at 0.2, 0.5 and 0.8

span locations for both solutions and are compared in Figure 3.48, Figure 3.49

and Figure 3.50 for a quantitative assessment. The sectional surface pressure

distributions are observed to be in good agreement in all spanwise locations.

Figure 3.48: Pressure coe�cient distribution on 0.2 span at M∞ = 0.01
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Figure 3.49: Pressure coe�cient distribution on 0.5 span at M∞ = 0.01

Figure 3.50: Pressure coe�cient distribution on 0.8 span at M∞ = 0.01

The residual histories of the solution based on the present method, the non-

preconditioned formulation and the FLUENTr are all given in Figure 3.51 for

M∞ = 0.01 case. The CFL numbers employed in solutions with the present

solver, non-preconditioned solver and FLUENTr are 1.0, 0.1 and 0.17 respec-
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tively. They are the highest values with which a stable solution is obtained. The

similarities of discretization schemes result in a more reliable comparison and it

is observed that the convergence rate of the preconditioned solutions are quite

similar. On the other hand, signi�cant �uctuations are observed in the residual

history of non-preconditioned solution.

Figure 3.51: Residual histories for �ow over DLR-F4 wing-body con�guration

at M∞ = 0.01

The �ow solutions for a range of low Mach numbers includingM∞ = 0.0, M∞ =

0.1, M∞ = 0.3 and M∞ = 0.5 are also obtained successfully with the present

preconditioning formulation. The residual histories for all the cases are given

in Figure 3.52. A Mach uniform convergence rate is similarly observed in the

DLR-F4 3-D laminar �ow cases.
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Figure 3.52: Residual histories for �ow over DLR-F4 wing-body con�guration
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CHAPTER 4

CONCLUSION

In this study, a novel preconditioning method for low Mach number �ows is

developed and validated for 2-D and 3-D inviscid and viscous �ows. The pre-

conditioning method is implemented in 2-D and 3-D in-house �ow solvers based

on �nite volume formulation on structured and unstructured grids. The �nal

form of the preconditioning formulation is proved to be grid independent, ac-

curate and stable for low Mach number �ows including the zero Mach number

case.

First, the Mach uniform preconditioner formulation is validated and its perfor-

mance is evaluated on 2-D �ow cases. For the validation, channel �ows with a

circular bump and the laminar �ow over �at plate with zero pressure gradient

are selected. In addition to the validation cases, the performance of the present

preconditioning formulation is compared against the non-preconditioned com-

pressible formulation for both inviscid and viscous �ows around airfoils. A wide

range of Mach number �ows including incompressible �ows are studied in the

performance evaluations both in terms of spatial accuracy and the convergence

rate.

Next, the 3-D formulation of the preconditioner is validated for transonic inviscid

�ows over ONERA M6 wing and a performance evaluation study is conducted at

di�erent free stream Mach number �ows. Finally, laminar �ows over the DLR-

F4 wing-body con�guration are studied for both validation and performance

evaluation of 3-D viscous formulation.
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In the 2-D and 3-D cases, the numerical solutions of the preconditioned conser-

vation equations provide the expected stability and convergence acceleration for

the solution of subsonic �ows including incompressible �ows at M∞ = 0. It is

shown that the present preconditioner prevents the instability of compressible

�ow solutions at low Mach numbers and provides a uniform convergence rate

for the whole range of subsonic �ows. On the other hand, the conservative form

of the preconditioned governing equations perform quite similar to the original

compressible formulation in transonic �ow cases.

When the performance of the present formulation is assessed for viscous �ows,

no stability or accuracy degradation is observed due to the interaction between

preconditioned convective terms and the di�usive terms. Therefore, the present

preconditioning formulation requires no modi�cation for the computation of low

Mach number viscous �ows.

The main contribution of the present study is the proposition of a novel approach

to the numerical solution of low speed �ows where conservation of energy equa-

tion is used to obtain divergence free velocity �eld. The resulting preconditioned

system of equations becomes equivalent to the ACM formulation at the limiting

case of M∞ = 0. Yet, the conservative form of the governing equations ensures

the stability and the accuracy of transonic �ow solutions. The Mach uniform

convergence rate achieved in the present formulation is similar to that of the

ACM not only for incompressible �ows, but also for low subsonic �ows.

The present formulation developed can be used with convergence acceleration

methods such as multigrid and GMRES to further accelerate the convergence

rate of numerical solutions. In addition, the convergence rate of the present

preconditioning algorithm is expected to bene�t signi�cantly from an imple-

mentation of non-re�ecting numerical boundary conditions.
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APPENDIX A

THREE DIMENSIONAL NON-DIMENSIONALIZED

GOVERNING EQUATIONS

The non-dimensionalized 3-D Navier-Stokes equations in integral form are given

below.

∂

∂t

∫
V

~QdV +

∮
A

( ~Fc − ~Fv)dA = 0 (A.1)

where,

~Q =



ρ

ρu

ρv

ρw

ρet



~Fc =



nx(ρu) + ny(ρv) + nz(ρw)

nx(ρu
2 + p) + ny(ρuv) + nz(ρuw)

nx(ρvu) + ny(ρv
2 + p) + nz(ρvw)

nx(ρwu) + ny(ρwv) + nz(ρw
2 + p)

nx(u(ρet + p+ 1
(γ−1)M2

∞
)) + ny(v(ρet + p+ 1

(γ−1)M2
∞

))

+nz(w(ρet + p+ 1
(γ−1)M2

∞
))
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~Fv =



0

nxτxx + nyτxy + nzτxz

nxτyx + nyτyy + nzτyz

nxτzx + nyτzy + nzτzz

nxΘx + nyΘy + nzΘz


(A.2)

The non-dimensional viscous stresses, work of viscous stresses and the heat

conduction can be formulated as:

τxx =
2

Re

(
∂u

∂x
− 1

3
∇ · ~v

)
τyy =

2

Re

(
∂v

∂y
− 1

3
∇ · ~v

)
τzz =

2

Re

(
∂w

∂z
− 1

3
∇ · ~v

)
τxy = τyx =

1

Re

(
∂u

∂y
+
∂v

∂x

)
τxz = τzx =

1

Re

(
∂u

∂z
+
∂w

∂x

)
τyz = τzy =

1

Re

(
∂v

∂z
+
∂w

∂y

)
Θx = uτxx + vτxy + wτxz + k

∂(T )

∂x

Θy = uτyx + vτyy + wτyz + k
∂(T )

∂y

Θz = uτzx + vτzy + wτzz + k
∂(T )

∂z

where,

k =
γ

RePr
(A.3)
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APPENDIX B

THREE DIMENSIONAL PRECONDITIONED

FORMULATION

The 3-D version of the present preconditioning method is given below with the

eigenvalues and eigenvectors of the resulting system of equations.

∂ ~Q

∂t
+ Γ

(
∂( ~Ec − ~Ev)

∂x
+
∂( ~Fc − ~Fv)

∂y
+
∂( ~Gc − ~Gv)

∂z

)
= 0

where

~Q =



ρ

ρu

ρv

ρw

ρe



~Ec =



ρu

ρu2 + p

ρuv

ρuw

u
(
ρe+ p+ 1

(γ−1)M2
∞

)


, ~Fc =



ρv

ρvu

ρv2 + p

ρvw

v
(
ρe+ p+ 1

(γ−1)M2
∞

)
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~Gc =



ρw

ρwu

ρwv

ρw2 + p

w
(
ρe+ p+ 1

(γ−1)M2
∞

)



~Ev =



0

τxx

τyx

τzx

Θx


, ~Fv =



0

τxy

τyy

τzy

Θy


, ~Gv =



0

τxz

τyz

τzz

Θz



and Γ is the Mach uniform preconditioning matrix:

Γ =



M2
∞ 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 (1−M2
∞)u (1−M2

∞)v (1−M2
∞)w M2

∞



The eigenvalues, eigenvectors and its inverse for the present 3-D formulation is

also given below.

λ =



u′

u′

u′M2
∞

u′ − c
u′ + c
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R =



0 0 1 M2
∞ M2

∞

0 0 u′ u′ − c u′ + c

w′ w′ 0 v′F
c

−v′G
c

v′ −v′ 0 w′F
c

−w′G
c

2w′v′ 0 (u′2−v′2−w2)
2

+ (M2
∞−1)u′

2

(γ−1) D − E D + E



R−11 =



−v′2+w′2(γ−1)qt
4v′w′c2

−v′2−w′2(γ−1)qt
4v′w′c2

J
2FG

(γ−1)q+2u′c
4Fc

− (γ−1)q−2u′c
4Gc


, R−12 =



u′v′2+w′2H
2v′w′c2

u′v′2−w′2H
2v′w′c2

−M2(γ−1)u′
FG

−u′H+c
2Fc

u′H−c
2Gc


, R−13 =



(γ−1)v′2+w′2+c2

2w′c2

(γ−1)v′2−w′2+c2

2w′c2

−M2(γ−1)v′
FG

− (γ−1)v′
2Fc

(γ−1)v′
2Gc



R−14 =



(γ−1)v′2+w′2+c2

2v′c2

(γ−1)v′2−w′2−c2
2v′c2

−M2(γ−1)w′

FG

− (γ−1)w′

2Fc

(γ−1)w′

2Gc


, R−15 =



− (γ−1)v′2+w′2

2v′w′c2

− (γ−1)v′2−w′2

2v′w′c2

M2(γ−1)
FG

(γ−1)
2Fc

− (γ−1)
2Gc
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where:

c =
√

γpM2
∞+1
ρ

+ (1−M2
∞)u′2

q = u′2 + v′2 + w′2

A = γ2 + (M2
∞ − 4)γ + 3−M2

∞

B = c2 + (M2
∞ − 1)u′2

H = (γ − 2 +M2
∞)

D = (M2
∞−1)u′

2+c2

(γ−1) − (M2
∞−2)qt
2

E = u′c− (M2
∞−1)u′v′

2

c
− (M2

∞−1)u′w2

c

F = (M2
∞ − 1)u′ + c

G = (M2
∞ − 1)u′ − c

H = (M2
∞ + γ − 2)

J = M2
∞(γ − 1)qt − u′2(M2

∞ − 1)− 2c2
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