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ABSTRACT 

 

 

DESIGN AND CONTROL OF PWM CONVERTER WITH LCL TYPE 

FILTER FOR GRID INTERFACE OF RENEWABLE ENERGY SYSTEMS 

 

 

 

Kantar, Emre 

M.Sc., Department of Electrical and Electronics Engineering 
Supervisor : Assoc. Prof. Dr. Ahmet M. Hava 

 

 

 

July 2014, 349 Pages 

 

This thesis involves the PWM and control unit design and simulation for three-phase 
PWM converter widely used for grid-interface of renewable energy systems, motor 
drives, etc. The study involves selecting the LCL filter parameters, switching 
frequency, the PWM method, the cost-effective feedback controlled algorithm, etc. 
for the converter. The design is verified by means of detailed computer simulations. 
The study considers the normal and unbalanced grid conditions, which may occur in 
the grid operating conditions. Several power ratings and operating conditions are 
considered to provide a thorough performance evaluation of the designed system.
  
Keywords: Active damping, back to back converter, capacity factor, control, 
converter, DC/AC, design, filter design, full-scale power converter, grid code, grid-
connected, inverter, LCL filter, passive damping, PI controller, PWM, resonance, 
resonance frequency, sampling, space vector, THD, three-level NPC, three-level T, 
two-level, wind power, wind turbine, voltage source converter. 
 
 

 
 

v 
 



 
 

ÖZ 

 

 

 YENİLENEBİLİR ENERJİ SİSTEMLERİNİN ŞEBEKE ARAYÜZÜ İÇİN 

LCL TİPİ SÜZGEÇLİ PWM ÇEVİRİCİ TASARIM VE DENETİMİ 

 

 

 

Kantar, Emre 

Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü 
Tez Yöneticisi : Doç. Dr. Ahmet M. Hava 

 

 

 

Temmuz 2014, 349 Sayfa 

 

Bu tez, üç fazlı PWM çeviricinin sıklıkla kullanıldığı yenilenebilir enerji 
sistemlerinin şebeke arayüzü, motor sürücü devreleri vb. uygulamalar için PWM ve 
denetim birimlerinin tasarımını, ve sistemin ayrıntılı benzetimini içerir. Bu çalışma, 
çevirici için LCL süzgeç parametrelerinin, anahtarlama frekansının, PWM 
yönteminin, uygun maliyetli geri besleme denetimli algoritmaların seçimini vb. 
içerir. Tasarım, ayrıntılı bilgisayar benzetimleri aracıyla doğrulanacaktır. Bu 
çalışmada dengeli ve dengesiz şebeke koşulları uygulamada karşılaşılabilecek 
durumlar ışığında göz önünde bulundurulacaktır. Bu çalışmada, tasarımı yapılan 
sistemin, tam anlamıyla eksiksiz ve kapsamlı bir başarım değerlendirmesini 
sunabilmek amacıyla birkaç güç değeri ve farklı çalışma koşulları göz önünde 
bulundurulacaktır. 
 
Anahtar Kelimeler: Aktif sönümlendirme, çevirici, çınlama, çınlama sıklığı, 
DA/AA, darbe genişlik modülasyonu (DGM), denetim, edilgen (pasif) 
sönümlendirme, evirici, gerilim kaynaklı evirici (GKE), kapasite faktörü, LCL 
süzgeç, örnekleme, PI denetleyici, rüzgar türbini, süzgeç tasarımı, şebeke kodu, 
süzgeç tasarımı, şebeke bağlantılı, tasarım, THB, uzay vektörü. 
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CHAPTER 1 

1. INTRODUCTION 

INTRODUCTION 

 

1.1. Background and Motivation 

Electrical energy is the main artery of modern life. It is widely utilized almost every 

aspect in daily life in order to provide life functioning. Electrical heaters, electric 

lamps, electric motors widely employed in domestic and industrial applications, 

home appliances, industrial applications, and so on create a vast demand on 

electricity. 

Nevertheless, recent industrial developments, developing technology and the 

excessive growth of human population not only increase the demand on energy but 

also compel the mankind to find alternative energy sources due to the declining fuel 

based energy sources. If the energy demand grows in this pace, overall energy 

consumption of the world is expected to be increased by 42.7% by the end of 2035 

[1]. Nowadays, fossil fuels meet a great proportion of the energy need of the world, 

increasing CO2 emission in a great extent and its footprint on nature is 

unrecoverable. Owing to this threat, countries are heading towards renewable energy 

sources in order not to jeopardy the lives of future generations. Thus, popularity of 

the renewable energy sources such as hydro, wind, and photovoltaic (PV) energy is 

rising day by day. 

By the end of 2013, global cumulative installed wind capacity is around 318.1GW 

based on the data provided by Global Wind Energy Council, GWEC [2] in Figure 

1.1. It is evident from this figure that wind capacity has grown substantially in recent 

years. In the light of the numbers, the annual wind energy capacity has grown by 

12.5% in 2013 [2]-[3]. Besides, it is expected that total installations should nearly 
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double from today’s numbers by the end of the period, going from just over 300 GW 

today to just about 600 GW by the end of 2018 [3]. Furthermore, governments make 

new policies to incite the installations of renewable energy systems, particularly 

wind energy systems. They supply grants and reduce taxes for entrepreneurs to 

attract their attention into this field. Therefore, it may further accelerate the growth 

this expected growth rate.  

 

 

Figure 1.1 Global cumulative installed wind capacity [2]. 

 

According to Siemens internal forecasts, global generation capacity of electricity is 

expected to nearly double from today’s 6,500 GW to 10,500 GW by 2030. And by 

2035, renewables will already be generating more than 25% of world’s electricity, 

with a quarter of this coming from wind, being the second largest renewable energy 

source after hydro power according to the International Energy Agency (IEA) [2].  

Another great impact that appeals the installation of wind turbine systems is simply, 

the decline of wind turbine installation costs while the other means of energy 

production cost is increasing continuously. Between 1980 and the early 2000s, 

significant reductions in capital cost and increases in performance had the combined 

effect of dramatically reducing the levelized cost of energy (LCOE) for onshore 

wind energy [4]. Data from three different historical evaluations, as highlighted in 

Figure 1.2, illustrate that the LCOE of wind power declined by a factor of more than 
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three, from more than $150/MWh to approximately $50/MWh between 1980s and 

the early 2000s (Figure 1.2). However, beginning in about 2003 and continuing 

through the latter half of the past decade, wind power capital costs increased—

driven by rising commodity and raw materials prices, increased labor costs, 

improved manufacturer profitability, and turbine upscaling—thus pushing wind’s 

LCOE upward in spite of continued performance improvements (Figure 1.2) [4].  

 

 

Figure 1.2 Estimated LCOE for wind between 1980-2009 for US and Europe [4]. 

 

 

Figure 1.3 Total number of publications about wind turbines and wind farms [5]. 
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Lastly, in agreement with the increase in cumulative wind turbine installations 

shown in Figure 1.1, the researches on this topic have escalated extensively [5]. The 

general interest in wind power can be easily seen in the increasing number of 

publications by years as depicted in Figure 1.3. 

Apart from the benefits, advantages and innovations brought by wind energy 

systems; there are also drawbacks and challenges in this branch naturally. First of 

all, wind energy sources may be geographically far away from the settlements and 

installations where the energy is needed. Thus, circulating the current along a long 

distance through the power system not only degrades the effectiveness but also make 

the production vulnerable against natural and man-made hazards [4]. Secondly, 

flicker problems may arise at the point of common coupling (PCC) due to the 

unpredictable and intermittent nature of the wind [2][3]. Besides, the instantaneous 

real and reactive power of the source and the grid should be matched to continue 

nominal voltage and frequency of the grid, which is a hard task to achieve in the 

case of wind energy due to the difficulties in estimating the wind speed nearly 

instantaneously. Nowadays, the wind energy interface to the grid has reached very 

large amounts, making disconnection of wind farms during any fault condition 

impossible. For this reason, there are a number of international grid codes and 

standards that the individual wind turbines and wind farms should comply with 

during both balanced and unbalanced situations [3][6]. All of these specific 

constraints will be considered in much detail in Chapter 2. 

The majority of installed wind turbines are connected to the bulk power system. 

They are rarely installed singly, instead being installed in groups of tens or hundreds 

of similar turbines (wind farms) which group the generated power and supply it to 

the power system through an interfacing network known as the collector system [6]. 

All in all, wind turbine applications are grouped as wind farms (hundreds of MW) 

and individual turbines (500kW-4MW, for special wind generator topologies max. 

7MW nowadays) that are connected to the grid through PCC. Further details about 

the voltage levels and so on will be provided in Chapter 2. 
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1.2. Typical Wind Turbine Configurations 

The utilization of the power electronics in recent wind turbine system can be divided 

into two categories, namely: a wind turbine system with partial-scale power 

converter and a wind turbine system with full-scale power converter, which both are 

illustrated in Figure 1.4 (DFIG: Doubly-Fed Induction Generator, SG: Synchronous 

Generator, IG: Induction Generator). There are also different types of wind turbine 

topologies in the literature but these two structures are favored in most of the 

applications [8]. 

 

 

Grid-Side 
DC/AC

GridTransformer

Wind 
Turbine 

Gear 
Box

DFIG

Rotor-Side 
AC/DC

Crowbar

LCL-Filter

 

(a) Back-to-back PWM-VSC for wind turbine system with partial-scale converter. 
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(b) Back-to-back PWM-VSC for wind turbine system with full-scale converter. 

Figure 1.4 Typical configurations for wind turbine system. 
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As the most widespread configurations for wind turbine systems are introduced, it is 

evident that back-to-back PWM-VSC cascaded with LCL-filter configuration is 

mutual in both systems. Thus in this chapter, as descending into particulars of wind 

turbine systems step by step, back-to-back converter topology will be the next topic 

to be focused in the following section. Then, further specialization in the power 

converters aspect will be made. 

1.2.1. Wind Turbine System with Full-Scale Power Converter 

As shown in Figure 1.4(b), the full-scale power converter configuration equipped 

with synchronous generator (SG) or induction generator (IG) is considered as a 

promising technology for multi-MW wind turbine system [6] [8]. The generator 

stator winding is connected to the grid through a full-scale power converter, which 

performs the reactive power compensation and also a smooth grid connection for the 

entire operating speed. Some variable speed wind turbine system may become 

gearless by introducing the multi-pole generator [6]. The elimination of the slip 

rings, simpler gearbox and full power controllability during the grid faults are the 

main advantages. However, in order to satisfy the power rating, the widely used 

approach nowadays is to implement several converter modules or power devices in 

parallel, which of course are challenging the complexity and reliability of the whole 

wind turbine system [8]. 

In this dissertation, wind turbine system with full-scale converter will be the focus. 

Due to the extensive and well-established knowledge, as well as the simpler circuit 

structure and fewer components, the back-to-back VSC is the most attractive 

solution in the commercial market of wind turbines [8]. Back-to-back VSC 

configuration is simply a cascaded topology of AC/DC and DC/AC VSCs as evident 

in Figure 1.4. In this configuration, dynamic circulation of energy back and forth 

through the switches can be achieved.  

As agreed in Figure 1.4, wind energy is transferred to the generator through gear box 

and converted into AC power. Then, generator-side AC/DC converter produces DC 

power that is the input of grid-side DC/AC converter. In this thesis, the design of the 
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grid-side DC/AC converter is of particular interest and will be the primary focus. Its 

comprehensive design procedure in conjunction with the low-pass LCL-type filter 

design will be the framework of this dissertation. Grid-side DC/AC VSC is the most 

critical part of the wind turbine system since the produced AC power injected to the 

grid must comply with stringent grid codes. For this reason, design process requires 

special attention and deep knowledge beyond know how design approaches. 

1.2.2. Three-Phase Grid-Side DC/AC PWM-VSC (Two/Three-Level) 

Three-phase pulse width modulation voltage source converter (PWM-VSC) is one 

the most favorable interface devices to the power grid for many applications, 

particularly in renewable energy systems. As renewable energy projects are 

spreading all over the world rapidly, three-phase PWM-VSCs are getting more 

popular due to enhanced controllability, high efficiency, reliable performance with 

long life and simplicity. Also, they possess superior advantages over conventional 

converters such as adjustable power factor, high efficiency and flexibility.  

Power range of grid connected three-phase PWM-VSC based renewable energy 

systems covers 100kW-7MW and such systems are classified according to the power 

levels of an application. For instance, solar energy (PV) applications (of solar farms, 

involving central inverters) are effective for the power ranges starting from typically 

100 kW up to 1 MW whereas; wind power converters are generally designed for 500 

kW-7 MW power scale nowadays [6]. 

Existing VSC topologies used in physical power system operations can be classified 

as the conventional three-phase two-level converter and the three-phase three-level 

converter based on the neutral-point-clamped (NPC-type) and T-type converter [5] 

[6][8][9]. There are also other VSC topologies based on different combinations of 

the NPC-type and multilevel converters. Minimization of the switching frequency of 

the semiconductors employed in VSC and production of a high-quality sinusoidal 

voltage waveform with minimum or no filtering requirement are the mutual 

objectives of these topologies. 
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Three-phase two-level (2L) VSC is the most appealing solution owing to its 

popularity, simplicity and well-established information in the literature. However, 

particularly for high power wind turbine designs the two-level (2L) VSC topology 

reaches the design limits due to the restricted technology of power semiconductors 

that can be switched up to only a few kHz. For this reason, the maximum rated 

output power can reach at most a few MW in modern wind turbines utilizing 2L-

VSC as the grid-side converter. For larger power capacity wind turbine designs that 

2L-VSC is not feasible; utilization of higher level VSC is favored. In the literature, 

three-level (3L) topologies and multi-level topologies are widely used beyond the 

power levels that the utilization of 2L-VSC is not viable [7]. In Chapter 6, utilization 

of three-level (3L) VSC topologies (NPC and T-type) as alternatives to 2L-VSC in 

low-voltage high power applications will be examined under several power levels 

and operating conditions. Then,  the most lucrative and optimal topology among 2L, 

3L-NPC and 3L-T  is highlighted with respect to the financial aspect of the power 

electronics [7]. 

To sum up, this thesis will focus on three-phase two-level and three-phase three-

level PWM-VSC (NPC and T-type) design particular for individual wind turbine 

applications within 500 kW-7 MW power scale [6]. Certainly, smaller power levels 

will also be provided throughout the analysis in the following chapters to represent 

individual low power scale wind turbines (Chapter 4-5).  

The conventional three-phase 2L-VSC topology using six IGBT switches is depicted 

in Figure 1.5. It consists of three legs, with two IGBTs mounted on each leg [7][15]-

[20]. Additionally, each IGBT has an anti-parallel diode to allow bidirectional 

current flow. A bulky dc-link capacitor is placed on the DC side to supply a source 

of reactive power when needed [15]-[20]. 
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Figure 1.5 Standard three-phase two-level VSC topology. 
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Figure 1.6 One converter leg (a) 2L (b) 3L-NPC (c) 3L-T. 

 

Figure 1.6 introduces one leg diagrams of 2L-VSC, 3L-NPC and 3L-T VSC 

topologies in (a), (b) and (c) respectively. All three converter legs of Figure 1.5 shall 

be replaced with the 3L leg modules of Figure 1.6, to obtain the full schemes of 3L-

NPC and 3L-T type VSCs [7]. 

In order to generate proper switching sequence of the gate signals, there is a 

switching control block, which is an essential part of the VSC. The aim of this 

control block is to produce an output voltage waveform as close as possible to a pure 
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sinusoidal waveform, with high power controllability and minimum switching loss. 

For this purpose, PWM techniques are widely used in VSC switching strategies [9]. 

In PWM methods, the switches are forced to be turned on and off at a rate 

considerably higher than the fundamental frequency. The output wave is chopped 

and the width of the resulting pulse is modulated. Undesirable harmonics in the 

output waveform are shifted to the higher frequencies, and filtering requirements are 

much reduced [9]. Further details concerning different PWM patterns will be 

provided in Chapter 4, 5 and 6. 

1.2.3. LCL-Type Filter Configuration in Grid-Connected Systems 

The connection to the electric utility is provided through low-pass filters, 

particularly via LCL-line filters in modern PWM VSCs ensuring a more compact 

system and better harmonic attenuation compared to the conventional L-filters and 

LC-filters. In this dissertation, LCL-type filter is preferred. Figure 1.7 demonstrates a 

three-phase 2L-VSC connected to the grid through an LCL-filter. LCL components 

in each phase in Figure 1.7 shall be replaced with either L-filter or LC-filter, to 

obtain the full schemes of grid connected three-phase 2L-VSC system with L-filter 

and LC-filter, respectively. 
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Figure 1.7 Grid connected three-phase 2L-VSC system with LCL-filter. 
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Before discussing the benefits introduced by the LCL-filter; low-pass filter 

configurations in grid connected applications are mentioned briefly as follows. 

For L-Filter as a first order filter, ordinary inductor filter attenuation is –20 dB / 

decade over the entire frequency range. In the applications where this filter is used, 

the frequency of VSCs switching has to be high enough for sufficient attenuation of 

the VSC harmonics [10]. 

LC-filter is a second order filter and it achieves –40 dB / decade attenuation. For 

further attenuation of the switching components, a shunt element is required, 

because L-filter already provides low attenuation of the inverter switching 

components. As a shunt element, a capacitor is applied for this purpose. For LC-

filter the load impedance across C becomes comparatively high for the values at and 

above the switching frequency. The cost and the active power consumption of the 

LC-filter are higher compared to the L-filter due to the additional shunt element. 

The last but the not least filter configuration is LCL-filter. LCL-filter is beneficial 

since its attenuation is better in terms of inverter switching harmonics compared to L 

and LC-filters. Its area of utilization grows day-by-day particularly in renewable 

energy projects. The crucial benefits brought by LCL-filter configuration are 

summarized below: 

i. Production of reactive power and distortion of low grid current; 

ii. -60 dB/decade attenuation for frequency values which are excessive of the 

resonance frequency; 

iii. Opportunity of applying a relatively low switching frequency for a given 

harmonic attenuation. 

If inductance value on the converter side is low, complying with stringent grid 

standards is difficult without using a LCL-filter. Achievements of lower levels of 

harmonic distortion with lower switching frequencies and with less overall stored 

energy are possible if LCL-filter is used. However, LCL-filter cause dynamic and 

steady state input current distortion owing to resonance. 
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According to the vast number of articles and publications regarding LCL-filters in 

the literature, it is proven that LCL-line filters are useful on PWM switching 

harmonic attenuation [11]-[14]. Moreover, it is favorable over ordinary L-filters in 

terms of size and weight. Single L filters are relatively bulky and costly for 

particularly in high power applications in which switching frequency is bounded 

with a few kHz. All in all, LCL-line filters provide a more compact size and dynamic 

response. 

A thorough study concerning LCL-filters is provided in Chapter 4 and Chapter 5. 

Chapter 4 consists of stability and controllability issues with an extensive theoretical 

background supported well by simulation results and MATLAB® tools whereas 

Chapter 5 addresses the comprehensive design procedure for LCL-filters employed 

in VSCs. 

1.2.4. Design Challenges  

For the mentioned high power range of wind power VSC design (500 kW-7MW), 

size, cost, cooling, weight, efficiency, maintenance, etc. start to become severe 

constraints of the design. For instance, for an optimum efficiency expectation, 

switching frequency must be kept low. Low switching frequencies not only degrade 

the filtering performance but also force extensive increase in the size of the filters. 

Due to the high power rating, semiconductor switches become more expensive, 

bulkier and cooling turns into a harder issue, making the system even more bulky 

and costly due to the presence of large heat sinks and/or more complex cooling 

hardware. Since the electrical equipment reside in a box on top of the tower that the 

turbine blades connected to the electrical system via a gear box, all of these 

components must be carried on top of the tower. This situation rather obstructs the 

maintenance. Besides, increased power levels has also raised the overall weight of 

the converter substantially, in return requiring a much stiffer tower and leading to a 

harder hoisting of the operation. 
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1.3. Scope of the Thesis 

The framework of the thesis is design of three-phase PWM-VSC widely used for 

grid-interface of renewable energy systems, particularly of wind turbine systems. 

The design procedure also involves devising the optimal LCL-filter parameters, 

determining the switching frequency, the PWM method, the VSC topology (two-

level, three-level NPC, three-level T), the cost-effective feedback controlled 

algorithm, etc. for the VSC. Then, the design is verified by means of detailed 

computer simulations and computer based mathematical tool outputs. The study 

takes into account the balanced and unbalanced grid conditions, which may occur in 

the grid operating conditions. Several power ratings, operating conditions and 

financial aspects are considered to provide a thorough performance evaluation of the 

designed system. 

The primary contribution of this thesis is to provide a top to bottom design 

methodology that can span a wide power scale of grid connected PWM converters 

employed in wind turbine systems (under different PWM methods, VSC topologies, 

load conditions, modulation indices and switching frequencies) and yield the 

optimum;  

i. Filtering including the design of LCL-parameters and control scheme,  

ii. Topology among two-level (2L), three-level NPC (3L-NPC) and three-level 

T (3L-T) VSCs, 

iii. PWM method;  

that provide the lowest cost solution while fulfilling the design requirements.  

In the literature [8]-[10], [11]-[14], proposed design methods consider only the 

preferred methodology (topology, PWM method, set of filter parameters, current 

control technique, etc.) under the specified working conditions (rated power, 

switching frequency, full load, etc.). For this reason, as the primary contribution of 

this thesis work, the novel design algorithm can span a wide range of power levels 

under different PWM methods, VSC topologies, load conditions, modulation 

indices, switching frequencies, and set of filter parameters. Thus, design results for 
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different systems with different performances can be evaluated and compared, 

allowing a better determination of a suitable system.  

The second main contribution of this thesis is the novel LCL-filter design algorithm. 

In the literature [11]-[14], proposed filter design algorithms are more or less 

superficial since they do not put much emphasis on the stability concern throughout 

the LCL-design phase apart from implementing several conventional know-how 

design tips. However, this dissertation descends in the particulars of LCL-design 

phase by involving the location of the resonance frequency as well as the impact of 

the different current feedback methods (grid-side, converter-side) on the LCL-design 

phase. In this aspect, novel control block diagrams, optimum damping hints and 

more are contributed to the literature. 

The third main contribution of this dissertation is the figure of merit called 

operational efficiency. Literature lacks an operational efficiency definition that 

involves large scale of power converters employed in large scale wind turbine 

generators. Thereby, a simple procedure is proposed which takes into account the 

wind characteristics and capacity factor and yields coefficients for the operational 

efficiency formula for the specific application based on the capacity factor and wind 

speed. Hence, a fair calculation of the operational efficiency of a unit is achieved. 

This dissertation consists of nine chapters.  

Chapter 2 elaborates the types of wind energy systems according to their output 

power level and intermittency characteristics. A number of statistical data 

concerning the proportion that wind turbine (WT) applications constitute in the total 

installed capacity both in domestic and worldwide aspects are provided. 

Additionally, the insights on WT applications are broadened in terms of capacity 

factor, power quality i.e. grid code requirements regarding the type and location 

(country, geographical conditions, etc.) of the application, fault conditions and 

transformer structures on PCC connection in the light of individual and farm 

applications. 
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Chapter 3 states determination of switching frequency constraint of the converter 

design using efficiency constraint by taking the type of VSC topology and PWM 

pattern into account.  

Chapter 4 provides the extensive control background of the grid-connected PWM 

VSCs utilizing LCL-type filters. Optimum damping hints are provided regarding 

active damping, passive damping and inherent damping techniques. The importance 

of the location of resonant frequency is also studied and exemplified via 

comprehensive case studies. Additionally, the main differences between grid-side 

feedback and converter-side feedback, which are not mentioned in the literature in 

such a clear way, are well-explained based on thorough MATLAB® and simulation 

outputs. 

Chapter 5 discusses the LCL-filter design methods by comparing the conventional 

methods presented in literature with the novel design algorithm intrinsic to this 

thesis work. The design algorithm puts special emphasis on the controllability and 

stability issues of LCL-filters and involves them into the design phase. Thereby, 

optimum filter components in terms of size, cost, filtering performance and 

reliability are delivered. In the final part, a novel fine tuning methodology for 

controller and active damping gain constants are provided for each of grid-side 

current control and converter-side current control. 

Chapter 6 affords a brief topological comparison of two-level and three-level VSC 

regarding differences in hardware components and semiconductor losses. Besides, a 

general scheme for calculation of switching and conduction losses of power 

semiconductors in computer simulations is provided. By merging these two, a 

detailed comparative study between 2L-VSC and 3L-VSC is conducted considering 

semiconductor loss, LCL-filter loss model, converter efficiency, converter-side 

current ripple and PWM pattern. Prominent differences between 3L-NPC and 3L-T 

are also mentioned. 

Chapter 7 merges the content studied in the previous chapters and uses it as 

background and input to the analyses conducted in this chapter. In this chapter, an 
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extended top to bottom converter design algorithm is constructed such that it enables 

various system designs operating under distinct PWM method, LCL-filter parameter 

set, load, modulation index, and switching frequency. The design methodology starts 

with the determination of switching frequency constraint. Next, LCL-filter design 

and its stability analysis are completed. Then, investigation on finding optimum 

topological solution amongst VSC topologies of 2L, 3L-NPC, and 3L-T and optimal 

PWM method is provided by regarding the efficiency and grid-code requirements of 

the application. With the proposed design method, selection criterion for the best 

combination (VSC topology and PWM pattern) is reduced to economic assessment. 

For each combination, the pay-off time of the total initial cost is calculated and the 

one providing the shortest time period i.e. shortest pay-off time is highlighted as the 

optimum solution. Thus, a straightforward top to bottom converter design method 

becomes possible. 

In Chapter 8, detailed performance analysis of three-phase 2L -VSC is conducted via 

the computer simulation software Ansoft – Simplorer®[21]. For a selected power 

level, extended performance analyses including both transient and steady-state 

responses are provided under balanced and unbalanced grid conditions. 

Finally, the dissertation concludes with a summary of information and experience 

gained throughout the study. Developments and future work are also addressed. 
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CHAPTER 2 

2. WIND ENERGY SYSTEMS 

WIND ENERGY SYSTEMS 

 

This chapter is provided so as to clarify the requirements and restrictions dictated by 

recent international grid codes and standards particular for wind energy systems. 

Grid codes not only state the grid-connection properties regarding real power, 

reactive power, voltage and frequency but also assess the quality of the power 

injected into the grid. The optimal design of power electronics converters present in 

each wind turbine could only be achieved by taking those restrictions, limits, and 

specifications into account. 

This chapter starts with recent developments in wind energy area and scope of the 

chapter is specialized step-by-step adopting the ‘general to particular’ approach. 

Firstly, wind power plants (WPPs) are elaborated after the introduction section. 

Secondly, as being one of the elements of WPPs, the general structure of individual 

wind turbines (WT) are considered. As the performance inspection criterion of the 

established WTs, “capacity factor (C.F)” definition is provided. Then, as the primary 

focus of this thesis, one of the power electronics converters of the full-scale 

individual wind turbines namely; grid-side DC/AC converter of the back-to-back 

PWM-VSC is regarded. As a remark, C.F discloses the power rating that the grid-

side DC/AC VSC operates. Thus, C.F definition is an essential input for the grid-

side VSC design phase. Finally, international grid codes and harmonic standards that 

the designed grid-side PWM-VSC should comply with are examined in quite detail. 

The flow of this chapter can be denoted simply: WPPàWTàgrid-side 

VSCàcapacity factor of WT and VSC àgrid codes and harmonic standards. 
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2.1. Introduction 

Renewable energy has gained a great attention in all over the world and its use is 

growing fast. Wind is an outstanding renewable energy source among others 

(geothermal, hydro, wave, tidal, biomass, solar). Wind energy has benefited from 

technical developments and subsidies which resulted in the higher penetration of 

wind power into the grid [22]. The fast growth of the wind energy stimulated many 

research and study in this field focusing on the integration of wind power to the 

conventional grid. Besides, governmental bodies have provided grants and funds for 

research supporting renewable energies [22]. Wind energy has many advantages 

such as carbon free energy production (no CO2 emission), lower operational cost (no 

fuel requirement) and added capacity value to the power production system 

(contribution to meet peak demands) [22][23]. In Figure 2.1, increasing wind power 

installation worldwide can be observed for years 1996 to 2013 [22]. As can be seen, 

global annual installed wind capacity has been exponentially increasing recently.  

 

 

Figure 2.1 Global cumulative and annual installed wind capacity [22]. 
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In Table 2.1, the installed wind power in Europe has shown for 2012, the capacity 

installed in 2013 and the total installed capacity in 2013. Germany is in the leading 

position with the highest installed wind power capacity. Spain has the second 

highest capacity after Germany. Denmark has also a good installed capacity with the 

largest domestic wind penetration (20%) and is expected to reach 50% level with the 

help of great connections to the ENTSO-E, Norway and Sweden [23].  

 

Table 2.1 Wind power installed in European countries by the end of 2013 (MW). 

 End of 2012 New on 2013 Total End of 
2013 

Germany 31270 3238 34250 
Spain 22784 175 22959 

United Kingdom 8649 1883 10531 
Italy 8118 444 8552 

France 7623 631 8254 
Denmark 4162 657 4772 
Portugal 4529 196 4724 
Sweden 3746 724 4470 
Poland 2496 894 3390 
Turkey 2312 646 2959 

Netherlands 2391 303 2693 
Romania 1905 695 2600 
Ireland 1749 288 2037 
Greece 1749 116 1865 
Austria 1378 308 1684 

Rest of Europe 4956 832 5737 
Total Europe 109817 12031 121474 

 

It is expected that total installations should nearly double from today’s numbers by 

the end of the period, going from just over 300 GW today to just about 600 GW by 

the end of 2018 as revealed in Figure 2.2 [22]. As can be seen in Table 2.1, Turkey 

is in the early stage of wind power utilization. However, there is well-known wind 

energy potential in Turkey which can be seen in Figure 2.3. Moreover, future 

projections for expansion of wind power in Turkey show that up to 20% penetration 

level of the total installed capacity is expected [24]. High penetration levels steer the 
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power system operators for revision of grid codes and investigation of the 

compatibility level for wind turbine grid connection. These integration studies are 

held by Turkish Electricity Transmission Company (TEIAS) and Energy Market 

Regulatory Authority (EMRA), since predicted impacts of wind power will be offset 

regarding grid regulations and codes [24]. 

 

 

Figure 2.2 Global market forecast 2014-2018 [22]. 

 

  

Figure 2.3 Turkey wind resource map at 50 m [24]. 
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2.2. Wind Power Plants 

Abovementioned progress and developments in wind energy has caused changes in 

conventional power system. Considering the circumstances, wind power is only 

advantageous if it is compatible with the existing regulations of power system 

operators. Wind farms should operate according to the current system condition for 

system reliability and stability as well as for further developments in wind energy. 

Before the wide expansion of wind energy, wind power had been utilized in medium 

and low voltage power distribution systems. Wind turbines were not suitable for 

participation in power system control responding to voltage or frequency 

disturbances [25]. In case of a system disturbance, wind turbines were disconnected 

and reconnected after fixing the fault as a common practice for handling the 

situation. Yet, this way of problem handling the problem has changed owing to high 

wind power penetration and recent technological developments in wind turbines 

[29]. Moreover, Transmission System Operators (TSOs), wind turbine producers and 

Wind Power Plant (WPP) developers would collaborate for integration of future 

wind installations and stability in power system operations. 

Wind power integration studies can be summarized with categories shown below: 

i. Revising grid codes held by power system operators with developers of WPP 

for definition of WPP connection, planning and operation. 

ii. Technological developments in wind turbines held by wind turbine 

manufacturers. 

iii. WPP connection studies regarding the WPP infrastructure and controller, 

performed by WPP developers to meet requirements in grid code or 

following technical regulations. 

Conventional power plants mostly consist of synchronous generators. Therefore, 

they are capable of supporting the power system by providing inertia response, re-

synchronizing torque, oscillation damping, short circuit capability and voltage 

recovery when system faults occur [26]. Thus, conventional power plants are able to 

comply with the grid codes owing to these features. Hence, existing power system 

operators show stability and reliability in grid operations. However, WPPs have 
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completely different properties and conditions which introduce extra considerations 

to the control systems. Control structure of WPPs is not straightforward as in 

conventional power plants as described above. Aspects of the WPPs can be 

summarized as below [26]: 

i. Wind turbines produce power in WPPs. They have a converter-based grid 

interface technology (permanent magnet synchronous generators with 

full-scale converters or doubly-fed induction generators with partial scale 

converters). 

ii. Changing wind speed causes variation in generator speed of the wind 

turbines and fluctuation (variable wind speed turbines). Thus, rotor speed 

of wind turbines is consequently decoupled with the frequency of the 

transmission system due to the use of full-scale converters. 

iii. Typical capacity of wind turbines is much smaller compared to 

conventional power plants (from hundreds kW to 7 MW). 

iv. WPPs do not only consist of individual wind turbines but also collector 

systems and other devices (energy storage, FACTs devices, etc.) together 

with controllers. In other words, every individual wind turbine terminal is 

exposed to different operating conditions from the point of connection in 

steady-state and transient conditions. 

v. Every individual wind turbine has its own electrical and mechanical 

control systems. 

vi. Converter-based wind turbines have decoupled active and reactive power 

controls. 

2.2.1. Differences between Wind Plant and Conventional Power Plant 

In modern WPPs, wind turbines with power converters such as DFIG and full-scale 

converter turbines are employed. In a conventional (synchronous) generator, rotor 

flux is attached to rotor pole with no slip so that any oscillation at generator shaft 

occurs as grid and generator shaft oscillations. Large generator oscillation appears as 

a great power oscillation on grid and it might have an impact on other generators 
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which are connected to the same line [29]. However, in a WPP, the rotor does not 

have to synchronous rotation with flux. Flux might glide on rotor surface at an 

adjustable speed with control of the power converter which is connected to the 

winding. If an oscillation occurs at any of the turbines, mechanical rotor oscillations 

do not have to be translated to the grid, since the rotor flux can be controlled 

separately from the rotational rotor speed with a flux orientation controller using the 

power converter [29]. Furthermore, diversity within the WPP enables each 

individual turbine to operate independently at its own operating point. Therefore, the 

response of an individual turbine in the entire WPP might appear as distributed 

responses from numerous turbines instead of a one single great response as it 

happens in conventional power plants [29]. 

2.2.2. Differences between Onshore and Offshore Wind Power Plants 

Only consideration was onshore WPPs in the early phases of the technology 

development. However, offshore wind technology is more in center of current 

studies after exploration of great potential of offshore wind production (50 GW for 

US only) [29]. Good wind input as resource, short distance and easy access to 

transmission line, short distance to load center, accessibility to main transportation 

highway, available land at a reasonable price and environmental suitability are the 

main properties of location for a good WPP [29]. 

Most of the good locations for a WPP having abovementioned attributes are already 

reserved by early wind energy developers. Therefore, there are more opportunities 

and options for future planning of offshore WPP locations. Not only plant location 

but also easy transportability of wind energy equipment is advantageous for offshore 

WPPs. Size of wind turbines are getting larger with increasing weight due to 

developments in this technology. For instance, for wind turbines with capacities of 5 

MW, size of wind turbine blades get considerably long and road transportation can 

be a very challenging situation [29]. If they are transported by ships as in offshore 

case, the road transport challenge can be prevented. Despite the advantages, there 

are drawbacks in offshore WPPs, especially the higher costs. To elaborate, there are 
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certain extra costs related to transportation, foundation, equipment installation and 

power transmission as well as operation and maintenance costs of offshore WPPs. 

For WPPs installed in deep water, the cost would be even higher compared shallow 

water WPPs since they can use AC transmission especially when located near the 

shore [29]. However, for offshore WPPs located far from the shore (35 miles limit), 

AC transmission may not be suitable. Because, excessive reactive power generated 

by submarine cables might cause over voltage at several buses. Thus, inductive 

compensation has to be involved. When DC transmission is used, there may be 

additional costs since power converters must be installed to interface with grid at 

onshore substation and at WPP substation (Figure 2.4).  

Figure 2.4 reveals that array cabling (AC) connects rows of wind turbines to the 

offshore transformer station. The offshore sea cable (AC or DC) connects the 

offshore transformer station to the onshore grid. For larger distances from shore, 

high voltage DC (HVDC) transformer stations are used to transmit the electricity via 

DC cable to the shore. For safe operations, offshore cables are buried up to three 

meters deep into the seabed [30]. Finally, Table 2.2 summarizes prominent 

differences between onshore and offshore WTs. 
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Figure 2.4 General structure of offshore wind farms [30]. 
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Table 2.2 General differences between onshore and offshore wind turbines [30]. 

 Onshore Wind Offshore Wind 

Resources • Wind potential for 2,000 full load hours  
• Limited sites available  

• Wind potential for 4,000 full load hours  
• Large sites still available  

Dimensions 

• 1 – 3 MW wind turbines  
• Wind farms of 10 – 50 MW installed 
capacity  
• Investment of €30 – €70 million per wind 
farm  
• At full load, one wind turbine produces a 
household‘s annual consumption* in 200 
minutes  

• 3 – 7 MW wind turbines  
• Wind farms of 50 – 1,000 MW installed 
capacity  
• Investment of €1 – €3 billion per wind 
farm  
• At full load, one wind turbine produces a 
household‘s annual consumption* in 40 
minutes  

Environment 
• Land-based conditions  
• Unrestricted access (24 hours / 7 days a 
week)  

• Rough marine conditions  
• Distance to shore 1 – 70 km  
• Access limited by high waves and storms  

Foundations 

• Built on solid ground  
• Standard concrete foundations cast on site  

• Differing soil conditions (sand, clay, 
rock) and erosion  
• Foundation type depends on water depth 
and soil consistency (e.g. monopiles, 
gravity, tripod)  

*based on average annual electricity consumption of 3,500 KWh 

2.2.3. Different Levels of Connection 

Most of installed wind turbines have connection to power system. Seldom, they are 

installed individually. Instead, their installation is usually in groups of several 

turbines consisting wind farms which combine generated power and supply it to 

power system via an interfacing network (collector system) [31]. A typical collector 

system composed of the passive elements is written below: 

i. Individual generator transformers (mostly pad-mounted at base of every 

wind turbine) increase voltage from the sub-1 kV level at the generator to 

medium-voltage (MV) levels (typically 34.5 kV). 

ii. Medium-voltage underground cables which connect the turbine rows. 

iii. Medium-voltage overhead lines from the turbine rows to the main substation. 

iv. Step-up transformer(s) at the main substation which increase the voltage to 

transmission levels. 
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The abovementioned step-by-step connections are highlighted in Figure 2.5. It 

summarizes the entire procedure of wind power insertion into the mains. 
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Figure 2.5 Collector system for wind farm [29]. 

 

A typical WPP composed of several individual wind turbine generators (WTGs) are 

connected to a medium voltage collector system, and they are tied to a transmission 

system at the interconnection point [31]. WTGs in utility-scale have nameplate 
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ratings in a range of 500 kW to 7 MW. A typical terminal voltage is in range of 575 

to 690 V [32]. A step-up transformer, usually pad-mounted, connects every WTG to 

a medium voltage collector system which operates at 12–34.5 kV (Figure 2.5). A 

typical collector system composed of one or more feeders connected in a collector 

system station. One or more station transformers at the collector system station are 

utilized to obtain transmission system voltage. If collector system station is not 

adjacent to interconnection point, an interconnection transmission line is necessary. 

Mechanically switched capacitors as reactive compensation and continuously 

variable devices (STATCOM or static VAR system) can be installed at collector 

system station [29]. Shunt reactive compensation at the WTG terminals can be 

installed to correct power factor regarding type of WTG. Amount and characteristic 

of reactive compensation are defined by requirements of interconnection and design 

considerations of collector system regarding voltage regulation and losses.  

Voltage level at which the collector system interconnects with the power system 

effects wind turbines and wind farms on the bulk power system. WPP location and 

size affect voltage level of interconnection. Grid codes defines the standards for 

acceptable values for wind farms interconnected to power system [25][33]–[37]. 

Common concerns are reactive power compensation and voltage control. Stability 

level of voltage might be the limiting factor when making decision on the maximum 

size of a wind plant suitable for interconnection at a particular node. These concerns 

are considerably severe in situations where wind farms are far from load centers or 

connected to power system via a weak network [29]. Also, wind turbines can also be 

connected separately as individual or in smaller groups to distribution networks. 

However, power quality is a bigger concern compared to stability (Figure 2.6). 
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Figure 2.6 Connection at different voltage levels according to power [29]. 

 

In the light of Figure 2.6, Table 2.3 elaborates and summarizes the relationship 

between transmittable power and connection of wind turbines to different levels of 

the electrical network [32].  

 

Table 2.3 Transmittable power and connection of wind turbines to different levels of 
the electrical network [32]. 

Voltage system 
Size of wind turbine or wind 

farm 
Transmittable power 

Low voltage system For small to medium turbines up to = 300 kW 
Feeder of the medium voltage 

system 
For medium to large wind 

turbines and small wind farms 
up to = 2-5 MW 

Medium voltage system, at 
transformer substation to high 

voltage 

For medium to large onshore 
wind farms 

Up to = 10-40 MW 

High voltage system 
Clusters of large onshore wind 

farms 
Up to = 100 MW 

Extra high voltage system Large offshore wind farms >0.5 GW 
 

2.2.4. Step-Up Transformer Structure  

Dedicated step-up transformer is employed for each turbine for wind turbines in 

MW rating category [38]. 
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2.2.4.1. Transformer Type 

Pad-mounted three-phase distribution transformers are employed where WTG step-

up transformers are used [38]. These transformers are commodities which fulfill the 

required duty at a low cost. WTGs with transformers in the nacelle or on platforms 

of the tower are not in the scope of this study. 

2.2.4.2. Winding Connection 

Most of the WTG producers specify delta (MV) – grounded-wye (LV) winding 

connections for step-up transformers of the wind turbines as revealed in Figure 2.7. 

Reasons for this connection are to enhance isolation of the WTG from the zero-

sequence behavior of the collector feeder (unfaulted phase voltage increase when 

ground faults occur) and to exhibit a solid ground source for the LV side connected 

to the WTG. Besides, delta-wye connection is favorable over wye-wye connection 

because it not only isolates the triplen harmonics but also provides higher line-to-

line voltage ratio with the same winding turn ratio, reducing the cost potentially 

[39]. Nevertheless, delta-wye configuration, particularly delta side causes π/6 phase 

shift between the primary and the secondary voltages/currents. Also, it creates a 

strong coupling between dq-stationary frame variables in the current control loop.  

 
Figure 2.7 Typical wind farm network- single line diagram (only a few 

turbines are shown) [40]. 
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Grounded wye-wye transformers are employed frequently in utility load-serving 

applications [40]. They are available widely as well. There is a common 

misunderstanding that this connection supplies a ground source to the collector 

feeder when the feeder becomes isolated from the collection substation. This concept 

is only true if the WTG is a grounded source, which is generally not the case [40]. 

2.3. General Structure of Individual Wind Turbines 

Today, wind turbine technologies are being used in a great variety [27][28]. 

Typically, WPPs compose of numerous (hundreds) of turbines mostly having the 

same technology. Wind turbine technologies vary largely in terms of cost, 

complexity, efficiency in wind energy extraction and use of extra utility/equipment. 

Horizontal axis wind turbine (HAWT) is the most common technology in utility-

scale applications [28]. Axis of rotation of the HAWT blades is parallel to the 

ground. Vertical axis wind turbine (VAWTs) is a developing technology; however, 

the technology is not mature yet for use in utility-scale applications. Power ratings 

for HAWTs are typically in the range of 500 kW to 7 MW [29]. The power output of 

VAWTs is inherently fluctuating and non-dispatchable which must be considered.  

There is a common HAWT classification done according to number of blades; they 

are single bladed, two bladed, three bladed and multi bladed. They can also be 

further classified as upwind and downwind turbines according to input wind 

direction [25]. Figure 2.8 shows a typical HAWT configuration which employs a 

blade and hub rotor assembly for extraction of power from wind, a gear-train for 

stepping up the shaft speed at the slowly spinning rotor to the higher speeds 

necessary for driving the generator, and an induction machine or synchronous 

machine for electromechanical energy conversion. Lastly, step-up transformers are 

employed for injection of the produced electrical energy to the grid [30]. 

Induction machines are commonly used units for generation owing to their 

asynchronous nature. Maintenance of a constant synchronous speed for synchronous 

generator is difficult since wind speed varies. Yet, full-scale converter turbines are 

capable of employing high pole count permanent magnet synchronous generators, as 
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the generator and the grid frequency are perfectly decoupled [29]. Power electronic 

converters are employed for regulation of real and reactive power output of turbines.  

 

1. Rotor blades
2. The drive train 
    situated in the nacelle
3. Gear box
4. Electromechanical 
    conversion 
5. Step-up transformer

 

Figure 2.8 Typical wind turbine configuration [30]. 

 

In Figure 2.9, a typical framework for representation of commonly used wind 

turbine technologies can be seen. Different types of wind turbines are described 

further in the following subsection. 
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Figure 2.9 Block diagram of a typical wind turbine [29]. 
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2.3.1. Recent Wind Turbine Configurations 

Wind turbines are classified into four main configurations due to differences in 

production technology [25]: 

1. Early and relatively simple wind turbine configuration indicates the turbines 

directly connected to the grid and equipped with an asynchronous squirrel cage 

induction generator (SCIG). This configuration requires capacitor banks to 

compensate reactive power. The configuration can be improved further with addition 

of blade-angle control (pitch control) to the wind turbine. 

2. Wound rotor induction generator (WRIG) equipped with variable rotor resistor 

circuit is another configuration. Mechanical construction of the configuration is 

analogue to the SCIG concept. However, there is an extra rotor circuit to be able to 

control the active power and speed of the rotor by changing the rotor resistance. 

Capacitor banks are employed to compensate the reactive power. 

3. Variable speed wind turbine (VSWT) with partial scale frequency converter 

configuration, also known as doubly fed induction generator (DFIG), indicates a 

WRIG including a converter circuit in the rotor. The converter which equals to %30 

of rated generator power achieves compensation of the reactive power and provides 

smoother grid connection. 

4. VSWTs are able to connect to the power system via full-scale frequency converter 

owing to recent technological developments. Full-scale converter achieves 

decoupled active and reactive power control with a better and smoother grid 

connection, and operation as in partial converter case. Two types of generators are 

applied in this configuration; wound rotor synchronous generators (excited 

electrically) and permanent magnet synchronous generators (PMSG). 

The configurations which are described above can be seen in Figure 2.10. Regarding 

these classifications, numerous combinations of wind turbines are available in the 

market. Yet, the scope of this study will be limited to the VSWTs with partial and 

full-scale converter concepts (3rd and 4th configurations) as they are the state of the 
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art turbine technologies. VSWT configurations have already been introduced in 

Figure 1.4 in Chapter 1. 
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Figure 2.10 Wind turbine configurations [25]. 

 

 
 

33 
 



 

Figure 2.10 (continued) Wind turbine configurations [25]. 

 

2.3.2. Back-to-Back PWM-VSC for Partial-Scale and Full-Scale Converters 

Induction machine stator is directly connected to the grid (see Figure 1.4 & Figure 

2.10) in DFIG configuration (3rd configuration). Rotor circuit consists of a controlled 

AC/ DC converter including six IGBTs (three legs with two IGBTs each as 

described in Chapter 1) for controlling AC currents in the rotor circuit, a DC link 

capacitor acting as energy storage, filter for DC link voltage, and an identical 

DC/AC converter to interface with grid. Each converter is a voltage-source converter 

(VSC) switched using PWM. 

Back-to-back PWM-VSC configuration is the most commonly employed three-

phase frequency converter configuration. For a typical DFIG turbine, this 

configuration is needed to be rated at about 30% of total power rating of the 

induction generator, and will enable approximately 30% speed variation for the 

values higher than synchronous speed. Grid side converter is usually used for 

keeping the DC link voltage constant and providing limited reactive power support 

to the grid, meantime the rotor side-converter controls the active and reactive power 

output of the induction generator [29]. 

However, a converter is the only path for power flow from wind turbine to the grid 

in full-scale converter turbines. Converter has to be rated accordingly to be able to 

handle the overall power output of wind turbine. These turbines mostly use high pole 

Grid
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count permanent magnet synchronous generators, in addition employment of 

induction generators is also possible [25][29]. 

2.3.3. Grid-Side DC/AC Converter of the Back-to-Back PWM-VSC for Full-

Scale Converters 

As mentioned in previous sections, recently produced individual wind turbines are in 

the range of 500 kW- 7 MW. Moreover, VSC is the one and only power flow path 

for full-scale configurations. For these reasons, the grid-side converter of the back-

to-back PWM-VSC (Figure 2.11), which is the focus of the thesis work, should be 

designed according to the power levels in the specified range. 

Figure 2.11 elaborates the configuration for a full-scale converter wind turbine 

depicted in Figure 1.4 whereas Figure 2.12 further elaborates the grid-side VSC by 

modeling the DC output of generator-side converter as a DC current source to the 

grid-side VSC. This configuration is similar to DFIG configuration; however, with 

the important distinction that the rotor is not accessed, and the stator is not directly 

connected to the grid. Instead, the stator interfaces with generator-side PWM-VSC. 

DC link capacitor is used for smoothing the DC link voltage as in DFIG turbines. 

The grid-side VSC does power transfer to the grid. It also controls the amount of 

active and reactive power injected to the grid [29]. Although back-to-back PWM 

VSC configuration occurs similar to DFIG configuration, the generator-side VSC 

and DFIG rotors-side VSC perform different functions in fact, as does the grid-side 

VSC for each case. This configuration is commonly preferred for permanent magnet 

synchronous generator (PMSG) machines; however, it can also be used for other 

types of generators. It is a four-quadrant converter, and both real and reactive power 

can be moved in both directions. 
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Figure 2.12 Grid-connected DC/AC converter cascaded with LCL-filter. 

 

Up to this point, the scope of the thesis is narrowed down by adopting the ‘general to 

particular’ approach. For this purpose; firstly WPPs are regarded. Secondly, as being 

one of the elements of WPPs, the general structure of individual wind turbines (WT) 

are taken into consideration. And finally, the special power electronics part of the 

individual wind turbines, grid-side DC/AC converter of the back-to-back PWM-

VSC for full-scale wind turbine is considered (WPPàWTàVSC). Details and 

summary of the concepts are as below: 

i. WPPs are elaborated in terms of: 

a. Power scale of wind farms and their corresponding voltage-level 

connections, 
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b. Types and winding properties of the grid interface step-up 

transformers. 

c. Comparison between onshore and offshore wind farms, 

d. Comparison between wind plants and conventional power plants, 

ii. Individual wind turbines are expanded in terms of: 

a. Types of recent wind turbine configurations, 

b. Special emphasis on partial-scale and full-scale converters. 

iii. Back-to-back PWM-VSC for full-scale converters (Figure 2.11) are 

particularized in terms of: 

a. Grid-connected DC/AC converter together with LCL-filter (Figure 

2.12). 

As of this point, capacity factor definition will be given in order to define a figure of 

merit called operational efficiency to assess the performance of a wind turbine and 

hence the performance of the grid-side DC/AC converter. Then, the grid codes 

concerning the control of active power, reactive power, voltage, and frequency under 

normal and faulty conditions together with the quality of inserted power to grid by 

wind turbines/farms will be investigated. 

2.4. Capacity Factor and Operational Efficiency Definitions as the Performance 

Indicator of Individual Wind Turbines 

Converters operating in renewable energy systems do not always perform at rated 

load due to intermittent characteristic of nature. Energy derived from the sun and 

wind varies with time, day of the week, season, weather and similar natural factors. 

Particularly, wind turbines usually operate 40% of the time annually. They generate 

small amount or no power about 60% of the time [29]. Due this intermittent source 

characteristic of wind, mean output power of an individual wind turbine cannot be 

anticipated easily. Besides, the peak demand does not usually overlap with the 

maximum energy production of turbines. Therefore, energy storage in grid has been 

a hot topic recently. When the energy produced by the wind turbine (or PV/other 
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renewables) exceeds the demand, energy is stored by numerous means presented in 

literature and once the demand exceeds the production, the stored energy is utilized. 

Hence, the necessity of coinciding peak production with peak demand has been 

eliminated. 

Consequently, performance (efficiency) analysis of an individual wind turbine 

regarding only rated power production is not a fair assessment. In the literature, 

there are several operational efficiency definitions such as ‘EURO Efficiency ‘and 

‘CEC Efficiency' [101][102] weighing several partial power generation with 

predetermined coefficients as depicted in (2.1) and (2.2). 

 

ηEURO  =   0.03∙η5%  +  0.06∙η10%  +  0.13∙η20%  +  0.1∙η30%  +  0.48∙η50%  + 
0.2∙η100% 

(2.1) 

ηCEC =   0.04∙η10%  +  0.05∙η20%  +  0.12∙η30%  +  0.21∙η50%  +  0.53∙η75%  + 
 0.05∙η100% 

(2.2) 

 

However, these criteria are more suitable to evaluate PV applications or small scale 

wind turbines. Yet, a novel operational efficiency definition including large power 

scale wind turbine applications is needed to be developed in this section. To develop 

an operational efficiency definition for wind turbines including all possible rated 

powers, power output vs. wind speed characteristic is required. This type of 

attributes can be obtained in manufacturer datasheets. MWT62/1.0 (Mitsubishi Wind 

Turbine Generator) [84] is selected as the reference wind turbine generator to 

illustrate the methodology. Its rated power is 1 MW and the grid-side DC/AC 

converter is designed considering connection to the low-voltage grid at 690 V line-

to-line. Before deriving the novel operational efficiency definition, definition of 

capacity factor widely used in industry is given in the following section. 

2.4.1. Definition of Capacity Factor  

Wind turbine manufacturers assess their products regarding widely used term 

‘capacity factor’ (C.F). Capacity factor is a measure of a wind turbine’s actual 
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output, which varies with the wind speed over a period of time. Thus, capacity factor 

is the actual output over a period of time as proportion of a wind turbine or plant’s 

maximum capacity [99]:  

 

𝐶𝐶𝑎𝑎𝜂𝜂𝑎𝑎𝑑𝑑𝑖𝑖𝐶𝐶𝐶𝐶 𝐹𝐹𝑎𝑎𝑑𝑑𝐶𝐶𝜂𝜂𝑟𝑟 (%) =
𝑃𝑃𝜂𝜂𝑃𝑃𝑠𝑠𝑟𝑟 𝜂𝜂𝑠𝑠𝐶𝐶𝜂𝜂𝑠𝑠𝐶𝐶 (𝑊𝑊)

𝑅𝑅𝑎𝑎𝐶𝐶𝑠𝑠𝑑𝑑 (𝑀𝑀𝑎𝑎𝑀𝑀. )𝜂𝜂𝜂𝜂𝑃𝑃𝑠𝑠𝑟𝑟 (𝑊𝑊)
∗ 100 (2.3) 

 

Several capacity factors (i.e. percent power output) versus wind speed characteristic 

provided in MWT62/1.0 datasheet are emphasized in Figure 2.13(a) and ideal annual 

energy output in MWh vs. annual average wind speed attribute is also depicted in 

Figure 2.13(b). Plus, several illustrative C.F cases are pointed. To highlight the 

power attributes of the selected wind generator, the first curve is elaborated as 

revealed in Figure 2.14 and then converted into rectangular boxes without changing 

the area under the curve to ease the numerical calculations. The rectangular form 

assumes that the capacity factor is constant within the corresponding wind speed 

intervals. 

 

 
(a)      (b) 

Figure 2.13 MWT62/1.0 (a) Power curve (b) Energy output. 
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Figure 2.14 Modified MWT62/1.0 power curve. 

 

As evident in the power curve in Figure 2.14, wind speed is split into regions 

through which power output (Pout) is assumed as constant. The red-hatched slices 

referenced from c1 to c5 in Figure 2.14 depict the portions of each wind strength 

benefited throughout the operation time (i.e. when wind speed is between 3.5-25 

m/s). Depending on the width of these slices, the mean capacity factor (mean Pout) is 

determined by weighing 5%, 20%, 50%, 85%, and 100% power outputs 

correspondingly as given in (2.4). As a remark, by following the same procedure any 

kind of Pout vs. wind speed characteristics can be modeled as shown above. Thus, it 

is quite convenient to model different types of wind generators in this aspect. 

The active operation time of a wind turbine per annum can be represented with 𝜎𝜎 as 

revealed in (2.5). Since the power curve in Figure 2.14 represents the duration of 

active power generation, summation of weighing constants should be equal to the 

fraction 𝜎𝜎 as depicted in (2.6).  

𝐶𝐶. 𝐹𝐹(%) = 𝑑𝑑1 ∗ 5 + 𝑑𝑑2 ∗ 20 + 𝑑𝑑3 ∗ 50 + 𝑑𝑑4 ∗ 85 + 𝑑𝑑5 ∗ 100 (2.4) 
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𝜎𝜎 =
𝐷𝐷𝑠𝑠𝑟𝑟𝑎𝑎𝐶𝐶𝑖𝑖𝜂𝜂𝐷𝐷 𝜂𝜂𝑜𝑜 𝑎𝑎𝑑𝑑𝐶𝐶𝑖𝑖𝑎𝑎𝑠𝑠 𝜂𝜂𝜂𝜂𝑃𝑃𝑠𝑠𝑟𝑟 𝑎𝑎𝑠𝑠𝐷𝐷𝑠𝑠𝑟𝑟𝑎𝑎𝐶𝐶𝑖𝑖𝜂𝜂𝐷𝐷 𝜂𝜂𝑠𝑠𝑟𝑟 𝑎𝑎𝐷𝐷𝐷𝐷𝑠𝑠𝑎𝑎 [ℎ𝜂𝜂𝑠𝑠𝑟𝑟]

𝑂𝑂𝐷𝐷𝑠𝑠 𝐶𝐶𝑠𝑠𝑎𝑎𝑟𝑟 [ℎ𝜂𝜂𝑠𝑠𝑟𝑟]
 (2.5) 

� 𝑑𝑑𝑚𝑚

5

𝑚𝑚=1

= 𝜎𝜎 (2.6) 

 

To illustrate the methodology, three distinct capacity factors, 20%, 30%, and 40% 

will be considered while deriving the operational efficiency definition. 

2.4.2. Novel Operational Efficiency Definition for Wind Turbines 

The classified wind speed intervals according to possible wind strengths in Figure 

2.14 are tabulated in Table 2.4. Then, occurrence frequency of each wind strength is 

weighed so that corresponding 5%, 20%, 50%, 85% and 100% power outputs 

provide the mean capacity factors depicted in the first column of Table 2.4. The 

wind data provided in [99] was benefited to determine ¢1-¢5 in Table 2.4. ¢1-

¢5 coefficients represent the weight of each wind strength benefited during 𝜎𝜎% 

operation time. The sum of the wind speed coefficients is unity as revealed in (2.7). 

Thus, c1-c5 and ¢1-¢5 represent the coefficients of the same weigh function; however, 

∑ 𝑑𝑑𝑚𝑚= 𝜎𝜎 whereas ∑ ¢𝑛𝑛=1. Thus, in order to reflect idle time period (no power 

generation) c1-c5 constants should be normalized by multiplying ¢1-¢5 with 𝜎𝜎 as 

shown in (2.8). Consequently, equivalent capacity factor per annum is embodied. 

 

Table 2.4 Wind speed classification. 

C.F (%) 

Wind Speed Coefficients (¢𝒏𝒏) 
¢𝟏𝟏 

3.5-5.5 m/s 
Pout=5% 

¢𝟐𝟐 
5.5-7.5 m/s 
Pout=20% 

¢𝟑𝟑 
7.5-10 m/s 
Pout=50% 

¢𝟒𝟒 
10-12.5 m/s 
Pout=85% 

¢𝟓𝟓 
12.5-25 m/s 
Pout=100% 

20 % 0.30 0.30 0.20 0.10 0.10 
30 % 0.20 0.25 0.15 0.15 0.25 
40 % 0.10 0.10 0.20 0.25 0.35 
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� ¢𝑛𝑛

5

𝑛𝑛=1

= 1 (2.7) 

� 𝑑𝑑𝑚𝑚

5

𝑚𝑚=1

= 𝜎𝜎 ∗ � ¢𝑛𝑛

5

𝑛𝑛=1

 (2.8) 

 

Operational efficiency ηop can be calculated using (2.9): 

ηop= ¢1∙η5% + ¢2∙η20% + ¢3∙η50% + ¢4∙η85% + ¢5∙η100% (2.9) 

 

where η5%, η20%, η50%, η85%, and η100% are the efficiencies at 5%, 20%, 50%, 85%, 

and 100% load (power output), respectively. As a remark, ηop definition uses 

coefficients ¢1-¢5 since efficiency can be discussed only when power is generated. 

Wind speed classification as given in Table 2.4, and an efficiency curve against 

output power percentage to calculate necessary efficiency values (η5%, η20%, η50%, 

η85%, η100%) are necessary to compute the operational efficiency (ηop) of the wind 

turbine.  

To sum up, the novel operational efficiency definition provided in this chapter is a 

more flexible definition compared to EURO and CEC definitions since it has 

variable weigh coefficients that takes into account C.F of corresponding wind 

turbine. Hence, operational efficiency is obtained in a fairer manner regarding the 

intermittent attributes of the wind. 

2.5. Grid Codes Overview 

In Chapter 1, due to the high wind power penetration in power system the necessity 

of grid codes to monitor the quality and sustainability of the wind energy injected 

into the grid was briefly stated. Additionally, recent wind turbine technologies were 

also described. In this section, widely used grid connection requirements determined 

by international codes dedicated for wind turbine applications, fault ride-through 
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capabilities of different wind turbine technologies and the impact of grid stiffness on 

the quality limits of the injected power to the grid will be explained in detail. Since, 

grid-side VSC design is made according to the restrictions and boundaries 

determined by these special grid codes. 

Connection and operational requirements are defined by grid codes for all parties 

involved such as power plant owners, large consumers and service providers related 

to transmission system. Specifications of original grid codes for power plants were 

held regarding synchronous machines. Yet, wind turbines are designed based on 

different technologies having considerable impacts on conventional transmission 

system [44]. TSOs have done the revision of the grid codes to be able to sustain 

reliable and stable power production to the loads, meantime they enable large scale 

wind power production [36][41]-[43]. Although the requirements are dependent on 

the characteristics of each individual transmission system, structural harmonization 

study for the grid codes was meant establishing a general common grid code scheme 

in which generic layout and specifications are fixed and agreed upon by all the 

TSOs, developers of WPP, and wind turbine manufacturers [45]. With this approach, 

WPPs, regardless of any specific grid codes, should meet the common requirements. 

The most common requirements consist of: 

i. Control of active power, 

ii. Control of reactive power and voltage, 

iii. Operating ranges of frequency and voltage, 

iv. Capability of fault ride through (FRT). 

Requirements mentioned above and further discussions can be seen in the literature 

[23][33]-[35][44]-[46]. A brief review of these common requirements is included for 

the investigations performed in this thesis. 

2.5.1. Active Power Control 

Dynamic participation of wind turbines is necessary in the grid operation control in 

terms of regulation of their active power output. Regulation of active power in grid 
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codes cover active power control modes limiting the maximum active power, 

balancing the active power output, and defining the ramp rates either in upward or 

downward direction. Examples of mentioned control modes can be seen in Figure 

2.15. 

Control modes enable TSOs managing wind turbines in a predictable way to 

decrease the uncertainties due to the wind behavior. They could also provide 

supervision for integration of wind turbines into current transmission plans and 

market operations. In addition, maintaining power reserve can be achieved via 

employment of these modes to control frequency. Update rate of active power 

reference (from TSOs), rate of start-up ramp, rate of shut down ramp, and functions 

of system protection are the extra requirements which are specified in the active 

power control title in grid codes [33]-[35]. 

 
Figure 2.15 Active power control requirements  

(a) Absolute power constraint (b) Delta production constraint (active power reserve) 

(c) Power gradient constraint [33]. 

 
 
44  
 



Active participation of wind power plants is possible for grid operation and control 

done regulating the output power. Currently, all of the grid codes regulate the 

requirements on regulation capabilities of the active power of wind power plants by 

taking the form of several different modes of control into account. This situation is 

illustrated in Figure 2.15. Considering the primarily available active power (i.e. 

prevailing wind properties), output power can be adjusted to a specific amount of 

power (Figure 2.15(a)) or to endure a stable relationship with the available power 

such as maintenance of a specified reserve, the value either in MW or in a 

percentage value of the available power (Figure 2.15(b)). There may be some extra 

requirements such as limitation of the change rate of the output power (Figure 

2.15(c)). Increase in power is possible by ramp rate; however, system operation with 

a power reserve is required to become effective while the output power is 

decreasing. 

 

 

Figure 2.16 Typical power vs. frequency response [33]. 

 

Provision of related services from wind power plants such as participatory frequency 

control and spinning reserve provision as a consequence of active power control are 

already mentioned previously. As can be seen in Figure 2.16, frequency response 

request is possible within the over-frequency region (reduction of active power 

related to deviation of positive frequency) as well as under frequency. In the latter, 
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the wind power plant should be in operation with a power reserve if frequency is in 

the normal operating range. This situation inevitably has economic aspects. 

2.5.2. Reactive Power and Voltage Control 

Reactive power output of a wind turbine is regulated in response to changes in 

voltage at grid connection point as well as reactive power references which are sent 

by TSOs. Requirements of reactive power are dependent on the properties of grid 

connection point such as short-circuit power of the connection point, X/R ratio, and 

penetration level of wind power. In grid operation, three different options are 

possible for reactive power references which are defined by TSO; reactive power, 

power factor and voltage references. Grid codes indicate these operating conditions 

of reactive power such as P/Q and V/Q curves as shown in Figure 2.17 and Figure 

2.18, respectively. In addition, rate of reactive power ramp, control of reactive 

power and accuracy of measurement, settling and rise times for reactive power 

change are set in grid codes. 

 

 
 

Figure 2.17  P-Q dependencies of three variants [36]. 
 
 
 

 
 
46  
 



 

Figure 2.18 V-Q dependency [36]. 

 

Capabilities of reactive power regulations are demanded by several grid codes. This 

requirement is affected by external provision of a specific reactive power value or by 

a specific power factor. Furthermore, capability of reactive power regulation might 

be exploited for voltage control purposes in the wind power plant connection point, 

or in a relatively distant node. Figure 2.19 shows typical requirements for the power 

factor regulation range which depends on the terminal voltage and the active output 

power of the wind farm, respectively. 

 

 

Figure 2.19 Typical requirements for power factor variation range in relation to the 

voltage [33]. 
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2.5.3. Frequency and Voltage Operating Ranges 

Wind turbines have to be able to operate in a range of the rated voltage and 

frequency values of the point of common coupling (PCC) in order to avoid instable 

operation caused by the disturbances in the grid. This requirement can be defined as 

the frequency/voltage operation zones shown below: 

i. Continuous operation in a defined range below and above the nominal point. 

ii. Time limited operation with possible reduced output in extended ranges. 

iii. Immediate disconnection. 

In grid codes, voltage-frequency operational range window is graphically 

represented in Figure 2.20. These ranges rely on the characteristics of the 

transmission system.  

 

 

Figure 2.20 Voltage/Frequency operating ranges [36]. 
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Figure 2.21 provides a comparison of the operating frequency limits in countries 

using 50 Hz. 

 

 

Figure 2.21 Comparison of the operating frequency limits in European countries [33]. 
 

2.5.4. Fault Ride Through Capability 

Short circuits are the main reasons of voltage faults on wind turbine terminals. They 

might occur in several different locations of the power system in various ways such 

as line-to-ground and line-to-line faults. Type of the fault and electrical distance to 

the location of the fault determine the amplitude of a voltage dip on an individual 

wind turbine or entire wind power plant. In the past, wind turbines were used to be 

disconnected from the grid just after abnormal voltage conditions occurred. 

However, this way of response to voltage faults is not suitable for use in power 

systems having high wind penetration. Disconnection of great number of wind 

turbines from the grid responding to voltage faults might result in instability 

problems for the entire system. Furthermore, the disconnection might even create 
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system blackouts. For prevention of these problems, wind power plants are required 

to operate continuously. Even in the situations where voltage dip drops drastically, 

voltage recovery is supported by injection of reactive current and active power 

restoration is achieved after clearing the fault with limited ramp values. Therefore, 

wind turbines employing developed technology stay connected to the grid during 

voltage faults having certain durations and depths, and continue to operation 

normally right after the fault clearance. This situation is named as fault ride through 

(FRT) capability, and holds for both low and high-voltage cases [29]. 

Wind turbine FRT capability is explained further: 

i. FRT with low and high voltage ride through (VRT) as well as recovery slope 

for symmetrical and asymmetrical faults which wind power plants have to 

bare without disconnecting from the grid, 

ii. Limitation of active power and reactive power when faults and recovery 

occur, 

iii. Injection of reactive current for supporting voltage when fault and recovery 

occur, 

iv. Active power restoration with limited ramp after clearing the fault. 

Generally in grid codes, Figure 2.22 describes the FRT as the limiting voltage curve 

at the grid connection point. The explanation of the shaded areas is made below: 

i. In zone 1, 3-phase short circuits or symmetrical voltage drops, because the 

disturbances must not cause instability or disconnection of the wind turbines 

from the power system. 

ii. In zone 2, there are two possibilities. First one is that wind turbines have to 

remain connected to the grid during the fault. If wind turbines are not able to 

meet the requirement, change of the borderline occurs by agreement with the 

TSO. The second one is a short-time disconnection of the wind turbines from 

the power system which is permitted by agreement with the TSO. If the wind 

turbines become instable during the passage through the fault or the 

generator protection is activated. 
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iii. In zone 3, short-time interruption of the wind turbines from the grid is 

acceptable. Furthermore, the disconnection of the turbines along protection 

systems is allowable. 

 

 

Figure 2.22 Limiting voltage curves at PCC [36]. 

 

When a voltage drop occurs, the wind turbines have to be able to support the grid 

voltage by injection of additional reactive current as described in Figure 2.23. 

Additionally, reactive current injection dead, rise, and settling time together with the 

post fault support time are specified regarding the grid codes. 
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Figure 2.23 Principle of voltage support during a grid fault [36]. 

2.5.5. Overview of International Standards Concerning Power Quality 

Inserted by Wind Farms into the Grid  

Harmonic current emission of wind turbines is described in standards considering 

measurement and assessment of power quality. Degree of variation is determined at 

the point of common connection (PCC) in which consumer and supplier 

responsibilities match. Limits for harmonic emissions are usually provided for only 

harmonic currents, not for harmonic voltages. Therefore, harmonic voltages have to 

be determined from the harmonic current emission of the wind turbine; meantime 

the frequency dependent short circuit impedance might be varying. Due to the grid 

impedance varying with frequency, utilities are not always capable of providing the 

frequency dependency of the grid impedances. This situation causes calculations to 

be difficult [47]. Harmonic background distortion resulting in great uncertainty is 

another consideration to be taken into account. 

Harmonic emission is regarded as a power quality concern for modern wind turbines 

which are capable of operating with varying wind speed. Therefore, related 

standards such as IEC 61400-21 have requirements in terms of the measurement of 
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harmonics and their inclusion in the power quality certification for wind turbines 

[48]. Wind turbines having power electronic converters have a potential for causing 

harmonic distortion, thus knowledge in their harmonic current emissions is required 

for prediction of wind power plant behavior and design of reliable wind power 

plants [47]. Harmonic contribution at the point of common coupling of a wind power 

plant having multiple wind turbine generators arises from the harmonic generation 

of single wind turbines [47]. Harmonics can be divided into characteristic harmonics 

and non-characteristic harmonics with a power electronic equipment point of view 

where the distribution of phase angle is achieved randomly over different wind 

turbines. If loads, transmission and distribution systems are balanced, there is only 

characteristic harmonics. Non-characteristic harmonics are not related to the 

converter topology. However, they are determined by the operating point and control 

of the individual converter used in the wind turbine [47]. 

All things considered, harmonic current emission of each wind turbine should be of 

particular interest. Resulting harmonic voltages can either be calculated by 

estimating or measuring the frequency dependent grid impedances. As a remark, 

stiffness of the grid must be put special emphasis since this impedance is a function 

of short-circuit power and has a great impact on the grid impedance. Details 

concerning the stiffness of the grid will be provided in the following subsection. 

There are a number of grid codes addressing testing and measurement techniques of 

the harmonic currents injected by each wind turbine to the grid. IEC 61400-21 is the 

most common and extensive standard that TSOs and WPP developers widely uses. It 

is devoted to grid-connected wind turbines and presents the procedure of harmonic 

measurement and analysis for grid connected wind turbines particularly for those 

equipped with power electronic converters. In this standard, other beneficial and 

required standards are also addressed in order to provide detailed testing and 

measuring techniques. For instance, IEC 61000-4-7, IEC 61000-4-30 are suggested 

standards of measuring methods on harmonic emissions. Also, IEC 61000-3-6 is 

used to indicate current harmonic distortion limits. Furthermore, IEC 61000-2-2 is 

the standard defining the current interharmonic distortion limits. As a remark, IEEE-
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STD-519 is the general standard addressing recommended practices and 

requirements for harmonic control in electrical power systems. The last but not the 

least standard for WPPs suggested by IEC 61400-21 is EN50160 that addresses the 

international voltage harmonic distortion limits. 

2.5.5.1. Current and Voltage Harmonic Standards Considered in the 

Design Phase 

In the light of abovementioned current and voltage harmonic standards, grid 

connection requirements for wind energy systems in terms of voltage and current 

harmonics is depicted below in Figure 2.24. As a remark, the boundaries and 

restrictions addressed by these standards will be directly used as input to the VSC 

and filter design phases. The designed VSC with LCL-filter must yield grid currents 

compatible to the current harmonic distortion limits; meantime guaranteeing proper 

converter and filter design suitable to conventional design methodology. It should be 

noted that harmonic emission of the designed system must be computed by 

following the instructions in IEC 61400-21 and sub-standards in Figure 2.24. 

Current harmonic 
distortion limits

IEC 61400-21

IEC 61000-3-6 EN 50160

IEC 61000-2-2

Voltage harmonic 
distortion limits

Harmonic measurement and analysis procedure 
for grid connected wind turbines

EN 61000-2-2
 

Figure 2.24 Suggested harmonic standards for grid-connected wind turbines. 

2.5.5.1.1. Harmonic Voltage Injection Limits Set by EN 50160 

This standard addresses the international voltage harmonic limits that can 

particularly be used for wind farm applications [49]. As shown in Figure 2.24, EN 

50160 also mentions EN 61000-2-2 EMC standards particular for low voltage 
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characteristics. To sum up, the restrictions addressed by EN 50160 can be 

highlighted as below. 

i. Voltage unbalance for three phase inverters:  max. 3% 

ii. Voltage amplitude variations: max +/-10% 

iii. Frequency variations: max +/-1% 

iv. Voltage dips: duration < 1 sec, deep < 60% 

v. Voltage harmonic levels. (5th-6%, 7th-5%, 11th-3.5%, 13th-3%, THD < 8% 

in LV and THD < 5% in MV and THD < 3% in HV. 

where THD stands for total harmonic distortion and it is calculated as: 

 

THD (%)=
�∑ (ILLi)2n

i=2
ILL1

 x 100 (2.10) 

 

and where i is the harmonic order and ILLi is the amplitude of the ith line-to-line 

harmonic current and n is the highest harmonic order to be involved.. Note that for 

voltage THD, I’s in (2.10) can simply be replaced with voltage [52]. Besides, the 

maximum values of individual harmonic voltages up to 25th component are 

highlighted in Table 2.5 

 

Table 2.5 Values of individual harmonic voltages at the supply terminals for orders 

up to 25, given in percent of nominal voltage Un [49]. 

Odd Harmonics 
Even harmonics 

Not multiples of 3 Multiples of 3 

Order h Relative 
voltage (%) Order h Relative 

voltage (%) Order h Relative 
voltage (%) 

5 6 3 5 2 2 
7 5 9 1.5 4 1 
11 3.5 15 0.5 6…24 0.5 
13 3 21 0.5   
17 2     
19 1.5     
23 1.5     
25 1.5     
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Additionally, IEC 61400-21 suggest that the wind turbines connected directly to the 

medium voltage network through a standard step-up transformer should have a total 

voltage harmonic distortion, THDv less than 5% including all harmonics up to order 

50 measured as 10 min average data at the HV-side of the wind turbine step-up 

transformers (MV-level). It is also reported that harmonics below 0.1% of rated 

voltage should be neglected [48]. In addition, IEEE-STD-519 recommends THDv 

should be less than 5% on power lines below 69 kV including that lower harmonic 

limits are forced on higher supply voltages [52]. 

2.5.5.1.2. Harmonic Current Injection Limits Set by IEC61000-3-6 

IEC 61000-3-6 provides a useful guideline as well as limits for harmonic current. In 

the IEC 61400-21 guideline, harmonic measurements are not actually necessary for 

wind turbines operating at fixed speed of which the induction generator connection 

is directly to the grid. Harmonic measurements are needed only for wind turbines 

operating at variable wind speed which normally have electronic power converters. 

Generally, wind turbine power converters are pulse-width modulated inverters which 

have carrier frequencies ranging from 2 to 3 kHz, and mostly produce inter-

harmonic currents [51]. 

The harmonic contribution of each wind turbine is different since the operating point 

and system properties are unique for each turbine. Therefore, it is very unlikely that 

all wind generators in a wind farm inject worst case harmonic currents with the same 

phase angle at the same time. In Europe, the standard IEC 61400-21 recommends to 

apply the current harmonic standard IEC 61000-3-6 that involves the superposition 

of the harmonics by grouping harmonics within certain intervals. IEC 61000-3-6 is 

valid for pulling loads requiring the current total THD smaller than 6-8% depending 

on the type of the network. For the individual low current harmonics specifications, 

Table 2.6 can be applied [51]. 
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Table 2.6 Values of individual harmonic currents at the supply terminals, given in 

percent of fundamental rated current Ir [51]. 

Harmonic order Limit 
5th 5-6 % 
7th 3-4 % 
11th 1.5-3 % 
13th 1-2.5 % 

 

IEC 61000-3-6 provide a guide for summing the harmonic current distortion from 

loads [51]. With the help of this guidance, the harmonic current at the PCC with a 

given number of wind turbines can be estimated by application of equation (2.11): 

 

𝐼𝐼ℎΣ = � � �
𝐼𝐼ℎ,𝑖𝑖

𝐷𝐷𝑖𝑖
�

𝛽𝛽𝑁𝑁𝑊𝑊𝑊𝑊

𝑖𝑖=1

𝛽𝛽

 (2.11) 

 

where 

NWT is the number of wind turbines connected to the PCC; 

IhΣ is the hth order harmonic current distortion at the PCC; 

ni is the ratio of the transformer at the ith wind turbine; 

Ih,i is the hth order harmonic current distortion of the ith wind turbine; 

β is an exponent with a numerical value to be selected according to Table 2.7 and the 

points below. 

 

Table 2.7 Specification of exponents according to IEC 61000-3-6. 

Harmonic order β 

h < 5 1,0 
5 ≤ h ≤ 10 1,4 

h > 10 2,0 
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If the wind turbines have the same properties and capacity, and the line of their 

converters are commutated, the harmonics are tend to be in phase and β = 1 can be 

used for all harmonic orders. Equation (2.11) does not take into consideration using 

transformers having different vector groups which might cancel out some particular 

harmonics. If this is the case, adequate measures should be included to involve the 

effect of it. Equation (2.11) can be employed for current interharmonics and higher 

frequency components as well. Since current interharmonics and higher frequency 

components are assumed to be uncorrelated, it is recommended to use β = 2 in (2.11) 

for summing these. 

2.5.5.2. The Impact of Injected Harmonics According to Stiffness of the 

Grid 

The harmonic currents cause harmonic voltage drops along the line impedance, in 

return distorting the voltage. The extent of this distortion is mainly related to the 

distorting load power and the short-circuit power of the equivalent network, so even 

small power distorting loads can affect significantly the bus voltage if the line short-

circuit power is low [47]. Thus, the short-circuit power (SCC) is an important 

indicator shading light on the stiffness of the grid.  

Since wind farms are typically located far from major load centers and central 

generation, most of the time there is no option other than connection to the weak 

grids [47]. In the literature, stiffness of the grids is generally represented by the term 

short-circuit ratio (SCR). It is defined with the ratio of SCC to the installed VA 

capacity of the system Sn. The terms SCC and SCR can be calculated as follows in 

(2.12) and (2.13), respectively. 

 

𝑆𝑆𝐶𝐶𝐶𝐶 =
𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

2

|𝑍𝑍𝑙𝑙𝑖𝑖𝑛𝑛𝑟𝑟| 
(2.12) 

𝑆𝑆𝐶𝐶𝑅𝑅 =
𝑆𝑆𝐶𝐶𝐶𝐶
𝑆𝑆𝑛𝑛

 (2.13) 
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where Zline is the impedance of the line connecting the grid with wind farm and Vrated 

is the rated voltage of the grid.  

In the literature, if the SCR is less than 8-10, grid is considered as weak grid; 

whereas, grids with SCRs higher than 20-25 are regarded as stiff (strong) grid [50].  

In case of WT injecting full power to the weak grid at the PCC with a voltage UPCC, 

changes for different combinations of P and Q can be seen in Figure 2.25 (a). WT 

provides feed in active power all the time, thus P and cos (φ) always stay positive 

while reactive power can be inductive or capacitive [50]. Therefore, for weak grids, 

stable operation cannot be achieved unless there is aid of either additional 

compensation (FACTS-STATCOM) or oversized grid-side converter [50]. 

 

 

(a)      (b) 

Figure 2.25 (a) UPCC at power injection of SWT = 1 p.u. (b) Outline of a process of 

grid instabilization fora weak grid with a low SCR [50]. 
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Possible grid instabilization process can be seen in Figure 2.25(b). Constant increase 

in the active current Id leads to increasing active power P which equals to total 

power SWT, as a result, to increasing UPCC. By means of injecting a reactive current Iq 

PCC voltage can be lowered till the intended operation point is achieved. If the 

injection of Iq is increased more, system operation becomes impossible when UPCC 

falls down to zero volts. The grey arrows Figure 2.25(b) indicate where the maxima 

of the single curves would move if SCR was increased [50]. 

In the light of abovementioned SCR definition and analyses, it can be deduced that 

SCR reflects the capability of injecting the reactive power required by the 

transmission line and transformers. Zline is the sum of the impedances of many grid 

components and typically differs from region to region. If the transmission distances 

increase, as present in offshore wind applications, or Zline increases due to a certain 

reason SCC will diminish and hence so will SCR, in return the grid gets weaker. 

2.5.5.2.1. The Impact of Grid Stiffness on Harmonic Current Injection 

Limits Set by VDEW 

VDEW is the guideline which provides guidance in connection and parallel 

operation of generators at the medium voltage grid [53]. The maximum allowed 

values for harmonic current components (Iv,μ,allowed) can be calculated by multiplying 

the constants shown in Table 2.8 (iv,μ,allowed) by the short-circuit power SCC at the 

connecting point as shown in (2.14): 

 

𝐼𝐼𝑣𝑣,𝜇𝜇,𝑟𝑟𝑙𝑙𝑙𝑙𝑎𝑎𝑎𝑎𝑟𝑟𝑟𝑟 = 𝐼𝐼𝑣𝑣,𝜇𝜇,𝑧𝑧𝑧𝑧𝑙𝑙 ∙ 𝑆𝑆𝐶𝐶𝐶𝐶 (2.14) 
 

Limits for other voltage levels can be obtained by direct calculation using the given 

values, considering those are inversely proportional to the voltage value. Triple 

harmonic components and harmonics up to 25th order have their limits based on the 

ones of next given order (for example, the 9th harmonic order limit is equal to the 

11th one) with the condition that produced zero-sequence currents are not inserted on 
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the grid. The index ν describes the integer harmonics and the index μ the 

interharmonics. 

 

Table 2.8 Allowed rated harmonic currents (VDEW [53]). 
 

Harmonics Order 
v, μ 

Allowed rated harmonic currents  
Iv,μ,allowed in A/MVA 

10 kV Grid 20 kV Grid 
5 0.115 0.058 
7 0.082 0.041 
11 0.052 0.026 
13 0.038 0.019 
17 0.022 0.011 
19 0.018 0.009 
23 0.012 0.006 
25 0.010 0.005 

>25 or pairs 0.06/v 0.03/v 
μ < 40 0.06/μ 0.03/μ 
μ > 40* 0.18/μ 0.09/μ 

 
* Integer and not integer within a Bandwidth of 200 Hz 

 

VDEW sets certain limits on individual harmonics regarding the stiffness of the grid, 

providing the most elaborate current harmonic standards in the literature [53]. Since 

SCC vary over grid to grid, harmonic standards monitored by VDEW provide fair 

restrictions on current harmonic emissions. 

2.6. Conclusions 

In this chapter, a number of statistical data concerning cumulative and annual 

installed capacity of WTs at the end of 2013 have been provided. A possible forecast 

in terms of total installed capacity of wind energy throughout the world within the 

next 4-5 years has been stated. Furthermore, the proportion of WT applications to 

the total installed capacity both in domestic and worldwide aspects has also been 

mentioned. Extensive information about the structure of WPPs and voltage 

connection levels according to the power capacity of WPPs has been demonstrated. 

Plus, the transformer structures on PCC connection in the light of individual and 
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farm applications have been mentioned. Then, as being one of the elements of 

WPPs, the general structure of individual WTs have been taken into consideration 

by focusing on the special power electronics part namely, grid-side DC/AC 

converter of the back-to-back PWM-VSC for full-scale wind turbine structure. 

Additionally, insights on WT applications have been broadened in terms of capacity 

factor and operational efficiency. A novel operational efficiency definition has been 

provided as a figure of merit of WTs. Moreover, international grid codes particular 

for WTs, involving active power, reactive power, voltage and frequency control, 

fault ride through capability and power quality injected to the grid have been 

demonstrated in quite detail. 

Amongst the numerous grid standards, IEC 61400-21 is the fundamental standard 

for grid-connected WTs since it provides harmonic measurement and analysis 

procedure and proposes additional standards to calculate and measure 

voltage/current harmonics/interharmonics properly. However, IEC 61400-21 and the 

other standards addressed by it provide general limitations on current/voltage 

harmonics and do not take the grid stiffness into account. But, it has been shown that 

grid stiffness is the most important variable determining the individual harmonic 

limits. For this reason, the German code VDEW has been widely used all over the 

world by TSOs, WPP developers and WT manufacturers. As VDEW affords the 

most detailed harmonic current limits and considers the medium voltage level 

together with the grid stiffness, it will be utilized for the assessment of the designed 

PWM-VSCs throughout this dissertation. 
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CHAPTER 3 

3. DETERMINATION OF SWITCHING FREQUENCY CONSTRAINT 

REGARDING EFFICIENCY TARGET OF THE DESIGN 

DETERMINATION OF SWITCHING FREQUENCY CONSTRAINT 

REGARDING EFFICIENCY TARGET OF THE DESIGN 

 

First two chapters define the borders of this study. Particularly, Chapter 2 provides 

detailed information about the specifications for the grid interface. To start converter 

design process, this chapter is dedicated to shed a light on the determination of a 

suitable switching frequency or a frequency interval for the design of grid-side 

converter of back-to-back VSC employed in the recent wind turbines. The 

methodology is simple, first of all efficiency criterion (expected efficiency) must be 

determined. Efficiency is one of the most important inputs of converter design 

procedure regardless of the type of system, so every design should aim the highest 

achievable efficiency. On designation of a suitable efficiency target, power rating of 

the converter plays the key role. Taking the type of the converter and the power 

rating into account, equivalent designs in the market can be enquired in order to 

have the insight of which converter topologies, semiconductor types, switching 

techniques, efficiency targets and so on are dominating the choices. For instance, for 

a proper design of back-to-back VSC, modern wind turbine converters having the 

same power rating should be investigated thoroughly and widely favored means of 

topology, semiconductor, switching strategy together with the possible output 

efficiency value should be obtained. As a matter of fact, each type of system has a 

distinct maximum achievable efficiency target since it is primarily limited by the 

recent technological developments on that area. For instance, the output efficiency 

expectations of wind turbine converters and PV converters are quite different 

nowadays due to different input penetration capability. Next section provides 

rewarding information about the grid-connected converters of recent wind turbines 
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according to power rating and voltage level (low-voltage/medium voltage) of diverse 

products of distinct manufacturers. 

3.1. A Brief Survey on Recent Converter Properties 

Electric power obtained from wind generators is not constant due to wind speed 

variations. The generated electric power and the loss in WTG systems change 

corresponding to the wind speed variations, and consequently the efficiency and the 

capacity factor of the system also change [104]. In this chapter, the losses and 

prospective efficiencies of wind generator systems having back to back VSCs are 

explained. The wind characteristic of each area is different and thus the optimal 

WTG system for each area is different. In the determination of optimal WTG 

system, annual energy production and capacity factor are very important factors. In 

order to capture more energy from wind, it is essential to analyze the loss 

characteristics of converters within WTG systems. For this purpose, wind turbine 

converters of well-known WT manufacturers such as ABB, Siemens, Vacon and so 

on will be examined regarding the proposed switching frequency intervals and 

energy efficiency at the converter’s rated point. Widespread generator configurations 

preferred in the products and favored topologies and voltage-levels in the back-to-

back VSCs are investigated regarding the power rating of the products.  

3.1.1. Features of Low-Voltage and Medium Voltage Wind Turbine 

Converters 

As mentioned in Chapter 1-2, partial-scale and full-scale converters are the most 

favored structures in today’s WT systems. For instance, ABB low voltage wind 

turbine converters, ACS800 series offers 0.6-6 MW converters in these two 

configurations [105]. It is better to tabulate the features of this series in Table 3.1. 

As evident in Table 3.1, low-voltage converters operate around 96.5%-98% 

efficiency at the rated load. Although higher power levels can be reached by full-

scale topology, semiconductor losses escalates in return slightly lower efficiency is 

obtained. Besides, full-scale converters utilize paralleled two-level and/or three-level 
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VSC topologies consisting of IGBTs [105]. Also, full power converter over 2 MW 

offers a redundancy design option for parallel connected sub-converters. Very low 

total harmonic distortion is also attained for both configurations.  

Table 3.1 ACS800 low-voltage wind turbine converters [105]. 

Converter model ACS800-67 ACS800-67LC ACS800-77LC ACS800-87LC 

Converter type Partial-scale (DFIG) 
Full-scale (Permanent magnet / 

Asynchronous generator.) 

Power range 0.9-2.2 MW 1-3.8 MW 0.6-3.3 MW 1.5-6 MW 

Optional sub-converter 
configuration 

- - 
Available from 

1.9 MW 
Available from 

3.6 MW 

Electrical data 

Rated grid voltage 525 to 690 V AC, 3 ph, ±10% 

Nominal frequency 50 ± 3 Hz / 60 ± 3 Hz 

Efficiency at 
converter’s rated point 

≥ 98% ≥ 97% ≥ 96.5% 

Grid harmonics 
Total harmonic current 

distortion 
(n = 2 to 40) 

Max 3% 
with DFIG generator current 

Max 4% 

 

On the other hand, PCS 6000 for large wind turbines medium voltage, full power 

converters up to 9 MVA is another series of ABB [106]. In medium voltage designs, 

full-scale converter structure is preferred. Particularly, 3L-NPC topology using 

IGCTs is preferred for this series. Three distinct power levels of 4 MVA, 4.5 MVA 

and 9 MVA are offered with 98% efficiency. Also, grid voltage level is 3.3 kV 

[106].  

To sum up, multi-megawatt converter series of ABB for wind power applications are 

classified as below:  

PCS 500 – low voltage: 0.5 – 2 / 4 MVA 

PCS1000 – medium voltage: 2 – 5 MVA. 

PCS6000 – medium voltage: 5 – 9 MVA. 
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Last, VACON 8000 wind turbines offer two power levels 1.5 MW and 2 MW 

connected to 690 VAC grid voltage. DFIG configuration is favored and switching 

frequency is confined to 1.5-3.6 kHz interval [107].  

According to above industrial designs, low-voltage converters are confined to 2-4 

MVA while two-level and three-level converter topologies are employed in the full-

scale converters. Beyond this range, converters are designed according to medium-

voltage network. As the demanded power rating increase, partial-scale converters are 

replaced by full-scale converters. 

3.1.2. Types of Power Semiconductors According to Power Rating 

After discussing available converter topologies, it is time to focus on preferred 

semiconductor types (according to power levels) in commercial products. The 

available power semiconductors are mainly turn-off devices up to high power 

ratings. The ultra-high power area is still covered by the thyristors, which can only 

turn-on and need commutation by the power circuit (Figure 3.1) [108]. 

 

 

Figure 3.1 Power semiconductors [108]. 
 

Further properties of the revealed semiconductor types according to power level are 

summarized in Table 3.2. 
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Table 3.2 Transistors overview [108]. 

Base Technology 
Special 

Features 
Short 

Cct. Lim. 
Switching 

Losses 
Conduction 

Losses 
Tr

an
si

st
or

 

Voltage 
driven turn 

on/off 
technology, 
low control 
energy, high 

switching 
frequency 

Low Voltage 
Insulated Gate 

Bipolar 
Transistor (LV-

IGBT) 

Cost effective, 
module size Yes Low High 

High Voltage 
Insulated Gate 

Bipolar 
Transistor (LV-

IGBT) 

Module size, 
mainstream Yes Low High 

Press Pack IGBT 
(PPI) 

Press packed 
(single source) Yes Low High 

Injection 
Enhanced IGBT 

(IEGT) 

High ratings 
(single source) No Medium Medium 

Th
yr

is
to

r 

Current 
driven turn-

on/-off 
technology, 
high ratings, 

low 
conducting 

losses 

Gate turn off 
thyristor (GTO) 

Need of large 
snubber No High Low 

Integrated gate 
commutated 

thyristor (IGCT) 

High ratings, 
mainstream No Medium Low 

Symmetrical 
gate commutated 
thyristor (SGCT) 

Reverse 
blocking for 

CSI 
No Medium Low 

Only turn 
on, very 

high ratings 

Silicon 
controlled 
rectifier 

(SCR=thyristor) 

Need of 
commutation No Low Low 

 

Consequently, the low-voltage and medium voltage VSCs suitable to wind turbine 

applications mostly involve HV-IGBTs, IGCTs and GTOs due to their highlighted 

properties in Table 3.2. Apart from their features shown in the table, blocking 

voltage vs. current vs. switching frequency attributes according to power level are 

depicted in Figure 3.1. 

3.1.3. Modulation Strategies of Wind Turbine Converters  

In recent years, several space vector algorithms extended to voltage-source 

converters have been found in the research. Most of them are particularly designed 

for a specific number of levels of the converter and the computational cost and the 
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algorithm complexity are increased with the number of levels. Recent space vector 

modulation (SVM) strategies have drastically reduced the computational effort and 

the complexity of the algorithms compared with other conventional SVM and 

sinusoidal PWM modulation techniques [109]. These techniques provide the nearest 

state vectors to the reference vector forming the switching sequence and calculating 

the corresponding duty cycles using extremely simple calculations without involving 

trigonometric functions, look-up tables, or coordinate system transformations. 

Therefore, these methods drastically reduce the computational load maintained, 

permitting the online computation of the switching sequence and the on-state 

durations of the respective switching state vectors. In addition, the low 

computational cost of the proposed methods is always the same and it is independent 

of the number of levels of the converter [109]. Specific types of space vector 

modulation techniques, namely space vector pulse width modulation (SVPWM) and 

discontinuous PWM1 (DPWM1) methods are two of the most widely used 

techniques in industry. Hence, these two methods will be discussed in the next 

section. Further details of SVPWM and DPWM1 can be found in [112]. 

3.2. Determination of Switching Frequency Constraint Regarding Efficiency 

Target of the Design 

As evident from the survey, power rating and efficiency values are shared in the 

manufacturer catalogs and datasheets. Using these two information, converter 

topology must be determined as the first step of the design. As a remark, power 

rating and efficiency are given for a specified converter topology in the datasheets, 

so selection of the topology based on these values is already confined to few 

choices. 2L-VSC and 3L-VSC topologies are the most preferred topologies based on 

the findings in the survey. If higher efficiency is required, selection of 3L over 2L is 

always favored. However, 2L-VSC is still widely used due to its simplicity and mass 

production. As a remark, voltage-level is also important on topology selection. If the 

converter is connected directly to the medium voltage-level, peak output current gets 

quite lower compared to low-voltage connected converter. This enables the designer 

to keep the efficiency at quite high values. On the contrary, high power low-voltage 
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applications limit the design options due to the limited semiconductor technology. 

This situation is overcome by paralleling the modules or converters which in return 

increases the initial costs. After determining the topology, the performance of the 

converter under different switching frequencies must be investigated. In order to 

assess the converter performance in terms of efficiency, a set of switching 

frequencies is used and efficiency (η) vs. switching frequency (fsw) characteristics of 

the design is obtained. The frequency spectrum that fsw set should span depends on 

power rating of VSC. For instance, for tens of kilowatt VSC design, fsw can be 

ranged up to 20-30 kHz; however, for multi-megawatt VSC designs, 4-5 kHz can be 

achieved at most. Finally, evaluation on efficiency vs. fsw characteristics determines 

the achievable switching frequency interval since the switching frequency primarily 

affects the semiconductor loss, the filter loss, and the other losses having various 

attributes against varying switching frequency. Thus, output efficiency of entire 

system (converter + grid interface) is dependent on the switching frequency. It 

should also be noted that to attain such a performance analysis, PWM method should 

also be determined in advance since each part of the system must be definite to run 

simulation/calculation analysis. For this reason, this analysis can be conducted under 

distinct PWM patterns and the one offering better efficiency characteristics is opted. 

Combining all of the steps, Figure 3.2 summarizes the procedure to obtain switching 

frequency constraint for the wind turbine converter design.  

 

Converter rating
Efficiency criterion (η%) 

Converter topology

Efficiency vs. switching frequency
characteristic

PWM method
DC-bus voltage VDC

Grid-voltage Vg

Grid-frequency fg

Side inputs:

Switching frequency contraint

η%

 

Figure 3.2 Determination of fsw constraint regarding efficiency target of the design. 
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Frankly, this flow diagram is also suitable for any kind of power electronics 

converter design taking the maximum achievable efficiency of particular concern. 

3.3. Illustration through a Numerical Design  

In this section, an exemplary switching frequency constraint designation case is be 

provided. The procedure described in the diagram is followed. It should be noted 

that the red box on the right hand-side of the flow diagram (Figure 3.2) reveals the 

necessary inputs to be able to run a simulation or calculation to evaluate the 

efficiency of the system. These are in short, PWM method, the grid frequency (fg), 

the grid voltage (vg), the DC-link voltage (VDC) as depicted in Figure 3.2.  

First of all, converter rating is selected as 1 MVA. According to catalog information, 

1 MVA converters yield efficiency at the converter terminals around 98.5-99%. 

Secondly, instead of selecting a certain type of topology, illustration case is 

broadened by evaluating the three most favored VSC topologies, namely two-level 

(2L), three-level neutral point clamped (3L-NPC) and three-level T-type (3L-T). 

Before the analysis to obtain efficiency (η) vs. switching frequency (fsw) 

characteristics for each topology, PWM pattern is selected. For the illustrative case, 

SVPWM and DPWM1 methods are used. Figure 3.3 depicts efficiency vs. fsw 

characteristics for each topology under SVPWM. For the efficiency target of 98.5-

99%, achievable fsw interval has been unveiled as 1-2.5 kHz for 2L-VSC (fsw-2L 

interval), posing a switching frequency constraint. For the same efficiency target, 

switching frequency is confined to 2-4.5 kHz interval for both 3L-VSC (fsw-3L 

interval) topologies as evident in Figure 3.3. 

To sum up, upper and lower boundaries of fsw is determined for the targeted 

efficiency interval. Thus, if fsw is selected within the determined interval, then 

desired efficiency target is guaranteed. It should be noted that the accuracy of this 

assumption mainly depends on the accuracy of semiconductor loss, filter loss, 

damping loss and other losses calculation mechanisms. If some of the losses are 

neglected in efficiency calculations or loss calculation methods are not so reliable, 

then it is very likely that assumed and obtained efficiency values do not match 
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perfectly. Additionally, when determining fsw interval, there should always be a 

margin to compensate for the unpredictable losses likely to occur during converter 

operation. 

 

 

Figure 3.3 η (%) vs. fsw plot of three VSC topologies under SVPWM. 

 

Finally, in addition to SVPWM method, efficiency vs. fsw attributes of 2L-VSC has 

also been derived under DPWM1 method in Figure 3.4.  

 

 
Figure 3.4. η (%) vs. fsw (SVPWM and DPWM1). 

As evident in the figure, efficiency value differs considerably at the same fsw. 

Therefore, the interval of 1-2.5 kHz (2L-SVPWM) should be updated as 1.5-4 kHz 
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for 2L-VSC under DPWM1. Consequently, for the targeted efficiency, switching 

frequency constraint is obtained for 1 MVA converter for three distinct VSC 

topologies under two different PWM methods. 

3.4. Summary and Conclusions 

This chapter has mentioned mainstream design specifications for recent wind turbine 

converters. In this aspect, possible inputs, expected outputs, favored converter 

topologies, modulation techniques, preferred semiconductor types have been 

investigated through manufacturer catalogs and datasheets for distinct power levels. 

Thus, all of the aspects of grid-side converter of the back to back VSC converter in 

WTs have been covered and an expected efficiency interval has been unveiled that 

the recent converters try to achieve. Then, in order to fulfill this efficiency 

specification, a switching frequency interval has been determined, leading to 

switching frequency constraint of the design procedure. 

This kind of approach on converter design procedure is the most convenient way 

since it minimizes the iterations and tries to offer one-path design. Since all of the 

substantial losses can be modeled as a function of switching frequency, constraining 

it will guarantee an output efficiency complying with the efficiency target. However, 

it should be noted that there should always be a margin while determining switching 

frequency interval to compensate for the unpredictable losses likely to occur during 

converter operation. 

With the proposed method, power rating, topology, PWM method, efficiency 

characteristics, and switching frequency range are determined in order. After 

completing the converter design part, the next step is the design of grid interface i.e. 

LCL-filter design. For this purpose, the next two chapters provide a thorough filter 

design methodology based on a comprehensive theoretical insight. 
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CHAPTER 4 

4.  A COMPREHENSIVE LCL-FILTER STUDY REGARDING CONTROL 

AND STABILITY ANALYSES 

A COMPREHENSIVE LCL-FILTER STUDY REGARDING CONTROL AND 

STABILITY ANALYSES 

 

Most of the grid-connected wind turbines utilize back-to-back converter topology as 

presented in the first three chapters and design of the grid-side converter of the back-

to-back converter topology is the focus of this dissertation. However, the design 

procedure also involves the grid interface design. For the grid interface, LCL-filters 

are used. Since the converter design has been presented in the former chapter, LCL-

filter design and stability analysis are shown in the following two chapters. 

Particularly, this chapter is devoted to the entire control background and stability 

analysis of the grid-connected PWM VSCs utilizing LCL-type filters. The 

advantages brought by LCL-filters mentioned in Chapter 1 will be extended in this 

chapter. 

Modern grid-connected PWM VSCs in wind energy systems widely use voltage-

oriented current control strategy owing to its superiority in both steady-state and 

transient-state performance [54]-[61]. Voltage-oriented current control method can 

be deemed as nested two control blocks: outer block is in charge with dc-link 

voltage control whereas the inner loop regulates the output current [55]-[59][65]. 

Thorough information regarding voltage oriented current control will be provided in 

this chapter. As a remark, inner current control loop requires special emphasis. As 

stated widely in the literature, current control is very complex for the systems 

employing LCL-filters due to the presence of resonance [54]-[68]. The merit of this 

chapter becomes evident at this point. It refines the extensive but disoriented 

information about current control techniques in the literature, modifies the 
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approaches regarding the objectives of wind power applications and provides novel 

arguments that literature lacks. 

4.1. Improvements Provided by LCL-Filters 

As mentioned previously, the connection to the electric utility is provided through 

LCL-line filters rather than single L-filters in modern PWM-VSCs. LCL line filters 

have been found to be superior to the usual L filters in size and weight aspects. 

Especially in high power applications, where the switching frequency is limited to a 

few kHz, single L-filters become bulky and costly. Additionally, the dynamic 

response of the converter is improved owing to the third order characteristics of the 

LCL-network. Besides, LCL-filters ensure a more compact system (smaller passive 

elements) and better ripple and PWM switching harmonic attenuation (60 dB/dec) 

due to its third order characteristics compared to the conventional L-filters 

(20dB/dec). Particularly, reduction in size makes LCL-line filters more favorable in 

high power VSCs. As a result, they have been widely used in renewable energy 

systems of over hundreds of kilowatts [54]-[58]. In spite of these prevailing 

advantages over simple L-filters, the utilization of LCL-filters as the grid interface 

for VSCs, makes the control design very complex. Since, the presence of LC part 

brings about resonant pole pair at the resonant frequency (fres) and this pole pair 

leads to the amplification of undesired harmonic components around the closed-loop 

stability boundary [54]-[56]. This amplification through the filter is emerged due to 

the fact that the LCL-filter has zero or very low impedance around the resonant 

frequency. The harmonics created by the VSC at this frequency are amplified 

through the filter and injected to the grid and hence closed-loop instability is 

inevitable. In the literature, this phenomenon is dealt with the employment of 

various resonance damping methods such as passive damping (PD) provided with 

resistors connected in several ways to the LCL-filter [54][56]; active damping (AD) 

supplied with the modification of the current control structure using filter capacitor 

current [55]-[58], or capacitor voltage [55]; inherent damping (ID) achieved by only 

using converter-side current feedback [57]; and sensorless AD based on estimation 

of the state variables by using complex state observers.  
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PD techniques provide a rugged and simple solution. In PD techniques, resistors are 

added to the filter capacitor (Cf) branch in several different ways to suppress the 

resonance [66]. The variation of the LCL-filter parameters over time or the existence 

of stray inductance and capacitance in the system alter the initially appointed 

resonant frequency; however, the change in the resonant frequency does not affect 

the stability of the system since there is always nonzero impedance at the filter 

capacitor branch blunting the resonance [60]. Hence, PD guarantees the stable and 

long-lasting operation of the system. Besides, unlike AD techniques, there is no need 

to use additional voltage and/or current sensors in PD methods. Although, the 

elimination of extra sensor requirements is attractive; yet, the dynamic response of 

the system deteriorates considerably and high frequency oscillations arise at the edge 

of load changing instants. Since at higher frequencies, damping resistors may reduce 

the order of the LCL-filter to a second order system and hence nullify the 

enhancements brought by the third-order attenuation capability [57]. Moreover, the 

extra losses due to PD not only lead to undesirable temperature rise and decrease in 

the life time of filter elements but also degrade the efficiency of the system 

considerably. 

AD methods; on the other hand, alter the reference voltage information to create a 

fictitious damping term with no additional power losses [60]. So, harmonics at 

resonant frequency are not excited and closed-loop stability is maintained. The 

verification of the AD methods is stated explicitly in the literature; however, the 

complexity in the controllers and adjustment of LCL-filter parameters to achieve a 

suitably damped system requires more effort. Besides, AD methods usually involve 

additional sensors, which bring an extra cost [54]-[58]. Thus, the increase in the 

overall system cost and implementation complexity is unavoidable, orienting 

designers to reduce the number of the sensors or to develop sensorless AD methods, 

where the necessary state variables are estimated by means of complex state 

observers. Nonetheless, complex state observer based solutions are not reliable since 

they are highly dependent on the system parameters that may change over a period 

of time or under distinct operation conditions [54]. 
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To summarize, each damping method has its own characteristic features which may 

be appealing in terms of design simplicity or cost. The cost minimization for the 

operation of the converter should be considered by the designer and then optimum 

damping method should be opted. The power rating is also an important constraint 

since high power applications are generally not suitable for AD due to very limited 

switching frequencies around a few kHz [63]. 

4.2. System Description and Modeling  

Figure 4.1 demonstrates a three-phase VSC connected to the grid via an LCL-filter. 

In order to model the behavior of the grid at the point of common coupling (PCC) 

accurately, the grid resistance (Rgrid) and the grid inductance (Lgrid) are taken into 

account. Any load connections to the grid are achieved through PCC. Hence, it is 

better to say that LCL-filter is settled between the VSC and PCC.  

 

 

Figure 4.1 Grid connected three-phase VSC with control block. 
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PWM in conjunction with cascaded closed-loop control structure with outer dc-link 

voltage control and inner current control loop is utilized very frequently in grid-

connected VSC applications. Unlike simple L-filters, LCL-filters have two available 

current feedback state variables providing flexibility in the measurements regarding 

the trade-off between resonance damping and dynamic performance [70]. Inner 

current loop utilizes either the converter-side current (ic) or the grid (line) side 

current (ig) as the feedback variable as shown in Figure 4.1. However, deciding on 

the type of the current feedback is not an easy task. On the one hand, if the industrial 

unit contains current sensors embedded in the converter (i.e. for protection 

purposes), feeding back the converter-side current is rational. Yet, power factor (PF) 

compensation becomes mandatory due to the presence of the filter phase shift in this 

method. On the other hand, if the primary objective is to control PF at the PCC, the 

employment of grid-side current feedback is reasonable. Then, the line current phase 

angle can be directly controlled. However, the requirement of the line current 

measurement brings additional cost of current sensors and decreases reliability [54]- 

[61]. Overall, the priority of the objectives of the design generally determines the 

current feedback variable. 

Dannehl et al. [61] have come up with the fact that grid current feedback is slightly 

more stable than the converter current feedback for the designed set of LCL-

parameters. However, it should be born in mind that the position of the resonant 

frequency in the frequency domain completely affects the stability performance of 

the each feedback type. Thus, Holmes et al. [58] identify two distinct regions 

(separated by critical resonance frequency) regarding the location of resonant 

frequency when grid current feedback is employed and comments on the possible 

outcomes when the converter current feedback is utilized. In the light of those 

developments in the literature, this dissertation tries to cease the ambiguity of which 

type of current control provides better dynamic performance while not 

compromising resonance damping will be clarified fully under distinct resonant 

frequencies in the following sections. 
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4.3. Control Overview and Controller Design  

In this work, stabilization is not regarded as the only aim of the controller design 

procedure, damping extent of the resonance poles are also investigated and 

correlated with high frequency oscillations occurring at the transient periods. Apart 

from resonance poles, low frequency system poles (dominant poles) of the system 

are also considered to comment on overshoot percentages of the dynamic responses 

presented by means of MATLAB® and SIMPLORER® outputs. 

The ideal LCL-filter consumes only reactive power; nevertheless, the components in 

real life have resistive parts. However, the core and copper loss of grid-side filter 

inductors (Lg) and converter-side filter inductors (Lc) and the equivalent series 

resistances (ESRs) of filter capacitors (Cf) are neglected in controller design phase to 

model a worst case undamped scenario.  

4.3.1. Control Overview 

Figure 4.2 shows the cascaded control structure of a three-phase VSC. The outer 

control loop regulates the dc link voltage VDC
 to the constant reference value VDC

* 

by producing the reference value for the current controllers. The inner control loop 

regulates the active and reactive components of the current feedback variable in the 

light of the reference value generated by the outer loop. Hence, this nested control 

loop structure can be named as “voltage-oriented current control technique”. Both of 

the outer and the inner loop achieve regulation in synchronous reference frame 

which are locked directly to the grid voltage vector as depicted in Figure 4.2. The 

phase angle of line voltages are determined using phase-locked loop (PLL) 

algorithm stated in [63]. Either grid current feedback or converter current feedback 

can be set as the current feedback variable as shown in Figure 4.2 noting that the 

LCL-filter transfer function differs in each case. 
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Figure 4.2 Current control structure. 

 

In order to acquire current control with rapid dynamic response, a rotating frame is 

frequently preferred in the current controller designs. Nevertheless, there are also 

other current controllers such as resonant controllers employing stationary frame. In 

this work, the control loop is designed as a two-phase dq-reference frame rotating at 

the grid frequency ωg as shown in Figure 4.4. Thus, the control of three-phase ac 

signals is evolved to the control of two-phase rotating dq-reference frame dc signals. 

It is more advantageous to control dc values because as a well-known linear control 

technique, namely PI controller performs reference tracking with zero error in 

steady-state employing dc values. Thus, reliability (zero error in the steady-state) 

and simplicity (two PI current controllers rather than three) is ensured by 

implementing the current control design in dq-frame.  

In Figure 4.2, the outer dc-link voltage control loop produces the dq current 

reference vector (𝑖𝑖𝑟𝑟𝑑𝑑
∗ ) for the inner current control loop. Then, 𝑖𝑖𝑟𝑟𝑑𝑑

∗  is compared with 

the actual value of the current feedback variable 𝑖𝑖𝑟𝑟𝑑𝑑 transformed into the dq-frame 

and the output of the inner current control loop then determines the reference value 

for the dq-frame VSC output voltage vector 𝑎𝑎𝑐𝑐,𝑟𝑟𝑑𝑑
∗ . Subsequently, this reference 

voltage value is back-transformed into the stationary abc-reference frame and then 

this three-phase voltage vector is employed to generate PWM signals for the 

switching of the VSC.  
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Before descending the particulars of the control design stated in Figure 4.2, the 

transformation of balanced three-phase signals with respect to the rotating dq-frame 

will be elaborated in the following subsection. 

4.3.1.1. Three Phase abc-frame to Two Phase dq-frame Conversion 

Let ia, ib, and ic be a set of balanced three-phase current waveforms travelling in 

space in abc sequence (clockwise direction, CW) with grid frequency in the 

stationary abc-reference frame as shown below in (4.1). 

�
𝑖𝑖𝑟𝑟
𝑖𝑖𝑏𝑏
𝑖𝑖𝑐𝑐

� = �
𝐼𝐼cos (𝜔𝜔𝐶𝐶)

𝐼𝐼cos (𝜔𝜔𝐶𝐶 − 2𝜋𝜋 3⁄ )
𝐼𝐼cos (𝜔𝜔𝐶𝐶 + 2𝜋𝜋 3⁄ )

� (4.1) 

Firstly, these vectors are transformed into two-phase stationary αβ-reference frame 

as shown in Figure 4.3. The transformed current waveforms in αβ-reference frame 

are represented with iα and iβ and they also travel in CW direction in space. 
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b

c
 

α

β
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Figure 4.3 Stationary abc-frame and stationary αβ- frame. 

 

Resolving abc phase vectors along α and β axes yields three equations with three 

unknowns as shown in (4.2). The magnitude of each component in αβ-frame is 

represented with N2; whereas, N3 is used for the components in abc-frame. 

 
 
80  
 



𝑁𝑁2𝑖𝑖𝛼𝛼 = 𝑁𝑁3𝑖𝑖a + 𝑁𝑁3𝑖𝑖𝑏𝑏 cos �
4𝜋𝜋
3

� + 𝑁𝑁3𝑖𝑖𝑐𝑐 cos �
2𝜋𝜋
3

� 
 
 
 

𝑁𝑁2𝑖𝑖𝛽𝛽 = 0 + 𝑁𝑁3𝑖𝑖𝑏𝑏 sin �
4𝜋𝜋
3

� + 𝑁𝑁3𝑖𝑖𝑐𝑐 sin �
2𝜋𝜋
3

� (4.2) 

𝑁𝑁2𝑖𝑖0 = 𝑘𝑘𝑁𝑁3𝑖𝑖a + 𝑘𝑘𝑁𝑁3𝑖𝑖𝑏𝑏 + 𝑘𝑘𝑁𝑁3𝑖𝑖𝑐𝑐  

Then, these three equations in (4.2) are organized in matrix notation in (4.3). 

�
𝑖𝑖0
𝑖𝑖𝛼𝛼
𝑖𝑖𝛽𝛽

� = 𝑁𝑁3
𝑁𝑁2

 �
𝑘𝑘 𝑘𝑘 𝑘𝑘
1 −1/2 −1/2
0 −√3/2 −√3/2

� �
𝑖𝑖𝑟𝑟
𝑖𝑖𝑏𝑏
𝑖𝑖𝑐𝑐

� (4.3) 

 

 

 

By using the orthogonality condition of the matrices 𝐴𝐴𝑟𝑟
∗𝐴𝐴 = 𝐼𝐼3𝑥𝑥3 [71], A and N3/N2 

turn out to be as following in (4.4) where 𝐴𝐴𝑟𝑟
∗ is conjugate transpose of A, I3x3 is 3x3 

identity matrix. 

�
𝑖𝑖0
𝑖𝑖𝛼𝛼
𝑖𝑖𝛽𝛽

� = �2
3

 �
1/√2 1/√2 1/√2

1 −1/2 −1/2
0 −√3/2 −√3/2

� �
𝑖𝑖𝑟𝑟
𝑖𝑖𝑏𝑏
𝑖𝑖𝑐𝑐

� (4.4) 

 

Zero component will not be benefitted for the further transformation analysis. Thus, 

for simplicity, it is omitted and the reduced matrix is shown in (4.5). 

�
𝑖𝑖𝛼𝛼
𝑖𝑖𝛽𝛽

� = �2
3

 �
1 −1/2 −1/2
0 −√3/2 −√3/2

� �
𝑖𝑖𝑟𝑟
𝑖𝑖𝑏𝑏
𝑖𝑖𝑐𝑐

� (4.5) 

A 
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ω=ωgrid

β (stationary)

α (stationary)

q (rotating)

d (rotating)

θ 

 

Figure 4.4 Vector diagram of PWM-VSC control structure. 

 

Next, the transformed vectors into the stationary αβ-reference frame are referred to 

the rotating dq-reference frame depicted in Figure 4.4. The transformed current 

waveforms in dq-reference frame are represented with id and iq. The frequency of 

rotation of the dq-reference frame is the grid frequency, ω=ωg. In the light of Figure 

4.4, stationary αβ-reference frame variables can be represented using (4.6). The 

stationary reference frame variables in (4.5) can be transformed into synchronous 

dq-reference frame using (4.7) where the displacement angle 𝜃𝜃 varies between 0-2π 

radians in clockwise direction. 

𝑖𝑖𝛼𝛼𝛽𝛽 = 𝑖𝑖𝛼𝛼 + 𝑗𝑗 𝑖𝑖𝛽𝛽 (4.6) 

𝑖𝑖𝑟𝑟𝑑𝑑 = 𝑖𝑖𝛼𝛼𝛽𝛽 𝑠𝑠𝑗𝑗𝑗𝑗          𝜃𝜃 = � 𝜔𝜔 𝑑𝑑𝐶𝐶 (4.7) 

 

Transforming αβ vectors using (4.5), (4.6) and (4.7) along d and q axes yields two 

equations with two unknowns as shown in (4.8) (in matrix form in (4.9)). 

 

𝑁𝑁2𝑖𝑖𝑟𝑟 = 𝑁𝑁2𝑖𝑖𝛼𝛼𝑑𝑑𝜂𝜂𝑠𝑠𝜃𝜃 + 𝑁𝑁2𝑖𝑖𝛽𝛽sin𝜃𝜃 
(4.8) 

𝑁𝑁2𝑖𝑖𝑑𝑑 = −𝑁𝑁2𝑖𝑖𝛼𝛼𝑠𝑠𝑖𝑖𝐷𝐷𝜃𝜃 + 𝑁𝑁2𝑖𝑖𝛽𝛽cos𝜃𝜃 
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�
𝑖𝑖𝑟𝑟
𝑖𝑖𝑑𝑑

� = �𝑑𝑑𝜂𝜂𝑠𝑠 𝜃𝜃 −𝑠𝑠𝑖𝑖𝐷𝐷𝜃𝜃
𝑠𝑠𝑖𝑖𝐷𝐷𝜃𝜃   𝑑𝑑𝜂𝜂𝑠𝑠𝜃𝜃 � �

𝑖𝑖𝛼𝛼
𝑖𝑖𝛽𝛽

� 

 

(4.9) 
 

 

B satisfies the orthogonality condition i.e. 𝐵𝐵𝑟𝑟
∗𝐵𝐵 = 𝐼𝐼2𝑥𝑥2; where 𝐵𝐵𝑟𝑟

∗ is conjugate 

transpose of B and I2x2 is 2x2 identity matrix. 

Successively, substituting the phase components of (4.1) into (4.5) yields αβ 

waveforms as in (4.10).  

𝑖𝑖𝛼𝛼 = �2
3

�𝑖𝑖𝑟𝑟 −
1
2

𝑖𝑖𝑏𝑏 −
1
2

𝑖𝑖𝑐𝑐� = �3
2

𝐼𝐼𝑑𝑑𝜂𝜂𝑠𝑠(𝜔𝜔𝐶𝐶) 

(4.10) 

𝑖𝑖𝛽𝛽 =  �2
3

�
√3
2

𝑖𝑖𝑏𝑏 −
√3
2

𝑖𝑖𝑐𝑐� = �3
2

𝐼𝐼𝑑𝑑𝜂𝜂𝑠𝑠(𝜔𝜔𝐶𝐶 − 𝜋𝜋 2⁄ ) = �3
2

𝐼𝐼𝑠𝑠𝑖𝑖𝐷𝐷(ω𝐶𝐶) 

 

where ω = ωg =100π rad/sec. Abovementioned integration in (4.7) with respect to 

time variable t yields 𝜃𝜃 = 𝜔𝜔𝐶𝐶 + 𝛿𝛿. Thus, physical structure between αβ and dq 

frames is correlated with respect to time where the displacement angle 𝜃𝜃 is defined 

as the distance between α and d axes as demonstrated in Figure 4.4. The constant 

term 𝛿𝛿 can be regarded as the initial angle between α and d axes demonstrated in 

Figure 4.4. Then, substituting (4.10) in (4.9) by assuming 𝜃𝜃 = 100𝜋𝜋𝐶𝐶 + 𝛿𝛿 delivers 

dq vectors as depicted in (4.11).  

𝑖𝑖𝑟𝑟 = �3
2

𝐼𝐼𝑑𝑑𝜂𝜂𝑠𝑠(𝛿𝛿) 

(4.11) 

𝑖𝑖𝑑𝑑 = �3
2

𝐼𝐼𝑠𝑠𝑖𝑖𝐷𝐷(𝛿𝛿) 

 

It is obvious in (4.11) that dq components are reduced to dc values since 𝛿𝛿 stands for 

a scalar angle making cosine and sine terms constants. For small values of 𝛿𝛿, 

B 

 
 

83 
 



cos(𝛿𝛿) ≅ 1                     𝑠𝑠𝑖𝑖𝐷𝐷(𝛿𝛿) ≅ 𝛿𝛿 (4.12) 
 

and (4.11) can be linearized as depicted in (4.13) by using the approximation in 

(4.12). 

�
𝑖𝑖𝑟𝑟
𝑖𝑖𝑑𝑑

� ≅ �3
2

𝐼𝐼 �1
𝛿𝛿� (4.13) 

 

Consequently, the transformation of three-phase values to the two-phase dq-

reference frame that rotates synchronously with the grid voltage vector is completed.  

4.3.1.2. Mathematical Model of the LCL-Filter for Controller Design 

In order to model LCL-line filter in the synchronous rotating dq-reference frame, 

transformation equations stated in Section 4.3.1.1 are utilized. The LCL-filter model 

is provided in dq-frame since the current control is done in the same reference frame 

with the d-axis aligned to the grid voltage space vector [65]. Based on these 

transformations, LCL-filter equations can be derived as depicted in (4.14).  

𝐿𝐿𝑔𝑔
𝑑𝑑𝑖𝑖𝑔𝑔,𝑟𝑟𝑑𝑑

𝑑𝑑𝐶𝐶
= 𝑎𝑎𝑐𝑐𝑐𝑐,𝑟𝑟𝑑𝑑 − 𝑎𝑎𝑔𝑔,𝑟𝑟𝑑𝑑 − (𝑅𝑅𝑔𝑔 + 𝑗𝑗𝜔𝜔𝐿𝐿𝑔𝑔)𝑖𝑖𝑔𝑔,𝑟𝑟𝑑𝑑 

 
 

                           𝐶𝐶𝑐𝑐
𝑑𝑑𝑎𝑎𝑐𝑐𝑐𝑐,𝑟𝑟𝑑𝑑

𝑑𝑑𝐶𝐶
= 𝑖𝑖𝑐𝑐,𝑟𝑟𝑑𝑑 − 𝑖𝑖𝑔𝑔,𝑟𝑟𝑑𝑑 − 𝑗𝑗𝜔𝜔𝐶𝐶𝑐𝑐𝑎𝑎𝑐𝑐𝑐𝑐,𝑟𝑟𝑑𝑑 

 
(4.14) 

𝐿𝐿𝑐𝑐
𝑑𝑑𝑖𝑖𝑐𝑐,𝑟𝑟𝑑𝑑

𝑑𝑑𝐶𝐶
= 𝑎𝑎𝑐𝑐,𝑟𝑟𝑑𝑑 − 𝑎𝑎𝑐𝑐𝑐𝑐,𝑟𝑟𝑑𝑑 − (𝑅𝑅𝑐𝑐 + 𝑗𝑗𝜔𝜔𝐿𝐿𝑐𝑐)𝑖𝑖𝑐𝑐,𝑟𝑟𝑑𝑑 

 
 

where vg,dq, vc,dq, and vcf,dq are space vectors of the grid, converter and filter capacitor 

voltages in dq-frame; ig,dq, ic,dq are space vectors of the grid and converter currents, 

Rg and Rc are modeled copper losses of the grid and converter-side inductances, 

respectively. 

Based on LCL-filter equations in (4.14), per phase equivalent circuit of LCL-filter in 

rotating dq-reference frame can be modeled as in Figure 4.5.  The model of LCL-
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filter for control design based on space vector notation in Figure 4.5 neglects the 

core loss of the grid-side filter inductors (Lg) and the converter-side filter inductors 

(Lc) and ESRs of filter capacitors (Cf) to model a worst case undamped scenario. 

Only the copper loss (winding resistance) of the converter-side inductor (Rc) and the 

grid-side inductors (Rg) are taken into account and modeled as series resistances.  

 

𝑳𝑳𝒄𝒄 
 

𝑪𝑪𝒇𝒇 
 

𝒊𝒊𝒄𝒄𝒇𝒇,𝒅𝒅𝒅𝒅 
 𝒋𝒋𝒋𝒋𝑪𝑪𝒇𝒇𝒗𝒗𝒄𝒄𝒇𝒇,𝒅𝒅𝒅𝒅 𝒗𝒗𝒄𝒄𝒇𝒇,𝒅𝒅𝒅𝒅 

 

𝒊𝒊𝒄𝒄,𝒅𝒅𝒅𝒅 
 

𝒋𝒋𝒋𝒋𝑳𝑳𝒄𝒄𝒊𝒊𝒄𝒄,𝒅𝒅𝒅𝒅 
𝑹𝑹𝒄𝒄 
 

𝑳𝑳𝒈𝒈 
 

𝒊𝒊𝒈𝒈,𝒅𝒅𝒅𝒅 
 

𝒋𝒋𝒋𝒋𝑳𝑳𝒈𝒈𝒊𝒊𝒈𝒈,𝒅𝒅𝒅𝒅 
𝑹𝑹𝒈𝒈 
 

𝒗𝒗𝒄𝒄,𝒅𝒅𝒅𝒅 
 

𝒗𝒗𝒈𝒈,𝒅𝒅𝒅𝒅 
 

 
Figure 4.5 Equivalent circuit of LCL network under dq-synchronous frame [65].  

 

4.3.1.3. Frequency Characteristic of the LCL-Filter for Controller Design 

LCL-filters converge to simple L-filter (of value Lc+Lg) at low frequencies. This 

approximation holds true due to the fact that the impedance of the capacitor branch 

is negligibly small at grid frequency (fg). However, at higher frequencies, the merit 

of the LCL-filter becomes evident since the impedance of the capacitor branch 

decreases considerably and high frequency ripple attenuation extent rises from 

20dB/dec to 60dB/dec as can be realized in Figure 4.6. Thus, LC part of the LCL 

filter is in charge with attenuation of the high-frequency current ripple and current 

controllers do not have to dealt with the high-frequency ripple reduction. Besides, 

PI-based current controllers have limited control bandwidth that primarily depends 

upon the sampling frequency of the system and this limited control bandwidth does 

not enable the controllers to regulate the high frequency oscillations. Particularly, 

switching frequency and hence the sampling frequency must be kept sufficiently low 

at high power applications due to efficiency constraints. In the light of these two 

facts, PI-based current control design should be done in accordance with the L-filter 
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approximation by neglecting the influence of capacitor branch. Thus, the upgrade 

into LCL-filter does not bring an extra complexity in the PI-controller design. 

 

 
Figure 4.6 The magnitude responses of L-filter and LCL-filter. 

 

When the filter capacitor Cf is neglected for the control design, converter-side 

current and grid-side current can be deemed as identical, thus ic,d and ic,q will be 

preferred in the notations. Then the general system equations in (4.14) reduce to 

(4.15). 

𝑎𝑎𝑐𝑐,𝑟𝑟𝑑𝑑 = �𝑅𝑅𝑐𝑐 + 𝑅𝑅𝑔𝑔�𝑖𝑖𝑐𝑐,𝑟𝑟𝑑𝑑 + �𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔�
𝑑𝑑𝑖𝑖𝑐𝑐,𝑟𝑟𝑑𝑑

𝑑𝑑𝐶𝐶
+ 𝑎𝑎𝑔𝑔,𝑟𝑟𝑑𝑑 (4.15)  

 

ωgrid

β (stationary)

α (stationary)

q (rotating) d (rotating)

𝑖𝑖𝑑𝑑 ,𝑑𝑑𝑑𝑑 (𝐶𝐶) 

𝑖𝑖𝑑𝑑 ,𝑑𝑑  

𝑎𝑎𝑎𝑎,𝑑𝑑𝑑𝑑 (𝐶𝐶) 

𝑖𝑖𝑑𝑑 ,𝑑𝑑  

 

Figure 4.7 Decomposition of vectors in dq-frame. 
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The resolution of the grid voltage vector in rotating dq-reference frame by means of 

the vector diagram in Figure 4.7 is depicted in (4.16).  

 

𝑎𝑎𝑐𝑐,𝑟𝑟 = �𝑅𝑅𝑐𝑐 + 𝑅𝑅𝑔𝑔�𝑖𝑖𝑐𝑐,𝑟𝑟 + �𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔�
𝑑𝑑𝑖𝑖𝑐𝑐,𝑟𝑟

𝑑𝑑𝐶𝐶
+ 𝑎𝑎𝑔𝑔,𝑟𝑟 − 𝜔𝜔�𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔�𝑖𝑖𝑐𝑐,𝑑𝑑 

 
(4.16)  

𝑎𝑎𝑐𝑐,𝑑𝑑 = �𝑅𝑅𝑐𝑐 + 𝑅𝑅𝑔𝑔�𝑖𝑖𝑐𝑐,𝑑𝑑 + �𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔�
𝑑𝑑𝑖𝑖𝑐𝑐,𝑑𝑑

𝑑𝑑𝐶𝐶
+ 𝑎𝑎𝑔𝑔,𝑑𝑑 + 𝜔𝜔�𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔�𝑖𝑖𝑐𝑐,𝑟𝑟 

 

4.3.1.4. Controller Design Regarding the Rotating dq-Frame 

The complete control structure in Figure 4.2 is elaborated in Figure 4.8. In Figure 

4.8, the inner current control loops employ the dq-frame current components that are 

to be controlled by the proper selection of the dq-frame VSC output voltage 

equations derived in (4.16). It should be noted that the current control structure in 

Figure 4.8 exemplifies the converter current feedback method. The grid-side current 

feedback could also be embodied. However, determination of the current feedback 

method will not be made in this section and in order to provide a general control 

approach, the reference dq-frame current feedback components are represented by 

dropping c and g subscripts in the control blocks in Figure 4.2 and Figure 4.8.  

d-axis is oriented on the grid voltage space vector, vg,dq as depicted in Figure 4.7. 

The reference value of the active current component 𝑖𝑖𝑟𝑟
∗  is generated by the dc-link 

voltage controller such that it regulates the dc voltage of the VSC depending on the 

power demand of the load. On the other hand, the reference value of the reactive 

current component 𝑖𝑖𝑑𝑑
∗  is set depending on the anticipated reactive power. Thereby, 𝑖𝑖𝑟𝑟

∗  

is in charge with the dc voltage control whereas 𝑖𝑖𝑑𝑑
∗  ensures the correct alignment of 

the dq-frame. If the grid-side current feedback is employed, 𝑖𝑖𝑑𝑑
∗

 should be set to zero 

to guarantee the zero displacement between the grid current and the grid voltage (i.e. 

unity power factor). On the other hand, if the converter-side current feedback is 

used, the influence of the filter capacitor should be considered since the grid current 
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is not directly controlled and hence a nonzero reference value for the q component 

(i.e. 𝑖𝑖𝑑𝑑
∗ ≠0) is required. For instance, the vector diagram in Figure 4.7 also represents 

the converter current feedback technique and ic,dq has a nonzero q component as its 

reference value commands to do so. Regardless of the current feedback technique, 

ig,dq is always aligned to vg,dq only if the unity power factor is warranted.  

 
 

 Figure 4.8  Block diagram of voltage oriented current control loop. 

 

For both dc-link voltage control and the current control, the PI controllers are 

utilized owing to their superiority in reference tracking with zero steady-state error. 

The design of the PI controller defined in (4.17) relies on the pole-zero placement 

methodology and the proportional gain constant Kp and the integral time constant Ti 

are tuned according to symmetrical optimum [61].  

Grid
n

ea

Rgrid

Cf

icf ig Lg

Lc

eb ec

ic

CDC

Lgrid

iDC
 PI  PI 

 PI 

 

 

abc
dq

PWM

abc
dq

abc
dq

VDC

VDC
* id*

id
iq

iq*

PLL
θ 

θ 

θ 

Current controller

Voltage controller
3 Phase VSI

isource

 
 
88  
 



𝐺𝐺𝑃𝑃𝑃𝑃(𝑠𝑠) = 𝐾𝐾𝑝𝑝
𝑠𝑠𝑇𝑇𝑖𝑖 + 1

𝑠𝑠𝑇𝑇𝑖𝑖
 (4.17)  

4.3.2. Current Control Loop Design (Inner Loop Design) 

The current controller part highlighted in Figure 4.8 will be elaborated in this section 

by considering both of the converter current feedback and grid current feedback. For 

this purpose, Figure 4.9 illustrates these two methods by putting emphasis with c and 

g subscripts onto the current feedback variables. As mentioned in the preceding 

section, converter current feedback takes the filter capacitor into account and the q-

axis current reference should be set to ωg∙Cf ∙vg,d rather than zero [57]. Conversely, 

grid current feedback requires zero q-axis current reference since grid-current is 

directly controlled.  

Additionally, once the d and q current dynamics are decoupled and compensations 

of the grid voltage vg,d and vg,q are done, both d and q current loops become identical 

and they can be tuned using the same controller parameters [54][57][61][62][65]. In 

order to decouple d and q current dynamics, decoupling term ωg(Lc+Lg) is added to 

the PI controller output as shown in Figure 4.9. However, the sign convention of 

these decoupling terms is different for d and q-axis variables. d-axis component of 

the simplified system equation in (4.16) contains -ωg(Lc+Lg)ic,q term; whereas, q-axis 

component contains +ωg(Lc+Lg)ic,d term. Thus, in order to eliminate the dependency 

of the d-axis current dynamics on the q-axis current dynamics, and vice-versa, 

+ωg(Lc+Lg)ic,q term is added to the output of d-axis PI controller; whereas, -

ωg(Lc+Lg)ic,d is added to the output of q-axis PI controller as depicted in Figure 4.8 

and Figure 4.9. Measured dq-grid voltages vg,d and vg,q are also added to compensate 

grid voltage as evident in these figures [74]. 
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 PI 

 

 

𝜔𝜔𝑎𝑎(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)
 

𝜔𝜔𝑎𝑎(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)
 

𝒊𝒊𝒄𝒄,𝒅𝒅 

𝒊𝒊𝒄𝒄,𝒅𝒅
∗ 

𝒗𝒗𝒈𝒈,𝒅𝒅 

𝒊𝒊𝒄𝒄,𝒅𝒅
∗ 

         = 𝒋𝒋𝒈𝒈𝑪𝑪𝒇𝒇𝒗𝒗𝒈𝒈,𝒅𝒅 

𝒗𝒗𝒈𝒈,𝒅𝒅 

𝒊𝒊𝒄𝒄,𝒅𝒅 
𝒗𝒗𝒄𝒄,𝒅𝒅

∗ 

𝒗𝒗𝒄𝒄,𝒅𝒅
∗ 

 PI 

 PI 

 

 

𝜔𝜔𝑎𝑎(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)
 

𝜔𝜔𝑎𝑎(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)
 

𝒊𝒊𝒈𝒈,𝒅𝒅 

𝒊𝒊𝒈𝒈,𝒅𝒅
∗ 

𝒗𝒗𝒈𝒈,𝒅𝒅 

𝒊𝒊𝒈𝒈,𝒅𝒅
∗

= 𝟎𝟎 

𝒊𝒊𝒈𝒈,𝒅𝒅 
𝒗𝒗𝒄𝒄,𝒅𝒅

∗ 

𝒗𝒗𝒄𝒄,𝒅𝒅
∗ 

𝒗𝒗𝒈𝒈,𝒅𝒅 

 

(a)         (b) 

Figure 4.9 Current controller block diagram (a) Converter-side current feedback  

(b) Grid-side current feedback. 

 

As a result, identical parameters can be used for the d and q current controllers and  

the resultant outputs of the dq-frame PI controllers yield the dq-frame reference of 

the converter voltages 𝑎𝑎𝑐𝑐,𝑟𝑟
∗  and 𝑎𝑎𝑐𝑐,𝑑𝑑

∗ . Then, these signals (𝑎𝑎𝑐𝑐,𝑟𝑟
∗ , 𝑎𝑎𝑐𝑐,𝑑𝑑

∗ ) are back 

transformed to the two-phase stationary αβ-frame and subsequently to the three-

phase stationary abc-frame. The back-transformed three-phase signals are employed 

as commands based on the preferred PWM technique for the modulation of the 

IGBT switching signals as can be seen in Figure 4.8. 

There are a number of significant delays in the control loop such as digital 

processing delay and the PWM transport delay which have to be reflected in the 

control scheme modeling [54][58][61][62][65][70]. Processing delay is regarded in 

terms of one-sample delay whereas the PWM transport is taken into account in terms 

of one half-sample delay [54]. Besides, decoupling the d and q axes reduces the 

LCL-filter behavior to a first order delay element and hence tracking capability of 

the PI controllers is improved [62]. Thereby, the resulting block diagram of the 

current control loop is obtained as shown in Figure 4.10 where Tsamp is sampling 

time, udis is disturbance voltage modeling the impact of variations in the utility 

voltage, Ki is proportional gain constant of the current PI controller, Ti is integral 

time constant of the current PI controller, KPWM is proportional gain constant of the 
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PWM block, KLCL is proportional gain constant of the LCL-filter plant, and TLCL is 

time constant of the LCL-filter plant [62].  
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Figure 4.10 Block diagram of current control loop. 

 

In general, all delays are grouped together to simplify the control design procedure. 

For this purpose, the processing delay time constant and the PWM delay time 

constant can be merged and regarded as the equivalent delay time constant of the 

system (Teq). Thus, Teq corresponds to Teq=1.5Tsamp and the block diagram of the 

simplified current control loop is depicted in Figure 4.11. Since the dc-link voltage 

is kept constant owing to the voltage-oriented current control structure, any swing in 

the grid voltage can be deemed as the disturbance signal, udis [62]. 
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Figure 4.11  Block diagram of simplified current control loop. 
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As mentioned previously, PI controller parameters are tuned according to 

symmetrical optimum technique [59] and the influence of the filter capacitor is 

neglected in the current control design. Thus, PI current controller parameters (Kp, 

Ti) can be represented as shown in (4.18). 

𝐾𝐾𝑝𝑝 =
𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔

𝛼𝛼𝑖𝑖𝑇𝑇𝑠𝑠𝑟𝑟𝑚𝑚𝑝𝑝
 

(4.18) 

𝑇𝑇𝑖𝑖 = 𝛼𝛼𝑖𝑖
2𝑇𝑇𝑠𝑠𝑟𝑟𝑚𝑚𝑝𝑝 

 

where, 𝛼𝛼𝑖𝑖  is the proportion of Ti to Teq [62]. The relationship between 𝛼𝛼𝑖𝑖 and phase 

margin ψ can be represented with (4.19) below [62]. 

 

𝛼𝛼𝑖𝑖 =
1 + 𝑑𝑑𝜂𝜂𝑠𝑠 𝜓𝜓

𝑠𝑠𝑖𝑖𝐷𝐷 𝜓𝜓
 (4.19)  

 

In order to have a satisfactory disturbance rejection in conjunction with an 

acceptable overshoot to the step change of the reference, phase margin should be 

maximized (i.e. ψ ≥ 45°). Once ψ ≥ 45° substituted in (4.19), it yields 𝛼𝛼𝑖𝑖 such that 

𝛼𝛼𝑖𝑖≥ 2.4  [62]. Dannehl et al. [55] state that 𝛼𝛼𝑖𝑖=3 yields an overshoot of 

approximately 4% and the settling time of 3-4 sampling (control) periods. 

4.3.2.1. Impacts of Sampling Mode in Current Control Loop 

The sampling and PWM updating strategy is a vital element of current control loop. 

There are three main methods having the same PWM switching periods throughout 

one PWM cycle (switching period) but differing in measurement sampling and 

PWM updating points [64], namely single-update PWM-method with sampling at 

the start of the switching period, single-update PWM-method with sampling in the 

middle of the switching period, and double-update PWM-method with sampling 

twice in each PWM period. In single-update PWM-methods, control duty cycle is 
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updated once in each switching period; whereas, it is updated twice in each PWM 

switching period [64]. 

Figure 4.12(a) reveals single-update PWM method with the sampling at the 

beginning of each switching period. Since the sampling is started and the modulation 

index (mi) is updated at the beginning of the switching period, system is not able to 

record the recent state until the next update. This phenomenon is called sampling 

delay (PWM transport delay) in the literature [58][64]. In this case, the delay time 

introduced by updating and sampling method leads to one-sample delay in the 

control loops, equal to the switching period [64].  

In the other case of single-update PWM method, sampling is done in the middle of 

the switching period as depicted in Figure 4.12(b). The modulation index is updated 

in the beginning of the next carrier wave leading to an update half of a carrier 

(control) period later. So, the modulation index set in the former control cycle 

together with the actual modulation index rule the control loop during one carrier 

cycle. Hence, the delay time yielded by the sampling updating procedure is the mean 

value of the former and actual converter voltage reference values [64]. 
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(a)           (b) 

Figure 4.12 (a) Single-update PWM method (sampling at start) (b) Single-update 

PWM method (sampling at middle). 
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In the double-update PWM case depicted in Figure 4.13, the sampling and updating 

is done twice each switching period at the both triangle peaks within a control cycle. 

In each control cycle the actual modulation index is updated regarding the previous 

reference values [64]. Therefore, delay-time introduced in the current loop is in one 

control cycle period length in this case, which is half of the switching cycle as 

evident in Figure 4.13. 
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Figure 4.13 Double-update PWM method. 

 

In the light of abovementioned PWM sampling methods, double-update technique is 

favorable over the other PWM sampling since the bandwidth of the current 

controller is doubled. However, elevated bandwidth of the current controllers 

generally leads to decrease in phase margin and hence larger overshoots are 

expected. It should be noted that impact of the sampling method leads to different 

responses under grid-side feedback (GCF) and converter-side feedback (CCF). The 

impact of sampling method is less critical under GCF method since the large portion 

of current ripple is absorbed by filter capacitor and almost a pure cosine wave is 

controlled which does not degrade bandwidth considerably. On the other hand, CCF 

method utilizes unfiltered cosine wave containing large ripple magnitudes, 

increasing the dependency on controller bandwidth. Consequently, doubling the 
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controller bandwidth using double-update PWM method is more critical for CCF 

method compared to GCF method. 

To conclude, double-update PWM sampling is preferred in the systems utilizing low 

switching frequencies in the order of a few kilohertz to compensate the very low 

control bandwidth. Since the focus of this thesis work involves high power 

applications requiring low switching frequencies, the controlling action is executed 

at a sampling frequency (fsamp) which is twice of the switching frequency fsw. 

Therefore, the preferred sampling mode is double update sampling mode as in [55] 

and fsamp = 2∙fsw throughout this study.  

4.3.3. DC Link Voltage Control Loop Design (Outer Loop Design) 

The dc-link voltage control relies on the power exchange between the source and the 

load. The reference value for the current controllers (𝑖𝑖𝑟𝑟𝑑𝑑
∗ ) is altered depending on the 

power extent to be injected to the grid (i.e. power demand of the loads connected to 

the PCC). It should be noted that inner current loops aim to achieve short settling 

times and unity gain whereas outer voltage loop targets the optimum regulation and 

stability. Hence, these two nested loops can be considered decoupled and voltage 

control loop could be designed 5-20 times slower [63]. To obtain a suitable 

decoupling between the voltage control loop and the current control loops, the 

bandwidth of the dc-link voltage controller should be considerably smaller than the 

bandwidth of the current controllers.  

In order to design the dc-link voltage PI controller parameters (KDC, TDC), the dc-link 

voltage dynamics should be derived beforehand as stated in (4.20) [61][65][73]. 

𝐶𝐶𝐷𝐷𝐷𝐷
𝑑𝑑𝑎𝑎𝐷𝐷𝐷𝐷

𝑑𝑑𝐶𝐶
= 𝑖𝑖𝑠𝑠𝑎𝑎𝑧𝑧𝑟𝑟𝑐𝑐𝑟𝑟 − 𝑖𝑖𝐷𝐷𝐷𝐷 = 𝑖𝑖𝑠𝑠𝑎𝑎𝑧𝑧𝑟𝑟𝑐𝑐𝑟𝑟 −

3
2

𝑖𝑖𝑔𝑔,𝑟𝑟𝑎𝑎𝑔𝑔,𝑟𝑟

𝑎𝑎𝐷𝐷𝐷𝐷
 (4.20)  

where CDC is the dc-link capacitor, iDC is the source current, iinv is the injected current 

to the VSC, ig,d and vg,d are the d-axis grid-side current and the grid voltage, 

respectively.  
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The design of KDC, TDC includes the influence of the inner current loop by 

considering one period of the inner loop (Tinner) as a four-sample delay element 

(Tinner = 4Tsamp, where Tsamp is sampling time) [54][61][65]. Considering dc-link 

voltage dynamics in (4.20) in conjunction with the inner current loop influence, the 

simplified dc-link voltage control loop shown in Figure 4.14 is obtained. Since the 

dc-link voltage, VDC is controlled to its constant reference value VDC
*, the PI 

controller parameters are also tuned according to the symmetrical optimum 

described in [59]. Therefore, resulting KDC and TDC variables can be calculated by 

employing  (4.21). 

PI
 Controller

Inner Current
 Loop

DC-Link
Capacitor

 
Figure 4.14  Block diagram of outer voltage control loop. 

 

𝐾𝐾𝐷𝐷𝐷𝐷 =
2
3

𝑉𝑉𝐷𝐷𝐷𝐷
∗ 𝐶𝐶𝐷𝐷𝐷𝐷

𝛼𝛼𝐷𝐷𝐷𝐷𝑇𝑇𝑖𝑖𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟𝑎𝑎𝑔𝑔,𝑟𝑟
 

  
(4.21) 𝑇𝑇𝐷𝐷𝐷𝐷=𝛼𝛼𝐷𝐷𝐷𝐷

2 𝑇𝑇𝑖𝑖𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟 
 

𝑇𝑇𝑖𝑖𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟 = 4𝑇𝑇𝑠𝑠𝑟𝑟𝑚𝑚𝑝𝑝 
 

where KDC is proportional gain constant and TDC is integral time constant of the dc-

link voltage PI-controller, 𝛼𝛼𝐷𝐷𝐷𝐷  is the proportion of TDC to Teq [62]. 

Outer loop is designed 𝛼𝛼𝐷𝐷𝐷𝐷
2  times slower than the inner loop as can be seen in  

(4.21). In order not to shrink the bandwidth of the dc-link voltage controller 

considerably, Dannehl et al. [59] suggest 𝛼𝛼𝐷𝐷𝐷𝐷=3 for proper decoupling of the outer 

loop and the inner loop. 
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4.4. Stability Analysis  

The stability of the cascaded control loop system relies primarily on the stability of 

the inner current loop and hence most papers concentrate on the inner current loop 

regulation in the first place. Therefore, it is very common to discard dc-link voltage 

control loop and model it as a simple DC voltage supply in the literature [54]- 

[59][66]. In this dissertation, dc-link stabilization is also within the scope and 

detailed outcomes concerning both of the loops will be provided. 

As the second common approach in the literature, discrete z-domain analysis in 

conjunction with root locus method is generally utilized in stability analysis due to 

the discrete nature of the control algorithm implementation [55][58][61][64]. For 

this purpose, z-domain transfer functions are derived and extensive analyses are 

conducted. Nevertheless, in this study continuous-time s-domain (Laplace domain) 

systems are of the primary concern since the designed systems are simulated by 

means of SIMPLORER® one of the power electronics simulation software in the 

market. SIMPLORER® uses continuous-time algorithms in convergence 

calculations. Thereby, there is no processing delay and PWM transport delay 

encountered throughout the simulations. As a remark, continuous time system set up 

in the simulation environment is discretized by means of zero-order hold blocks 

[55]; thus the simulation system can be deemed as digitalized system (z-domain) 

without any delays. 

PWM transport delay [58] in discrete control systems can be emulated in the 

continuous-time domain (s-domain) by inserting a delay element equal to one-

sample delay time. After normal analysis regarding delay, the case involving one-

sample delay will also be highlighted and a brief comparison will be made. 

Apart from simulation studies, stability analysis of the designed system are also 

conducted via MATLAB® by means of bode diagrams, root loci, step-responses and 

so on. Likewise, the continuous-time transfer function of the open loop/closed-loop 

LCL-filter model is discretized into z-domain by zero-order hold method 

[55][61][64] with the sampling frequency of the system as done in simulation case.  
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To reflect the PWM transport delay [58] on the stability performance conducted in 

MATLAB® as done in simulation studies, the plant dead-time dynamics in the z-

domain are modeled using the back-shift operator z-1 [55][58][64].  

All things considered, a thorough study involving both simulation outputs and 

MATLAB® outputs will be provided in order to conduct stability analysis of the 

designed parameters/systems. 

4.4.1. Filter Modeling for Stability Analysis 

The stability and dynamic response of the overall system is examined by employing 

the poles of the closed-loop current controller. Closed-loop poles of the LCL-

network can be founded by deriving the admittance transfer function, which is the 

fraction of grid-side current to the converter-side voltage in s-domain. However, the 

transfer function of the closed-loop system depends upon the utilized resonance 

damping technique and it differs for grid current feedback (GCF) and converter 

current feedback (CCF). Transfer functions for each method will be derived 

explicitly in the next section. For the moment, a brief comparison between 

undamped and damped LCL-filter plant is provided, damping method is not 

mentioned explicitly yet.  

Figure 4.15(a) and (b) depicts the undamped per phase equivalent circuit and 

equivalent block diagram of LCL-network, respectively. In Figure 4.15(a), the grid is 

deemed to be containing only positive-sequence fundamental component hence it 

can be treated as a short circuit with zero impedance when performing system 

stability analysis. The ideal LCL-filter consumes only reactive power; nevertheless, 

the components in real life have resistive parts. Although the copper loss is taken 

into account in the equivalent circuit of LCL-filter in Figure 4.5, the core and copper 

loss of grid-side filter inductors (Lg) and converter-side filter inductors (Lc) and 

ESRs of filter capacitors (Cf) are neglected in stability analysis to nullify all internal 

damping terms. Hence, the idealized system is made more unstable that models the 

worst case scenario for the stability analysis. 
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     (a)         (b) 

Figure 4.15  Undamped per phase (a) equivalent circuit (b) equivalent block 

diagram of LCL-network for stability analysis.  

 

The admittance LCL-filter transfer function in s-domain, YLCL(s) between the grid-

side current (Ig) and the converter output voltage (Vc) is derived in (4.22). The 

relation between Ig and the filter capacitor current (Icf) is defined in (4.23) by using 

the equivalent block diagram shown in Figure 4.15(b). As a remark, vg, ig, and ic 

represent the variables in the time domain while their capitalized notations Vg, Ig, 

and Ic represent the variables in the Laplace domain (s-domain). 

 

𝑌𝑌𝐿𝐿𝐷𝐷𝐿𝐿(𝑠𝑠) = 𝐺𝐺𝑝𝑝(𝑠𝑠) =
𝐼𝐼𝑔𝑔(𝑠𝑠)
𝑉𝑉𝑐𝑐(𝑠𝑠)

=
1

𝑠𝑠3𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)
 (4.22) 

 

𝐼𝐼𝑐𝑐𝑐𝑐(𝑠𝑠)
𝐼𝐼𝑔𝑔(𝑠𝑠)

= 𝑠𝑠2𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔 (4.23) 

 

By using the undamped transfer function shown in (4.22), magnitude and phase 

response of the undamped LCL-filter is plotted in Figure 4.16. Figure 4.16 reveals 

obviously the resonance phenomenon of the designed LCL-filter with the 

‘undamped’ label. Resonance shall be avoided with the employment of inherent or 
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active or passive damping methods [54]-[58] since the rapid phase transition 

occurring at the resonant frequency (fres) may cause instability of current controllers. 

With the utilization of damping methods [54]-[61], the resonance can be suppressed 

as seen in Figure 4.16 at the magnitude response labeled with ‘damped’ waveform 

and the rapid phase transition at the resonant frequency is softened. Overview of 

damping methods, namely inherent, active and passive damping methods is covered 

in detail in following section. 

 

 

Figure 4.16 Bode plot of the open-loop VSC system with LCL-filter. 

 

Figure 4.17 reveals the effectiveness of damping clearly. Undamped resonance peak 

shown in the magnitude response amplifies the harmonic components around the 

resonant frequency and the resulting waveform contains enormous ripple 

components oscillating at the resonant frequency. Once the damping is enabled, the 

resonance peak in the magnitude response is blunted and the harmonic components 

(if any) present around resonant frequency will not be amplified, indeed they will be 

attenuated owing to the gains below zero dB. 
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Figure 4.17 Line voltage/current of undamped vs. damped system. 
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Figure 4.18 Position of poles in undamped to damped cases. 

 

The resonant poles of the undamped system reside outside of the unit circle as 

shown in Figure 4.18. These undamped poles cause very high harmonic components 

in magnitude as evident in Figure 4.17. With the activation of the damping, resonant 

poles are pushed inside the unit circle and the system becomes more stable. From the 
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analysis concerning the low-frequency poles of the system in Figure 4.18, it is 

obvious that the dynamic response does not change at all with the introduction of 

damping, since these two complex poles move only slightly. The proof of this 

situation is apparent due to the overlapping attenuation characteristics of L-filter and 

LCL-filter in the low frequency range. 

4.4.2. Overview of Resonance Damping Techniques 

In order to deal with the resonance problem, active or passive damping methods are 

developed and widely used in the literature [54]-[61]. In recent studies, active 

damping (AD) seems favorable over conventional passive damping (PD) solution 

since AD method modifies the reference voltage information as if a virtual damping 

term is inserted in the system with no additional power losses (Figure 4.19). Thus, 

harmonics around the resonant frequency are not excited and closed-loop stability is 

maintained. The verification of the AD methods is stated explicitly in the literature; 

however, the complexity in the controllers and adjustment of LCL-filter parameters 

to achieve a suitably damped system requires more effort. Besides, AD methods 

usually involve additional sensors, which bring an extra cost. 
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Figure 4.19 Modified current control loop with the addition of resonance damping. 

 

In the literature, there is a number of active damping techniques utilizing the 

current/voltage information obtained through the sensors attached to the filter 
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capacitor, converter-side inductor or grid-side inductor as well as sensorless 

estimation of the state variables based on complex state observers. In this 

dissertation, filter capacitor current information will be processed so as to achieve 

AD in the current control loop. 

On the other hand, PD techniques provide a simple solution to the resonance 

phenomena. In PD techniques, resistors are added to the filter capacitor (Cf) branch 

in several different ways to suppress the resonance [66][67]. As an advantage of PD 

technique, any change in the resonant frequency owing to the aging, stray 

inductance/capacitance in the system, or large tolerance in the components and so on 

does not affect the stability of the system since there is always nonzero impedance at 

the filter capacitor branch blunting the resonance [60]. Hence, PD guarantees the 

stable and long-lasting operation of the system. Besides, unlike AD techniques, there 

is no need to use additional voltage and/or current sensors in PD methods. 

 

 

Figure 4.20 Attenuation capability of LCL-filter under distinct damping methods. 
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Although the elimination of extra sensor requirements is attractive in PD; yet, the 

dynamic response of the system deteriorates considerably and high frequency 

oscillations may arise at the edge of load changing instants [55][59][60].  

Besides, towards higher frequencies in the frequency band, damping resistors start to 

reduce the order of the LCL-filter and hence nullify the enhancements brought by the 

third-order attenuation capability as can also be agreed in Figure 4.20. According to 

the selected damping resistor, attenuation capability may further be degraded. 

Further details concerning determination and tuning of damping resistors will be 

provided in Chapter 5. Additionally, the phase response in PD method shows that 

rapid phase transition occurs at the resonant frequency as opposed to the softened 

transition provided by AD methods (Figure 4.20). Moreover, the extra losses due to 

PD not only lead to undesirable temperature rise and decrease in the life time of 

filter elements but also degrade the efficiency of the system considerably. 

Before proceeding to the next section, it would be better to mention inherent 

damping (ID) with a few words. First of all, inherent damping is not a damping 

method as AD and PD. It is more like the realization of the inherent resonance 

damping feature of the current loop only if converter-side current feedback is 

utilized in the control loop. In other words, grid-side current feedback does not have 

an inherent damping trait [57]. Further details concerning inherent damping will be 

provided under the section about converter-side feedback technique. 

4.4.3. Passive Damping Technique 

Passive damping (PD) is the most preferred method in conventional design since it 

ensures the stability of the LCL-filter based grid connected converters under all 

circumstances while compromising the filter effectiveness and place a burden to the 

system in terms of damping losses [54]-[60][66].  

In a lossless LCL-filter, any weakly blunted resonance peak is very likely to excite 

resonance if any small amount of harmonics exists around the resonant frequency 

[60]. There are two types of harmonics that can exist around the resonant frequency. 
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The first one is resonant harmonics caused by insufficient damping of resonant poles 

of the system. The second one is the switching harmonics caused by the PWM 

switching. In the cases that switching frequency has to be kept very low such as high 

power low-voltage applications, resonant harmonics cannot be isolated from 

switching harmonics unless gigantic filter inductors are employed [69]. Thereby, 

switching harmonics would excite the resonance as long as the weakly blunted 

resonance peak is present. In terms of blunting the resonance under any 

circumstances, PD methods are more reliable than AD methods since it does not 

depend on the change in parameter values over temperature, aging, parasitic 

elements, and so on, warranting a stable and long-lasting operation [60]. For the 

implementation of PD, simple resistors are added in the filter in a number of ways as 

present in [60][66]-[67]. Minimization of the damping losses is the vital point 

deciding on the most suitable PD configuration [60]. Nevertheless, in the light of 

comprehensive analyses regarding distinct resistor configurations, simple damping 

resistor delivers the least passive damping losses [60] while causing the highest 

degradation in attenuation capability of LCL-filter [66]. In this dissertation, PD 

configuration with simple resistors inserted to the filter capacitor branch is 

investigated since distinct PD configuration examination is beyond the scope. 

Three-phase LCL-filter based VSC utilizing PD method with simple series resistors 

is represented in Figure 4.21 with a per phase equivalent circuit. The admittance 

transfer function in s-domain, YLCL(s) between the grid-side current (Ig) and the 

converter output voltage (Vc) is derived in (4.24) by means of the equivalent block 

diagram in Figure 4.21. For low frequency range, the impact of damping resistor is 

not considerable since the impedance of the damping resistor is much smaller than 

that of filter capacitor. In higher frequency range, the impedance of the capacitor 

becomes much smaller than the impedance of damping resistors and a path is opened 

for high frequency current components flowing through damping resistors. This 

behavior is proven in Figure 4.20. 
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𝒗𝒗𝒄𝒄(𝒔𝒔) 
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(a)      (b) 

Figure 4.21 LCL-filter with PD per phase circuit (a) Equivalent circuit  

(b) Equivalent block diagram of LCL-network. 

 

𝑌𝑌𝐿𝐿𝐷𝐷𝐿𝐿(𝑠𝑠) =
𝐼𝐼𝑔𝑔(𝑠𝑠)
𝑎𝑎𝑐𝑐(𝑠𝑠) =

𝑠𝑠𝐶𝐶𝑐𝑐𝑅𝑅𝑟𝑟 + 1
𝑠𝑠3𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠2𝐶𝐶𝑐𝑐𝑅𝑅𝑟𝑟�𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔� + 𝑠𝑠�𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔�

 
 

(4.24) 

As a remark, as the damping resistor increases attenuation capability of LCL-filter 

begins to diminish considerably and passive damping losses are escalated in great 

extent [67]. If only a lossless filter were possible and no damping resistors were 

used, the switching ripple injected into the grid would almost be zero since the 

capacitor branch would create a short-circuit path for the switching frequency 

harmonics. Yet, once a damping resistor is placed in series with the filter capacitor, 

the switching harmonics injected into the grid starts to decline in proportion to the 

ratio of the passive damping resistor over the grid reactance [67]. Therefore, the 

tradeoff between stability and low switching ripple injected into the grid is delicately 

balanced and optimal damping resistor value (Rd) requires particular interest not to 

cause much degradation in the filter effectiveness and excessive damping losses. 

This subtle balance is examined thoroughly by means of bode diagrams, root-loci, 

etc., on MATLAB® and findings are further validated by simulation studies on 

SIMPLORER® under both CCF and GCF techniques in Chapter 5 within the LCL-

filter parameter designation phase. So, critical value of a damping resistor to achieve 

stability as well as the optimal value proving sufficient damping and attenuation 

through formulas and algorithms will be well examined in the next chapter. 
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4.4.4. Active Damping Technique using Filter Capacitor Current Feedback 

In order to achieve active damping, it is reasonable to process the current/voltage 

information of the filter capacitor since the resonance is caused by these filter 

capacitors [55]. As mentioned formerly, filter capacitor current will be utilized for 

this purpose. Thus, AD using capacitor voltage technique [55] is beyond the scope 

of this dissertation.  

With the introduction of AD block K(s) using filter capacitor current, cascaded 

structure of the LCL-filter along with the damping block can be depicted as in Figure 

4.22. In the literature, K(s) using filter capacitor current can be modeled as a simple 

P-controller with a proportional gain constant Kd [55][57][58] As can be seen in the 

block diagram, the reference voltage value of the converter current 𝑎𝑎𝑐𝑐
∗ is modified 

by this P-controller with the gain constant Kd and the resulting closed-loop transfer 

function Glcl,ad (s) can be defined as (4.25). 

𝑮𝑮𝒍𝒍𝒄𝒄𝒍𝒍,𝒂𝒂𝒅𝒅(𝒔𝒔) 

𝑮𝑮𝑷𝑷(𝒔𝒔) 
 

𝒊𝒊𝒄𝒄𝒇𝒇 
 

𝑲𝑲(𝒔𝒔) 

𝒗𝒗𝒄𝒄
∗ 

 
𝒗𝒗𝒄𝒄

∗∗ 
 

 

Figure 4.22 Block diagram of inner control loop with AD. 

𝐺𝐺𝑙𝑙𝑐𝑐𝑙𝑙,𝑟𝑟𝑟𝑟(𝑠𝑠) =
𝐺𝐺𝑃𝑃(𝑠𝑠)

𝐾𝐾(𝑠𝑠) + 𝐺𝐺𝑃𝑃(𝑠𝑠)
 (4.25) 

𝐺𝐺𝐴𝐴𝐷𝐷(𝑠𝑠) =
𝑎𝑎𝑐𝑐

∗∗

𝑎𝑎𝑐𝑐
∗ =

𝑠𝑠3𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)
𝑠𝑠3𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠2𝐾𝐾𝑟𝑟𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)

 (4.26) 

where GP(s) stands for the undamped LCL-plant transfer function in (4.22). 
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The closed-loop transfer function in (4.25) damps the resonance out since an s2 –

term appears in the denominator which is missing in the undamped transfer function 

GP(s) shown in (4.22). The parameters that s2–term involves depends on the 

preferred damping technique, so explicit notation of it will be delivered in the 

corresponding subsections regarding CCF and GCF methods. Although the closed-

loop transfer function in (4.25) behaves as if a fictitious damping resistor is inserted, 

the actual filter is not modified at all. Hence, it can be seen equivalent as adding an 

active damping block subsequent to the unmodified voltage reference 𝑎𝑎𝑐𝑐,𝑟𝑟𝑑𝑑
∗ as 

depicted in Figure 4.23.  

 

 PI 

 PI 

 

 

𝜔𝜔𝑎𝑎(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)
 

𝜔𝜔𝑎𝑎(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)
 

𝑠𝑠3𝐶𝐶𝑜𝑜 𝐿𝐿𝑑𝑑 𝐿𝐿𝑎𝑎 + 𝑠𝑠(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)
𝑠𝑠3𝐶𝐶𝑜𝑜 𝐿𝐿𝑑𝑑 𝐿𝐿𝑎𝑎 + 𝑠𝑠2𝐾𝐾𝑑𝑑 𝐶𝐶𝑜𝑜 𝐿𝐿𝑎𝑎 + 𝑠𝑠(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)

 

𝑠𝑠3𝐶𝐶𝑜𝑜 𝐿𝐿𝑑𝑑 𝐿𝐿𝑎𝑎 + 𝑠𝑠(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)
𝑠𝑠3𝐶𝐶𝑜𝑜 𝐿𝐿𝑑𝑑 𝐿𝐿𝑎𝑎 + 𝑠𝑠2𝐾𝐾𝑑𝑑 𝐶𝐶𝑜𝑜 𝐿𝐿𝑎𝑎 + 𝑠𝑠(𝐿𝐿𝑑𝑑 + 𝐿𝐿𝑎𝑎)

 

𝒊𝒊𝒈𝒈,𝒅𝒅  

𝒊𝒊𝒈𝒈,𝒅𝒅
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𝒊𝒊𝒈𝒈,𝒅𝒅  
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𝒗𝒗𝒄𝒄,𝒅𝒅
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𝒗𝒗𝒄𝒄,𝒅𝒅
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𝒗𝒗𝒈𝒈,𝒅𝒅 

𝒗𝒗𝒄𝒄,𝒅𝒅
∗∗ 

𝒗𝒗𝒄𝒄,𝒅𝒅
∗∗ 

GAD (s) 

GAD (s) 

 

Figure 4.23 Current controller block diagram with AD. 

 

The transfer function of the AD block is derived in (4.26) and it can be deduced 

from the bode plots of Figure 4.24 that it functions as a notch filter [60] providing a 

negative peak response as opposed to undamped LCL-filter resonance. Provided that 

an optimal Kd value is selected, these two peaks at the resonant frequency cancel 

each other out and a properly damped system is obtained as highlighted in Figure 

4.24. 
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Figure 4.24 Impact of AD block on resonance damping. 

4.4.4.1. Active Damping under Grid-Current Feedback 

In Figure 4.25, the open-loop system consisting of LCL-filter plant Gp(s) and PI-

current controller Gc(s) is fed back with the grid-side current (ig). The open-loop 

transfer function of the LCL-plant is derived in (4.22), previously. The open-loop is 

system will be unstable if the loop is closed due to the missing s2damping term in the 

denominator of LCL-plant. 

    
i* ie Vc

* ic icf Vcf

LCL-Filter Plant Gp(s)

1
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Figure 4.25 Block diagram of GCF control. 
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𝐼𝐼𝑔𝑔(𝑠𝑠)
𝐼𝐼𝑟𝑟(𝑠𝑠) = 𝐺𝐺𝑐𝑐(𝑠𝑠)𝐺𝐺𝑝𝑝(𝑠𝑠) =

𝐾𝐾𝑝𝑝(𝑠𝑠 + 1 𝑇𝑇𝑖𝑖)⁄
𝑠𝑠4𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠2(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)

 (4.27)  

Likewise, the forward open-loop transfer function Gc(s)∙Gp(s) is derived as in (4.27) 

and the constant of the third order term in the denominator  is zero. Thus, the overall 

system cannot reach stability when the loop is closed. To deduce, introduction of the 

current controller does not have a resonance damping impact under grid-side current 

feedback (GCF) method. Internal losses such as ESRs of passive elements cannot be 

relied on; they generally deliver inadequate damping [57]. Plus, underdamped 

systems have poor dynamic performance with very low control bandwidth. 

Consequently, PD or AD must be added to blunt the resonant peak and to improve 

the dynamic behavior of the current loop. 

Figure 4.26 shows the case when AD using filter capacitor current (icf) is utilized 

under GCF method. (4.28) reveals the case when Glcl,ad (s) is derived. As evident 

from the denominator, s2 term is unveiled by means of AD gain block. Similarly, 

damping term s3 appears in the denominator of the forward open-loop transfer 

function in (4.29). Note that there is no damping term introduced by the current 

controller in the resulting s3 term, revealing once again that Gc(s) has no impact on 

resonance damping under GCF. With the finite s3 term introduced to the 

denominator, closed-loop stability of (4.29) can easily be tuned by varying the 

feedback gain Kd properly. Design tips about finding the optimum value of Kd will 

be shown in detail in Section 4.4.5.  
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1

𝑠𝑠𝐿𝐿𝑑𝑑
 𝐾𝐾𝜂𝜂

𝑠𝑠𝑇𝑇𝑖𝑖 + 1
𝑠𝑠𝑇𝑇𝑖𝑖

 

AD Gain

LCL-Filter Plant Gp(s)

PI Controller
Gc(s)

i* ie Vc
* ic icf Vcf ig1

𝑠𝑠𝐶𝐶𝑜𝑜
 

1
𝑠𝑠𝐿𝐿𝑎𝑎

 

𝐾𝐾𝑑𝑑  

Vc
**

  

Figure 4.26  Block diagram of GCF with AD control. 

𝐼𝐼𝑔𝑔(𝑠𝑠)
𝑉𝑉𝑐𝑐

∗(𝑠𝑠) =
1

𝑠𝑠3𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠2𝐾𝐾𝑟𝑟𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)
 (4.28)  

𝐼𝐼𝑔𝑔(𝑠𝑠)
𝐼𝐼𝑟𝑟(𝑠𝑠) =

𝐾𝐾𝑝𝑝(𝑠𝑠 + 1 𝑇𝑇𝑖𝑖)⁄
𝑠𝑠4𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠3𝐾𝐾𝑟𝑟𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠2(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)

 (4.29) 

The degree of the damping introduced in the current loop depends on the AD 

controller gain and size of the filter components as can be seen in the denominator of 

(4.29). For example, to achieve the optimum damping factor ζ=0.707 recommended 

in the literature [57]-[59], tuning of the variables can be done by proportioning the 

constant terms of the second highest variable (s3 in this case) to the constant terms of 

the highest variable (s4 in this case) as shown in (4.30). 

𝐾𝐾𝑟𝑟𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔

𝐿𝐿𝑐𝑐𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔
= 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 = 2𝜁𝜁�

𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔

𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔𝐶𝐶𝑐𝑐
 (4.30)  

where ωres is the resonant frequency of the LCL-filter determined solely by the 

passive component values and shown explicitly in (4.30). 
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4.4.4.2. Active Damping under Converter-Current Feedback 

The converter current can alternatively be utilized for the current feedback control as 

depicted in Figure 4.27. As mentioned previously, q-axis current reference is set to 

ωg∙Cf∙vg,q rather than zero to ensure unit power factor since the grid current is not 

directly controlled. Nevertheless, it is evident in Figure 4.27 that obtaining the open-

loop transfer function within this configuration is not convenient since the loop is 

closed in the middle of the open-loop path. Therefore, this structure should be 

modified by using the relation between converter current and grid current. 

Fortunately, converter current is the summation of grid current and filter capacitor 

current.  

    
i* ie ic icf Vcf

LCL-Filter Plant Gp(s)

1
𝑠𝑠𝐶𝐶𝑜𝑜

 
1

𝑠𝑠𝐿𝐿𝑎𝑎
 

PI Controller
Gc(s)

ig
𝐾𝐾𝜂𝜂

𝑠𝑠𝑇𝑇𝑖𝑖 + 1
𝑠𝑠𝑇𝑇𝑖𝑖

 1
𝑠𝑠𝐿𝐿𝑑𝑑

 
Vc

*

  

Figure 4.27 Block diagram of CCF control. 

CCF is equivalent to GCF except for the additional icf −term. Thus, CCF method can 

be modeled by moving the feedback node to the end of the diagram and additionally 

subtracting icf term from the forward path as demonstrated in Figure 4.28. All in all, 

this modified block diagram is exactly the same as the one in Figure 4.27 since the 

system cannot sense any difference except for the simplicity to calculate its open-

loop transfer function [57]. 
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  𝑖𝑖𝑑𝑑𝑜𝑜 = 𝐿𝐿𝑎𝑎 𝐶𝐶𝑜𝑜 𝑠𝑠2𝑖𝑖𝑎𝑎  
Inherent Damping Term
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𝑠𝑠𝐿𝐿𝑑𝑑
 

LCL-Filter Plant Gp(s)

ic icf Vcf ig1
𝑠𝑠𝐶𝐶𝑜𝑜

 
1

𝑠𝑠𝐿𝐿𝑎𝑎
  

PI Controller
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iei*
𝐾𝐾𝜂𝜂

𝑠𝑠𝑇𝑇𝑖𝑖 + 1
𝑠𝑠𝑇𝑇𝑖𝑖

 Vc
*

 

Figure 4.28 Block diagram of equivalent CCF control. 

 

Using the modified block diagram, open-loop transfer function can be found as 

shown in (4.31). Then, substituting (4.23) into (4.31) yields the ultimate open-loop 

transfer function derived in (4.32).  

𝐼𝐼𝑔𝑔(𝑠𝑠)
𝐼𝐼𝑟𝑟(𝑠𝑠) − 𝐼𝐼𝑐𝑐𝑐𝑐(𝑠𝑠) =

𝐾𝐾𝑝𝑝(𝑠𝑠 + 1 𝑇𝑇𝑖𝑖)⁄
𝑠𝑠4𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠2(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)

 (4.31)  

𝐼𝐼𝑔𝑔(𝑠𝑠)
𝐼𝐼𝑟𝑟(𝑠𝑠) =

𝐾𝐾𝑝𝑝(𝑠𝑠 + 1 𝑇𝑇𝑖𝑖)⁄
𝑠𝑠4𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠3𝐾𝐾𝑝𝑝𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔+𝑠𝑠2(𝐾𝐾𝑝𝑝𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔 𝑇𝑇𝑃𝑃⁄ + 𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)

 (4.32) 

As evident in the denominator of (4.32), there is an additional s3−term unlike (4.27) 

providing damping by pushing the resonant poles further into the unit circle without 

using AD (Figure 4.29). The degree of the damping introduced in the current loop 

depends on the controller gain and size of the filter components as can be seen in the 

denominator of (4.32). For instance, to achieve the optimum damping factor ζ=0.707 

recommended for critical damping case in the literature [57]-[59], tuning of the 

variables can be done by proportioning the constant terms of the second highest 

variable (s3 in this case) to the constant terms of the highest variable (s4 in this case) 

as shown below in (4.33). 
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𝐾𝐾𝑝𝑝𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔

𝐿𝐿𝑐𝑐𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔
= 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 (4.33)  

where ωres is the resonant frequency of the LCL-filter. 

According to (4.33), either Kp or Lc can be adjusted in order to further push the 

resonant poles inside the unit circle in Figure 4.29 and vice-versa. The impact and 

corresponding boundaries of these adjustments are well studied in Section 4.4.5. 

 

 

Figure 4.29 Pole locations under GCF and CCF without AD. 

 

If the optimum damping cannot be provided by adjusting Kp and Lc, then additional 

damping terms must be introduced by utilizing AD. For this purpose, previously 

constructed AD configuration in Figure 4.26 can be adopted for CCF method as 

well. The modified structure is shown in Figure 4.30. 
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Figure 4.30 Block diagram of equivalent CCF control with AD.  

Likewise, the open-loop transfer function with AD is derived as displayed in (4.34). 

Again, substituting (4.23) into (4.34) yields the final open-loop transfer function in 

(4.35) involving the damping contributed by both the current controller gain and AD 

gain. 

𝐼𝐼𝑔𝑔(𝑠𝑠)
𝐼𝐼𝑟𝑟(𝑠𝑠) − 𝐼𝐼𝑐𝑐𝑐𝑐(𝑠𝑠) =

𝐾𝐾𝑝𝑝(𝑠𝑠 + 1 𝑇𝑇𝑖𝑖)⁄
𝑠𝑠4𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠3𝐾𝐾𝑟𝑟𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠2(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)

 (4.34) 

𝐼𝐼𝑔𝑔(𝑠𝑠)
𝐼𝐼𝑟𝑟(𝑠𝑠) =

𝐾𝐾𝑝𝑝(𝑠𝑠 + 1 𝑇𝑇𝑖𝑖)⁄
𝑠𝑠4𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝑠𝑠3(𝐾𝐾𝑝𝑝 + 𝐾𝐾𝑟𝑟)𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔+𝑠𝑠2(𝐾𝐾𝑝𝑝𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔 𝑇𝑇𝑃𝑃⁄ + 𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)

 (4.35) 

 

According to denominator of (4.35), the extent of damping introduced can be tuned 

by adjusting the gains Kp and Kd and they should fulfill the following condition for 

optimum damping case. 

(𝐾𝐾𝑝𝑝 + 𝐾𝐾𝑟𝑟)𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔

𝐿𝐿𝑐𝑐𝐶𝐶𝑐𝑐𝐿𝐿𝑔𝑔
= 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 (4.36)  

Use of AD under CCF further pushes the resonant poles inside the unit circle and 

augments the closed-loop damping factor as evident in Figure 4.29. As a final 

remark, in practical applications calculated Kd value for the optimum damping 
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becomes higher than the required value owing to the internal resistances of the 

system that provides a definite extent of resonance damping [57]. Note that for all 

three distinct cases in Figure 4.29, low frequency poles moves only slightly, keeping 

the dynamics identical while resonance damping differs. 

Consequently, the realization of the inherent resonance damping (ID) feature of the 

current loop under CCF technique is enlightened via extended block diagrams and 

pole-zero maps. The optimum values of the gain constants on achieving desired 

damping factors will be elaborated in Section 4.4.5. 

4.4.5. Controller and Active Damping Gain Determination 

Irrespective of the favored damping method (AD, PD, ID), fine-tuning of the 

controller parameters, active damping gains, and damping resistor values is essential 

on reaching the stability. For this reason, this section is devoted to provide a 

comprehensive background and methodology concerning the optimum damping 

issues for  the systems damped by AD, PD, ID without AD and ID with AD. 

In this section, most of the illustrations are made by means of a grid-connected LCL-

filter based VSC utilizing GCF method in the control loop. For this reason, transfer 

function derived in (4.28) will be of primary concern. Besides, several illustrations 

regarding the CCF method will also be involved in the analyses. Before descending 

into particulars, the transfer function in (4.28) is rearranged with the aid of 

resonance frequency definition stated in (4.30) and the following simplified actively 

damped system model in (4.37) is obtained. Closed-loop stability of (4.37) can 

easily be tuned by varying the feedback gain Kd appropriately with regard to the 

desired damping factor ζ, representing the extent of resonance damping [68]. 

𝐺𝐺𝑝𝑝(𝑠𝑠) =
1

𝑠𝑠𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔𝐶𝐶𝑐𝑐
∙

𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠
2

𝑠𝑠2 + 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 + 𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠
2 

 
(4.37) 
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As previously mentioned, PI current controller design is simplified by regarding the 

LCL system as a single inductor of the value LT = Lc + Lg in the low frequency range 

towards to the left of the resonant frequency. Bode diagrams of (4.37) under various 

damping factors can now be plotted as in Figure 4.31, using parameters listed in 

Table 4.1. Plus, first-order curve related to a simple L-filter, whose inductance is set 

to LT = Lc + Lg is also plotted for comparison. 

 

Table 4.1 System parameters used for simulation. 

Elements Parameters Values 

Converter 

Sn 1 MVA 
*fsw 2 kHz 
fsamp 4 kHz 
VDC 1070 V 

Grid 
Vg 400 Vrms-line 
fg 50 Hz 

PF 0.95-1 

**LCL-filter 
Lc 173 μH (11.2%) 
Lg 173 μH (11.2%) 
Cf 332 μF (5%) 

*Switching frequency is calculated using the methodology given in Chapter 3. 

**Filter parameters are computed by the algorithm to be provided in Chapter 5. 

 

Although the magnitude response of the L-filter and the LCL-filter matches perfectly 

in low frequency range regardless of the preferred damping factor, their phase 

responses deviate considerably as depicted in the bode plot of the open-loop system 

under various damping factors in Figure 4.31. The maximum phase lag of simple L-

filter is 𝜑𝜑𝐿𝐿 = 𝜋𝜋 2⁄  while that of an LCL-filter always exceeds this value. As the 

damping factor extent increases, deviation becomes even larger as can be realized in 

Figure 4.31.  
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 Figure 4.31 Magnitude and phase response of LCL-filters under distinct damping 

factors. 

Due to large phase lag of the LCL-filter, damping factor 𝜁𝜁 of the LCL resonance 

must be tuned optimally. Optimum damping control is essential since there will be 

serious transient oscillations in the dynamic response to the step change if the 

resonance is underdamped. On the other hand, overdamped systems will rigorously 

decrease the system phase margin and decelerate the dynamic response. As reference 

to Figure 4.31, the resonance peak is not blunted sufficiently for the case ζ =0.2 and 

the system is underdamped. Nonetheless, the system is overdamped for the case 𝜁𝜁=2 

and a very large phase lag is apparent.  

Furthermore, the maximum value of zero dB gain crossover frequency ωc cannot 

exceed or even be close to the resonance frequency, since there is a 180° phase lag at 

the resonant frequency resulting influence of which is an insufficient phase margin 

for closed-loop control. Plus, inevitable delays caused by sampling and modulation 

constrains the system crossover frequency, forcing ωc to be fixed sufficiently below 

ωres regardless of utilized damping technique, based on the suggested ωc tuning 

 
 
118  
 



region highlighted with two vertical dotted lines in Figure 4.31. To deduce, ωc is 

primarily limited by the phase lag of the LCL-filter and ωc should be selected as a 

fraction of the undamped resonant frequency to achieve an adequate phase margin. 

This fraction can be represented as ωc=αωres provided that α<1 (Figure 4.33).  

The explicit notation of phase lag 𝜑𝜑𝐿𝐿𝐷𝐷𝐿𝐿 is provided in (4.38). Phase lag 𝜑𝜑𝐿𝐿𝐷𝐷𝐿𝐿 can be 

represented as a function of its damping factor ζ and the ratio of gain crossover 

frequency to resonant frequency, α as below. 3D-plot shown in Figure 4.32 

visualizes the phase lag characteristics under various ζ and α [57]. 

 

𝜑𝜑𝐿𝐿𝐷𝐷𝐿𝐿 ≈
𝜋𝜋
2

+ arctan �
2𝜁𝜁𝛼𝛼

1 − 𝛼𝛼2� 
 

(4.38) 

 

𝜁𝜁 α=ωc /ωres 
 

Figure 4.32 Phase lag of LCL-filter as a function of damping factor and the ratio of 

crossover frequency to resonant frequency. 
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The available tuning zone for gain crossover frequency ωc is highlighted in Figure 

4.31. In order to clarify the importance of this region, Figure 4.33 is referred. Figure 

4.33 reveals the bode plot of damped and undamped transfer function of LCL-plant 

Gp(s) and the cascaded open-loop forward transfer function Gp(s)∙Gc(s) provided in 

(4.28) (equivalent to (4.37)) and (4.29), respectively. With the introduction of PI 

current controller plant Gc(s), the location of the gain crossover frequency is altered 

within the frequency axis owing to the nonzero gain of the controllers as revealed in 

Figure 4.33 (i.e. from 504 Hz to 222 Hz). Thus, there should be boundaries limiting 

the excursion of ωc caused by the introduction of Kp. Maximum and minimum 

values of this boundary can be determined as follows.  

The optimum damping condition of LCL resonance is deemed as 𝜁𝜁=0.707 in the 

literature [55]-[59]. Therefore, by referring the bode plot for the case 𝜁𝜁=0.707 in 

Figure 4.31, the rightmost boundary of ωc is determined such that closed-loop 

control can have sufficient phase margin higher than 45°. Similarly, the leftmost 

boundary of ωc is determined when the phase response of the case 𝜁𝜁=0.707 begins to 

deviate from -90°. In addition, the distance between the modified crossover 

frequency and the undamped resonant frequency (actually the frequency that the 

phase margin starts to descend below -180˚) defined by α (Figure 4.33) has crucial 

impact on the achieved phase margin and dynamics of system.  

In order to achieve the proper choice of the proportional gain constant Kp of the PI 

controllers to place ωc in the desired location within suggested tuning region, further 

tuning may be needed. For the fine-tuning of ωc in the highlighted zone, calculated 

Kp value by means of (4.18) (which is found according to symmetrical optimum 

criterion delivering ζ=0.707) can be slightly modified by using the relationship 

between Kp and ωc depicted in (4.39) [57][58]. 

 

𝐾𝐾𝑝𝑝 ≈ 𝜔𝜔𝑐𝑐�𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔� (4.39) 
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Figure 4.33 Impact of PI-controller on magnitude and phase response. 

 

For the optimum damping of LCL resonance (𝜁𝜁 = 0.707), setting α ≈ 0.3 (i.e. ωc ≈ 

0.3ωres) is recommended in the literature as well, since it is not only succeeds an 

adequate phase margin but also avoids the rapid phase transition securely as can be 

seen in Figure 4.33 [57][58]. The combination of 𝜁𝜁 = 0.707 and α ≈ 0.3 yields a 

phase lag of the LCL-filter about 115°, which is not a severe degradation compared 

to L-filter (90°). So, L-filter approximation for the PI current controller design holds 

true for the suggested combination of 𝜁𝜁 and α.  

In the most applications, the transient response of the system is of particular 

concern. In order to enhance the transient response, control bandwidth should be 

increased (to increase the control bandwidth, ωc must be increased). For this 

purpose, the damping factor may be decreased to 0.5 so that higher ωc can be 

acquired (Figure 4.31and Figure 4.32) [57]. The relationship between the crossover 

frequency and the control system bandwidth can be detailed as follows. As it is 

obvious in Figure 4.31 that lower damping factor provides a better match between L 
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and LCL filter in terms of low frequency magnitude and phase characteristics. The 

system bandwidth is limited by the rightmost boundary of the ωc tuning zone in 

Figure 4.31. Beyond the rightmost borderline, the deviation between LCL and L-

filter characteristics becomes considerable (intolerable). The rightmost borderline of 

the ωc tuning region is mainly determined by the phase lag and the phase lag is 

determined by the preferred damping factor (damping factor → phase lag → 

boundary of ωc). If a higher damping factor is desired, phase lag gets larger and 

hence the rightmost borderline of the ωc tuning zone has to shift to left in the 

frequency band (i.e. the system control bandwidth is decreased since ωc is forced to 

be selected lower) to limit the discrepancy between L and LCL filter responses. On 

the other hand, if a lower damping factor is desired, phase lag gets lower and hence 

the rightmost borderline of the ωc tuning zone can be shifted to right in the 

frequency band (i.e. the system control bandwidth is increased since ωc can be 

selected higher). All in all, high damping factors constraint the system bandwidth 

and severely degrades the phase margin. 

As yet, the necessity of PI-current controller design in the low frequency region in 

LCL-filter stabilization, the requirement of a crossover frequency tuning region to 

guarantee a sufficient phase margin, the correspondence of the crossover frequency 

with the control system bandwidth, and the explicit impact of the damping factor on 

the phase lag and its implicit impact on the system control bandwidth are studied in 

detail. Hereafter, apart from the impact of the resonance poles, the impact of the real 

pole on the system response and the trade-off between transient performance (rise 

time, settling time, etc.) and resonance damping will be illustrated. 

Decrease in the desired open-loop damping factor of the resonant poles from 0.707 

to 0.5 is illustrated in Figure 4.34 in terms of pole-zero movements for the set of 

LCL-filter parameters shown in Table 4.1. As can be realized in Figure 4.34, smaller 

damping factor would force the real closed-loop pole to move towards the imaginary 

axis, hence increasing its impact, and attenuating the domination of the two 

conjugate poles.  
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Figure 4.34 Impact of decreasing damping factor shown by pole-zero map.  

 

As a remark, PI-controller transfer function Gc(s) can be reduced to Kp for the pole-

zero and root-loci analyses since the resonance gain has negligible impact above ωg 

[58]. Thus with this simplification, low-frequency conjugate poles reduces to one 

real low-frequency pole as in Figure 4.34. The impact of the real pole cannot be 

neglected, but should be clarified by comparing the step response of the closed-loop 

system with the following second order system Gs(s) in (4.40) under different 

damping factors: 

𝐺𝐺𝑠𝑠(𝑠𝑠) =
𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠

2

𝑠𝑠2 + 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 + 𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠
2 (4.40) 
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Solid line: Third-order system Gp(s)
Dashed line: Second-order system Gs(s)

 

Figure 4.35 Step responses of Gp(s) and Gs(s). 

 

In the light of the results plotted in Figure 4.35, it can be inferred that the real pole is 

slowing down the overall step response, hence bringing about a longer settling time. 

However, it damps transient oscillations more powerfully, leading to smaller 

overshoots at all damping factors. 

In order to state the trade-off between transient performance (rise time, settling time, 

etc.) and resonance damping, open-loop phase margin provided by each damping 

factor is examined. Phase margins for the case 𝜁𝜁=0.5 (ωc ≈ 2π289 rad/sec, α = 

0.2891) and 𝜁𝜁=0.707 (ωc ≈ 2π278 rad/sec, α = 0.2779) are found to be 55.5° and 

49.3° respectively as shown in Figure 4.36. Hence, increased phase margin delivers 

higher ωc and therefore higher bandwidth leading to a faster current loop.  
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Figure 4.36 Impact of damping factor on phase margin (CCF). 

 

Hereafter, the general representation of the damping factor ζ will be explicitly shown 

according to the favored method of current feedback technique. For instance, Figure 

4.37 depicts the bode plot of open-loop transfer function Gp(s)∙Gc(s). Open loop 

transfer function Gp(s) is derived regarding converter-side current feedback and 

hence the system is inherently damped as expected and it is further proven in Figure 

4.37. Therefore, Kp provides gain adjustment for the current control loop as well as 

adjusts the damping factor of the resonant poles. There is not any other additional 

damping. In order to ensure a stable closed-loop control system, Kp value should not 

be so high. Excessive Kp shifts up the magnitude response of the LCL system too 

much, then ωc gets higher as depicted in Figure 4.37. This tendency is also verified 

by the formula defined in (4.39). However, the control system bandwidth would not 

increase forever with the increase of ωc. Since, the L-filter approximation starts to 

deviate considerably prior to resonant frequency under excessive gain constants as 

can be agreed in Figure 4.37.  
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Figure 4.37 Impact of Kp change on open-loop bode plot (CCF). 

 

In addition, Figure 4.38 presents root locus analysis to visualize the closed-loop pole 

movements of the system using converter-side feedback under various Kp values. In 

Figure 4.38, the resonant poles initially track well inside the unit circle and hence the 

system is kept stable until Kp is increased too much. Thereby, tuned ωc should reside 

within the boundary that is set to reserve sufficient phase margin for the closed-loop 

control. Beyond the maximum borderline of the ωc tuning region, the system phase 

margin is severely reduced, degrading transient response rigorously. Consequently, 

the reason why the ωc tuning zone is confined to the low frequency range in Figure 

4.31 becomes more evident. 
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Figure 4.38 Root locus under Kp change (CCF). 

 

Note that the symmetrical optimum approach in Kp designation targets the maximum 

ωc boundary to maximize the bandwidth of the system while guaranteeing a 

sufficient phase margin [57][58]. As a consequence, (4.18) deliver Kp concerning the 

optimum damping factor ζ=0.707 together with the optimum distance of α ≈ 0.3. 

Hence any Kp opted higher than the calculated Kp value would start to degrade phase 

margin and transient response. 

Figure 4.39 depicts the bode plot of open loop transfer function consisting of PI 

current controller and LCL plant. Open loop transfer function is derived regarding 

grid-side current feedback and the system is damped using active damping method. 

Therefore, Kp only provides gain adjustment for the current control loop. The Kp 

values and the color codes are identical with the ones in Figure 4.37. The same 

restrictions concerning Kp increase apply for the grid-side current feedback method 
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definitely. Increase in Kp shifts up the magnitude response of the LCL system, then 

ωc shifts to higher frequencies as depicted in Figure 4.39. However, in this case the 

phase response remains the same while Kp changes. Since, the damping factor 

supplied by the active damping gain constant Kd is adjusted to yield 𝜁𝜁=0.707 and 

does not change at all. Excessive Kp puts ωc out of the borderline of the ωc tuning 

region. As a consequence, the system phase margin is diminished severely, and 

transient response is worsened. 

 

 

Figure 4.39 Impact of Kp change on open-loop bode plot (GCF). 

 

Similarly, Figure 4.40 presents root locus plot for the closed-loop pole movements 

of the system using grid-side feedback under various Kp values. In Figure 4.40, the 

resonant poles are damped sufficiently owing to the employed active damping loop. 

However, low-frequency system poles are shifted towards outside of the unit circle 

for the large Kp gains. 
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Figure 4.40 Root locus under Kp change (GCF). 

 

 

Figure 4.41 Impact of Kp change on phase response (CCF) – detailed. 
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Figure 4.39 and Figure 4.41 visualizes the change in the corresponding phase 

margins against various Kp under GCF and CCF, respectively. Note that Figure 4.41 

is the detailed portion of the phase response in Figure 4.37. It can be inferred that the 

increase in Kp from 0.1 to 0.5 improves the phase margin considerably in both 

methods. Nevertheless, further increase in Kp tends to diminish the phase margin and 

degrade the transient response in both methods. Thus, the optimum Kp can be 

regarded as 0.5 which is the same value as the one calculated by means of (4.18). 

Note also that the formula provided in (4.39) yields values very close to the ones 

delivered by (4.18). As a remark, Kp=0.5 value provides the maximum achievable 

phase margin and yields α ≈ 0.29 proving that the suggested condition of α ≈ 0.3 is 

determined such that it warrants the optimum phase margin anyhow. 

4.4.6. Identification of Active Damping Regions for LCL-Filters 

The relationship between the resonant frequency and PI-current controller stability is 

well-elaborated in Section 4.4.5 via magnitude and frequency responses of the 

forward path transfer functions (Gp(s)∙Gc(s)) along with individual LCL-plant Gp(s), 

pole-zero maps, root loci and simulation studies by means of MATLAB® and 

SIMPLORER®. Not only stability of the LCL-plant current controller design is 

regarded but also the sufficiency of the damping extent is examined through 

comprehensive analyses and simulation.  

As yet, the internal structure of the current feedback mechanisms and their damping 

methods are considered. Nevertheless, the feasibility of these damping methods 

under distinct parameters has not been investigated yet. This section is dedicated to 

enlighten that there are three distinct regions of significance for the LCL-filter 

resonance – high resonant frequency region, critical resonant frequency region and 

low frequency resonant region [58]. The low resonant frequency region and high 

resonant frequency region is separated by the critical resonant frequency region 

where it is not possible to design a proper PI-controller with effective damping [57]. 

Therefore, it can be inferred that the resonant frequency of the LCL-filter is not an 

arbitrary number. Its value can completely change the effective stability extent and 
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the method to achieve stability. All in all, how and when active damping is needed 

in LCL-filter control as the resonant frequency varies is embodied in this dissertation 

under this section.  

Through extended literature review [54]-[58][60][61][64]-[68] and comprehensive 

self-study on this issue [56][59][63][69], the regions that the active damping can be 

applied effectively or active damping is useless is well-clarified under GCF and CCF 

current feedback methods and they are tabulated in Table 4.2.  

 

Table 4.2 Regions of effective AD control under CCF and GCF. 

 Low-resonant frequency High-resonant frequency 

CCF 

• System is stable 
without AD. 

• AD does not contribute 
to stability and it has 
nearly no impact on 
resonant damping 
extent. 

• System is stable without 
AD. 

• AD does not contribute to 
stability however it has 
beneficial impacts on 
increasing resonant damping 
extent. 

GCF 

• System is not stable 
without AD. 

• AD is mandatory for 
stability and damping 
extent depends 
primarily on Kd. 

• System is stable without 
AD. 

• AD does not contribute to 
stability but it has beneficial 
impacts on increasing 
resonant damping extent. 

 

Note that the refined information provided in Table 4.2 is obtained by assuming a 

lossless LCL-filter network in order to simulate the worst-case scenario on achieving 

stability. The deductions made in Table 4.2 should be interpreted − for instance, 

below critical resonant frequency i.e. in low resonant frequency region, AD become 

necessary to achieve stability nevertheless, above critical resonant frequency i.e. in 

high resonant frequency region, there is no need to use AD methods since current 

regulators are sufficient to ensure stability when GCF is employed.  
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Figure 4.42 shows the closed-loop pole movements under CCF and GCF methods 

without AD in the low and high resonant frequency regions. In Figure 4.42(a) and 

(c), poles are initially pushed well inside the unit circle under both GCF and CCF 

methods. Thus, stability is maintained by only current feedback loop i.e. without AD 

until excessive gain constant Kp is applied in high resonant frequency region. On the 

other hand, in the low resonant frequency region, the resonant pole pair always 

follows a trajectory away outside the unit circle as agreed in Figure 4.42(b) under 

GCF method without AD. Thus, system cannot be stabilized without using AD, 

proving the statement in Table 4.2 However, in low resonant frequency region under 

CCF method (Figure 4.42(d)) system is stable for small controller gains without AD 

and resonant pole pair initially tracks inside the unit circle until excessive Kp values 

are applied. Consequently, these four root-loci outputs further validate the findings 

in Table 4.2. 

The abovementioned critical resonant frequency region is determined by a so-called 

critical LCL-filter resonance frequency (ωcrit) and it can be calculated by means of 

(4.41) [58]. 

𝜔𝜔𝑐𝑐𝑟𝑟𝑖𝑖𝑟𝑟 =
𝜋𝜋

3𝑇𝑇𝑠𝑠𝑟𝑟𝑚𝑚𝑝𝑝
 (4.41) 

where Tsamp is the system sampling frequency. In the light of Table 4.2, controller 

design and gain determinations in low and high resonant frequency regions are 

addressed briefly.  
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Figure 4.42 Root loci under (a) GCF in high fres (b) GCF in low fres (c) CCF in 

high fres (d) CCF in low fres. 

4.4.6.1. LCL Resonance Frequency above Critical Resonance Frequency 

Once the LCL-filter resonant frequency, ωres is higher than ωcrit, employment of AD 

using capacitor current feedback does not promote stability and simply GCF is 

sufficient to ensure stability with the usage of conventional PI-current regulators 

[59]. CCF method can also be adopted as the main feedback variable and a stable 

system can be obtained without use of AD methods. However, the utilization of AD 

using capacitor current feedback may flourish the damping capability of the system 
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and improve the harmonic and ripple performances for both CCF and GCF at high 

resonant frequency region [59].  

It is evident from Figure 4.42(a) and(c) that the main constraint limiting the 

controller gain is the position of the low frequency poles within the unit circle rather 

than the resonant poles of the LCL-filter. Thus, when ωres > ωcrit, maximum 

controller gains can be computed using the L-filter approach as mentioned 

previously. 

4.4.6.2. LCL Resonance Frequency below Critical Resonance Frequency 

Once the LCL-filter resonant frequency, ωres is lower than ωcrit, only CCF is 

sufficient for stable control and utilization of AD provides neither stability 

performance improvement nor damping extent escalation. However, if GCF is 

employed, then AD is essential to attain stability [59]. Utilization of AD using filter 

capacitor current and optimization of damping gain constant Kd under CCF and GCF 

are well studied in Section 4.4.4 and 4.4.5, respectively. 

Regardless of the damping method, the low frequency current controller is still ruled 

by the total inductance of the LCL-filter neglecting the capacitor branch [58] Thus, 

L-filter approximation holds true in this region as well and controller parameters can 

be calculated as done before as long as the crossover frequency is set sufficiently 

below the resonant frequency. Section 4.4.5 should be referred for more details.  

As of this point, the provided theoretical background up until will be verified in 

simulation environment (SIMPLORER®). Also, further tips regarding stability and 

dynamic response will be provided via root-loci and step responses with the aid of 

MATLAB®.  

Fixing the problems caused by inadequate damping is as crucial as the stabilization 

of an LCL-filter current regulator. Therefore, stabilization is not the only aim of the 

controller design procedure; sufficient damping must be provided to damp high 

frequency oscillations caused by resonant poles. As a remark, LCL-filter parameters 

should not be designed such that the resonant frequency becomes so close to critical 
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resonant frequency. Since, there is an uncertain and probably unstable region of 

operation around ωcrit [58].  

4.5. Case Studies 

In this section, steady-state and transient-state performances of the outputs of a 

proposed LCL-filter will be assessed regarding the regions of resonant frequency. 

The system parameters studied in the case studies are given in Table 4.3. 

 

Table 4.3. System parameters used in case-studies. 

Elements Parameters Values 

Converter 

Sn 250 kVA 
*fsw 4 kHz 
fsamp 8 kHz 
VDC 750 V 

Grid 
Vg 230 Vrms-line 
fg 50 Hz 

PF 0.95-1 

**LCL-filter 
Lc  200 μH (9.8%) 
Lg 200 μH (9.8%) 
Cf 150 μF (3%) 

*Switching frequency is calculated using the methodology given in Chapter 3. 

**Filter parameters are computed by the algorithm to be provided in Chapter 5. 

 

4.5.1. Simulation Results via SIMPLORER® for GCF Control 

Although 1 MVA PWM-VSC is simulated in Section 4.4.5, in this section a 250 

kVA PWM-VSC will be simulated for two reasons. First reason is to augment the 

power scale diversity assessed within the thesis and secondly to process the 

theoretical data under a decent switching frequency higher than 2-3 kHz in order to 

highlight the dissimilarities between control methods more evidently. 

Simulation studies require different sets of LCL-parameters: below ωcrit, and above 

ωcrit as listed in Table 4.4. The inductors are kept constant while Cf is changed to 
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shift ωres between low and high ωres regions. Control (sampling) frequency is also 

kept constant throughout the analysis, yielding different ratios of resonant frequency 

to sampling frequency. Since this ratio is vital on commenting on the performance of 

the LCL-filter in control and resonance damping aspects [55]. As a remark, the ratio 

of resonant frequency to sampling frequency will be represented by λ 

correspondingly in the following parts.  

 
Table 4.4 Selection of Cf below and above critical region. 

Reactive power 
absorption ratio Cf fres λ= fres/ fsamp 

3% 150 μF 1.19 kHz (low) 0.15 
2.8% 142 μF 1.33 kHz (critical) 0.17 
0.6% 30 μF 2.91 kHz (high) 0.36 
0.4% 20 μF 3.56 kHz (high) 0.44 

 

Sections 4.5.1.1, 4.5.1.2 and 4.5.1.3 illustrates Case I-GCF with AD in low resonant 

frequency region, Case II - GCF without AD in high resonant frequency region for 

Cf =20 μF and Case III- GCF without AD in high resonant frequency region for 

Cf=30 μF, respectively. First of all, all of the related waveforms are provided in 

Figure 4.43, Figure 4.44, and Figure 4.45, then three cases are evaluated comparing 

these waveforms.  
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4.5.1.1. Case I− GCF with AD in Low-Resonant Frequency Region  

Figure 4.43 reveals dynamic-state and steady-state grid current, converter current 

and grid current in dq-frame under specified combination. 

 

 

 

 

Figure 4.43 Simulation outputs GCF with AD (low fres).  
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4.5.1.2. Case II− GCF without AD in High-Resonant Frequency Region 

(Cf=20 μF) 

Figure 4.44 depicts dynamic-state and steady-state grid current, converter current 

and grid current in dq-frame under specified combination. 

 

 

 

 

Figure 4.44 Simulation outputs under GCF without AD (high fres, Cf=20µF). 
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4.5.1.3. Case III− GCF without AD in High-Resonant Frequency Region 

(Cf=30 μF) 

Figure 4.45 reveals dynamic-state and steady-state grid current, converter current 

and grid current in dq-frame under specified combination. 

 

 

 

 

Figure 4.45 Outputs under GCF and enabled/disabled AD (high fres, Cf=30µF). 
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Simulation was conducted in SIMPLORER® environment to confirm the 

effectiveness of the theoretical background. Simulation outputs were obtained in 

three different cases consisting of three distinct filter capacitor values to range the 

filter for GCF method. For each case a step change in commanded output current 

from 10% to 100% is used to display dynamic performance and to excite 

underdamped resonance if any present. The parameters in Table 4.3 were used 

throughout the simulations while corresponding filter capacitor values in Table 4.4 

were selected to embody the distinct resonant frequency regions.  

In Case-I, the effectiveness of GCF method with AD (using filter capacitor current 

feedback) is examined. For this purpose, three-phase grid-side current, three-phase 

converter-side current and grid-side current in dq-frame are revealed in Figure 4.43. 

According to Figure 4.43, it is evident that the system can be kept stable and 

performs well under both steady-state and transient-state. 

In Case-II, same variable outputs are used to reveal the effectiveness of GCF method 

in high resonant frequency region when AD is deactivated. In this case filter 

capacitor value is decreased to 20 μF so that the resonant frequency can be shifted to 

higher values, i.e. 3.56 kHz (λ=0.44). Figure 4.44 displays that filtering performance 

of the LCL-filter is degraded for the high resonant frequency case and the benefits 

provided by LCL-filter have been limited severely. 

As a remark, for the low resonant frequency case, the overshoot at the transition 

from light load to full load is slightly higher than the high resonant frequency case. 

In Case-III, resonant to sampling frequency ratio is decreased in order to display the 

sensitivity of the design against the resonant frequency variation in high resonant 

frequency range. For this purpose, Cf is adjusted to 30 μF yielding fres=2.91 kHz and 

λ=0.36. As can be seen in Figure 4.45 until AD is enabled, GCF method without AD 

cannot provide a stable system with a damped resonant pole pair. Thus, it can be 

deduced that apart from the critical resonant frequency region addressed in [58], 

there is also a critical ratio λ (resonant frequency to sampling frequency ratio) in 

high resonant frequency region determining the effectiveness of AD for the systems 
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using GCF method. This critical ratio identification is inherent to this thesis work, so 

it can be deemed as a novel approach on commenting on the effectiveness of the AD 

methods in high resonant frequency regions. As evident in Figure 4.45, use of AD is 

essential for such λ ratios which are not high enough to succeed stable operation 

without AD. Since ratio λ=0.44 (Case-II) has achieved stable operation without AD 

whereas the ratio λ=0.36 (Case-III) has required AD to provide stable operation of 

the controllers. Overall, the analysis of the GCF in high resonant frequency region 

showed that as long as the maximum achievable control bandwidth is lower than the 

resonance frequency, the PWM converter with LCL-filters can be controlled with the 

voltage oriented PI-control with GCF in high resonant frequency region [61]. 

4.5.1.4. Stability Analysis of the Simulated System via MATLAB® 

Figure 4.46 shows the movements of low-frequency poles as well as resonant pole 

pair under the studied cases. In Figure 4.46(a), displays the Case I when AD is 

disabled. As agreed in the root locus, resonant poles always track outside for any 

gain constant Kp. Nevertheless, by enabling AD in Case I, resonant poles track inside 

for proper Kd values and stability can be achieved as evident in Figure 4.46(b). 

However, too much Kd will make the poles track back outside the unit circle and 

stability will be lost. In Figure 4.46(c), system is stable despite the absence of AD 

since resonant poles are damped internally as agreed in Case II. However, the 

limiting point in this case is the gain constant Kp (PI-controller) and too much Kp 

would cause loss of stability as agreed in Figure 4.46(c). In Figure 4.46(d), resonant 

poles initially track away from the unit circle and stability cannot be achieved for 

any Kp value for Case III once AD is deactivated. The large magnitudes of resonant 

harmonics visible in Figure 4.45 validate the root locus output. Fortunately, with the 

introduction of AD, resonant poles are pushed inside the unit circle for proper 

choices of Kd as evident in Figure 4.46(e) and stability can be achieved, as also 

observed in Figure 4.45. 
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(a) Case I − AD disabled (variable: Kp) .  (b) Case I− AD enabled (variable: Kd). 

 
   (c) Case II− AD disabled (variable: Kp).    

 
(d) Case III − AD disabled (variable: Kp).  (e) Case III− AD enabled (variable: Kd). 

Figure 4.46 Various root-loci for Case I-II-III under GCF. 
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4.5.1.5. FFT Analysis of the Simulated System 

In this subsection, the impact of AD on frequency spectrum will be examined 

regarding Case II and Case III by activating and deactivating AD, respectively. 

Figure 4.47 depicts the FFT of grid-side current and converter-side current (Case II) 

as fraction of the fundamental component for each variable. Since the resonant pole 

pair is damped sufficiently (Figure 4.46(c)), employment of AD gives no positive 

contribution to suppress resonant harmonics any more as shown in Figure 4.47(a) 

and (b). 

On the contrary, resonant poles are undamped in Case III when AD is disabled 

(Figure 4.46(d)). Thus, very large magnitudes of harmonics around resonant 

frequency are visible in the FFT of grid and converter currents in Figure 4.48(a). The 

distorted waveforms having undamped large magnitude resonant harmonics are also 

evident in Figure 4.45. With the introduction of AD, resonance poles are pushed 

inside (Figure 4.46(e)) and the large magnitude resonant harmonics are mitigated to 

very low percentages as depicted in Figure 4.48(b). 

 

Figure 4.47 FFT of Ig and Ic (Cf=20μF) under GCF (a) w/o AD (b) with AD. 
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Figure 4.48 FFT of Ig and Ic (Cf=30μF) under GCF (a) w/o AD (b) with AD. 

 

4.5.2. Simulation Results via SIMPLORER® for CCF Control 
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resonant frequency region, Case II - CCF without AD in high resonant frequency 

region for Cf =20 μF and Case III- CCF with AD in high resonant frequency region 
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4.5.2.1. Case I-CCF without AD in Low-Resonant Frequency Region 

Figure 4.49 depicts dynamic-state and steady-state grid current, converter current 

and grid current in dq-frame under specified combination. 

 

 

 

 

Figure 4.49 Simulation outputs under CCF without AD (low fres).  
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4.5.2.2. Case II− CCF without AD in High-Resonant Frequency Region  

Figure 4.50 shows dynamic-state and steady-state grid current, converter current and 

grid current in dq-frame under specified combination. 

 

 

 

 

Figure 4.50 Simulation outputs under CCF without AD (high fres, Cf=20 µF). 
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4.5.2.3. Case III− CCF with AD in High-Resonant Frequency Region  

Figure 4.51 depicts steady-state grid current, converter current and grid current in 

dq-frame under specified combinations involving enabling and disabling AD. 

 

 

 

 

Figure 4.51 Simulation outputs under CCF with AD (high fres, Cf=20 µF).  
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In Case-I, the effectiveness of CCF method with AD (using filter capacitor current 

feedback) is examined. For this purpose, three-phase grid-side current, three-phase 

converter-side current and grid-side current in dq-frame are revealed in Figure 4.49. 

It is evident in Figure 4.49 that the system is stable and performs well under both 

steady-state and transient-state. However, there exist resonant harmonics causing 

high frequency oscillations during the transition from light load to full load due to 

the underdamped closed-loop gain. Underdamped resonant pole pair is also evident 

in Figure 4.53(a). If AD is implemented in Case I, the high frequency oscillations 

would be blunted as demonstrated in Figure 4.52. The critically damped poles with 

the introduction of AD are obvious in Figure 4.53(b). 

 

 

Figure 4.52 Dampening the resonance effect in CCF by AD (low fres). 
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circle (Figure 4.53(c)). Thus, very little benefit is acquired by LCL-filter in this high 
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In Case-III, impact of AD implementation to Case II is examined. As evident in 

Figure 4.51, use of AD is beneficial on mitigation of resonant harmonic magnitudes. 

The mitigation and elimination of individual harmonics are also depicted in FFT 

analysis of grid-side and converter-side current in Figure 4.54. 

Overall, the related statements in Table 4.2 are further proven with the simulation 

outputs shown in Case I, II and III. In the forthcoming sections, internal causes of 

these phenomena are shown explicitly in terms of root loci and FFT analysis of the 

currents. 

4.5.2.4. Stability Analysis of the Simulated System via MATLAB® 

Figure 4.53 displays the movements of low-frequency poles and resonant pole pair 

under the studied cases in CCF case just as done in GCF case. In Figure 4.53(a), it is 

clear that resonant poles are initially damped without any additional damping. In this 

case, gain constant Kp is varied and it has been found that rise in Kp makes the poles 

initially track inside the unit circle until too much Kp is applied, then stability is lost 

for excessive gains. Figure 4.53(b) shows the effect of AD for fixed values of Kp, 

yielding a better damping of resonant poles with the increase of damping gain Kd. 

However, excessive Kd values will make the poles track back outside the unit circle 

and stability will be lost. 

In Figure 4.53(c), system is stable despite the absence of AD since resonant poles 

are damped internally as agreed in the figure. Yet, the limiting point in this case is 

the gain constant of PI-controllers and too much Kp would cause loss of stability as 

depicted in Figure 4.53(c). In Case III with the activation of AD, damping of 

resonant poles is even increased for proper choice of Kd as evident both in Figure 

4.51 and Figure 4.53(d). Again, too much Kd pushes the poles outside the unit circle 

and stability will be lost. 
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(a) Case I −AD disabled (variable: Kp).   (b) Case I− AD enabled (variable: Kd). 

 
(c) Case II − AD disabled (variable: Kp).  (d) Case III− AD enabled (variable: Kd). 

Figure 4.53 Various root-loci for Case I-II-III under CCF. 
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significant contribution to further suppress resonant harmonics as can be compared 

in Figure 4.54 (a) and (b). The mitigation of the harmonics is also evident in Figure 

4.51. 

 

(a)       (b) 

Figure 4.54 Ig harmonics (%) with CCF method for Cf=20µF (a) Ig and Ic (b) Ig and 

Ic (AD). 
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pole pair. On the contrary, calculated Kp has no impact on resonance damping in 

GCF method and necessary Kd value is calculated by means of (4.30) to provide 

sufficient closed-loop damping factor. Thus, the resonant pole pair in Figure 4.55 

seems perfectly damped under GCF method. 

In the light of abovementioned facts, GCF and CCF cannot be compared directly. 

There are two possible ways providing a fair comparison between these two 

techniques [58][70]. The first one is keeping the same Kp value found by (4.18) to 

provide the same controller bandwidth in return the same dynamic response (same 

dynamics, poorer resonance damping in CCF). The second approach is equating the 

resonance damping in both methods by adjusting the same damping factor. For this 

purpose, Kp value is increased in CCF method in order to yield the same damping 

factor achieved in GCF method. Fine-tuning of this value can be managed by means 

of iterative analysis in pole-zero maps as in Figure 4.55. Thus, second approach 

guarantees the same resonance damping for both methods, whereas, the bandwidth is 

reduced in CCF case owing to the increase in Kp value beyond its optimal value. 

 

Figure 4.55 Pole locations (Red CCF, blue GCF). 
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The proposed comparison approaches are also implemented in simulation 

environment. For this purpose, the system parameters provided in Table 4.3 are 

used. Figure 4.56 and Figure 4.57 reveals the fact that for insufficient damping 

factors determined by Kd values (GCF case), dynamic response contains high 

frequency oscillations due to the excited resonance by underdamped resonant peak 

in the magnitude response. 

As of this point abovementioned two fair comparison cases will be provided as 

follows: 

Gain Option 1 – Same System Bandwidth 

The same bandwidth is obtained with the proportional gain and resonance time 

constant from (4.18): 

 

Kp,CCF = Kp,GCF = 1.07   Ti,CCF = Ti,GCF =1.125ms 

 

The reduced resonance damping of this system can be seen in Figure 4.55, where the 

closed-loop poles are closer to the unit circle stability boundary. The transient results 

show some amount of resonance in Figure 4.58 compared to case in Figure 4.57. 

 

Gain Option 2 – Same Resonance Damping 

The same resonant pole damping can be obtained by using a root locus to place the 

resonant poles. This gives a gain of: 

 

Kp,CCF = 1.51 

 

The extra gain constant required to superpose the pole damping characteristics leads 

to a larger current overshoot as can be seen in the transient results of Figure 4.59.  
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Figure 4.56 Step response of Ig under GCF: Kp=1.07 (ζ=0.3). 

 

 

Figure 4.57 Step response of Ig under GCF: Kp=1.07 (ζ=0.707). 
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Figure 4.58 Step response of Ig under CCF:Kp=1.07(Matched bandwidth with GCF). 

 

 

Figure 4.59 Step resp. of Ig under CCF: Kp=1.51 (Matched res. damp. with GCF). 
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As evident from the transient results, there is a tradeoff between transient 

performance (overshoot, rise time, settling time) and resonance damping. Further 

advantages and disadvantages of CCF and GCF methods can be summarized as 

follows: 

Firstly, CCF does not directly regulate the grid current. In order to control real and 

reactive power flow (and power factor) the current flowing into the grid must be 

controlled. Thus, CCF will require current reference compensation, introducing 

more complexity. 

Secondly, GCF provides the fastest transient performance, best resonance damping 

and directly regulates the grid current without steady state error. However the best 

placement of current measurement transducers is in both inductor current paths, to 

provide overcurrent protection. 

Thirdly, if the system design is limited to a single current transducer then CCF will 

provide a degree of active damping, with a tradeoff of transient performance. Further 

damping can be obtained by using AD with the capacitor current. However, this will 

further reduce dynamic performance [70]. The summary of this comparative study is 

provided in Table 4.5. 

 

Table 4.5. Differences between GCF and CCF control. 

Type Stable Ig 
traction Damping Transient Sensors 

GCF No N/A N/A N/A 1 
GCF with AD Yes Yes Good Good 2 

CCF Yes No Poor Good 1 
CCF with AD Yes No Good Poor 2 
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4.6. Summary and Conclusions 

With the recent developments in wind energy area, LCL-filters have gained much 

importance due their superiority in size, cost and attenuation capability, leading to a 

substantial increase in publications in this area. This chapter can be deemed as a 

novel theoretical study of LCL-filters compiling the extended but disoriented 

information in the literature; meanwhile proposing novel findings on LCL-filter 

control and stability issues and providing comparative studies between widely used 

techniques. First of all, the improvements brought by LCL-filters in place of 

conventional L-filters have been discussed in quite detail and the reasons why LCL-

filters are more suited for high-power conversion systems widely employed in wind 

farms of over hundreds of kilowatts have been clarified. Secondly, control overview 

of LCL-filters has been mentioned thoroughly. With the use of control overview, 

stability of LCL-filters has been discussed by merging the methodology in the 

literature with the novel findings within the scope of this dissertation. Third, the 

impact of AD (both inherent and AD using capacitor current) has been well 

elaborated by means of thorough case studies conducted on SIMPLORER® and 

MATLAB®. Thus, a unique, extensive, well-detailed and top to bottom study has 

been unveiled enabling one to be able to comment on the steady-state and transient-

state behavior of the LCL-filters according to the location of the resonant frequency 

in the frequency spectrum. Assessment of the steady-state and transient performance 

of the LCL-filter with respect to the location of the resonant frequency is one of the 

merits of this dissertation. Important deductions made concerning LCL-filter control 

and stability can be summarized as below: 

i. The grid and converter-side inductances should be equal so as to maximize 

the filtering capability of inductors. In other words, it may inevitably increase 

the cost and volume of passive filtering elements. On the other hand, small 

converter-side inductance directly translates into significant current ripples 

on the output of the inverter. This may result in considerable losses in the 

inductor and cause serious overheating. 
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ii. For dampening the resonance, employing PD provides a simple and effective 

solution while introducing damping losses that may inevitably lead to higher 

losses exceeding acceptable thresholds (i.e. 1% of the rated power). Also it 

compromises the attenuation of high frequency harmonics. On the other hand 

employing AD techniques provides stability with no additional losses; 

whereas realization of these schemes requires more sensors, complex state 

observes and so on. Plus, the effectiveness of these techniques mostly 

depends upon the accuracy of filter parameters. Consequently, existing 

current control schemes with either PD or AD included for LCL-filtered 

three-phase VSCs are found to be incapable of achieving high efficiency and 

simplicity simultaneously, despite an improvement in stability. 

iii. This study has comprehensively explored the inherent damping (ID) 

characteristic of an LCL-filter, which so far has not yet been discussed much 

in the literature. It specifically shows that the current control loop has an 

inherent damping term embedded when the converter current is employed for 

current feedback (CCF). This inherent damping term can be used for optimal 

damping of the LCL resonance without demanding additional PD or AD, 

only if the filter components are designed suitably. Such inherent damping 

unfortunately does not exist when the grid current is measured for feedback 

control (GCF); hence leading to the general conclusion that CCF is more 

stable than GCF as long as additional damping is not used under each 

method. 

iv. The immediate influence brought by deviation of passive filter element 

values caused by aging, temperature variation, and system uncertainty is an 

elevated difficulty in achieving optimum damping, especially if only the 

inherent damping characteristic of CCF is relied on. To compensate for this, 

detailed examination for tuning the damping factor is proposed, which would 

preserve the advantage of using only CCF (without damping), but at the 

expense of a more compromised transient response compared to GCF case. 
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Simulation and experimental results for validating those findings have been 

provided at the end of the chapter. 

v. CCF does not directly regulate the grid current. In order to control real and 

reactive power flow (and power factor) the current flowing into the grid must 

be controlled. Thus, CCF will require current reference compensation, 

introducing more complexity. If GCF technique is utilized, the output current 

of the converter cannot be controlled directly, meaning that it is impossible to 

provide instantaneous over current protection to the PWM converter, while 

this feature is quite essential in practical implementation. Nevertheless, in 

practical applications sensors are placed on both sides irrespective of current 

feedback variable since power factor control and over current protection are 

equally important aspects of the system. 

vi. In the light of extensive analysis in case studies, GCF with AD has provided 

faster transient performance compared to CCF without damping case without 

compromising resonance damping. On the other hand, CCF without AD case 

has provided a degree of resonance damping, with a tradeoff of transient 

performance. Further damping has been obtained by using AD with the 

capacitor current. However, this has further reduced dynamic performance of 

CCF. It should be noted that the plant response is dynamically slow under 

GCF without AD case owing to very small control bandwidth caused by the 

sharp resonance peak, indicating that the overall system is nearly impossible 

to be closed-loop stable (internal losses are generally insufficient to blunt the 

resonance peak). Improvement to it can only be introduced by additional 

damping to dampen the infinite gain at the resonant frequency. Table 4.5 

summarizes above conclusions. 

vii. It has been found that additional filtering improvement of LCL-filter is 

compromised as the resonant frequency moves to high resonant frequency 

region. This is due to the fact that LCL-filter behaves very similar to a single 

L-filter as demonstrated by the simulation outputs and root loci. Thus, the 
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benefits introduced by LCL-filter are almost nullified if the resonant 

frequency passes beyond critical resonant frequency. 

viii. Apart from the critical resonant frequency region, there is also a critical ratio 

λ (resonant frequency to sampling frequency ratio) in high resonant 

frequency region determining the effectiveness of AD for the systems using 

GCF method. This critical ratio identification is inherent to this thesis work, 

so it can be deemed as a novel approach on commenting on the effectiveness 

of the AD methods in high resonant frequency regions. As long as the 

maximum achievable control bandwidth is lower than the resonance 

frequency, the PWM converter with LCL-filters can be controlled with the 

voltage oriented PI-control using GCF (without AD) in high resonant 

frequency region. 

In the light of above deductions, GCF with AD method seems superior over all cases 

as depicted in Table 4.5. Although CCF case is stable without additional damping, it 

cannot be relied on practical applications such as high power grid-side VSC of WTs. 

Thus, CCF provides a simpler solution only in theory. Using same number of 

sensors but providing better transient response as well as grid current traction, GCF 

with AD will be the preferred method for the converter design within the scope of 

this dissertation. However, this chapter does not involve the comparison of CCF and 

GCF methods under PD technique. Since PD technique turns LCL-filter into a 

second-order filter which does not suffer from resonance, stability and control 

analyses covered in this chapter to eliminate the impact of resonance peak do not 

apply for PD case. Nonetheless, the impact of CCF and GCF methods under PD will 

be mentioned in the next chapter. 

To conclude, control and stability analysis of LCL-filter have been provided in quite 

detail in this chapter. In the next chapter, the comprehensive studies conducted in 

this chapter are directly used to propose a novel LCL-filter design procedure and a 

detailed study considering the fine tuning of the controllers are provided. 
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CHAPTER 5 

5. LCL-FILTER DESIGN METHODOLOGY FOR GRID CONNECTED 

VOLTAGE SOURCE CONVERTERS 

LCL-FILTER DESIGN METHODOLOGY FOR GRID CONNECTED 

VOLTAGE SOURCE CONVERTERS 

 

Each chapter of this dissertation presents important topics within the scope of the 

main focus. The output of a chapter is the input for the latter, like individual links of 

a chain. Thus, each chapter represents an individual topic while each of them is 

combined to each other. In this manner, provided information in one chapter is used 

in the next one, and every deduction is an input for the following step. In this way, 

they form a chain that is firmly combined and yielding the desired product via step 

by step approach. In this regard, Chapter 1 and 2 has described the entire system and 

pointed out the focus of this study. Chapter 3 has provided a market survey and 

yielded valuable information about determination of the switching frequency 

constraint together with the favored PWM method for the design of favored 

converter types. In short, it has presented the converter design procedure step by 

step. After that the design of grid interface had to be provided. As mentioned several 

times, LCL-type filter is used for the grid interface. For this purpose, Chapter 4 has 

analyzed the advantages and disadvantages of this type of filters. Besides, it has 

discussed the control methods to stabilize the system (utilizing LCL-filter) and 

pointed out the favored method supported with profound analysis. As of this point, 

Chapter 5 will use the findings in the former chapters to provide a proper LCL-filter 

design methodology.  

As presented in the conclusion part of the previous chapter, GCF control with AD 

has found to be the best technique in terms of steady-state and transient-state 

outcomes. Consequently, having determined the topology, PWM technique, 

switching frequency constraint and the favored current control technique, LCL-filter 
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is set to be designed. However, the approach in this chapter does not only rely on 

revealing the favored methods. On the contrary, all possible methods (control, 

damping, etc.) are considered throughout the analysis. Since, for other types of 

applications, the preferred methods may differ and this situation constrains the 

feasibility of this work. For this reason, one of the main targets of this study is to 

yield all possible methods with their advantages and disadvantages and to select the 

best combination conforming to requirements of the specified application for this 

work. Before proceeding to filter design methodology, some of the important 

conclusions made in the former chapters are summarized in the next section. 

5.1. Overview of Control Methods and Damping Techniques 

Controlling the resonance phenomenon is the most difficult part of the LCL-filter 

design procedure. Therefore, LCL-filter design is an iterative process and 

minimizing the iterations should be the primary objective. The complexity of the 

LCL-filter design procedure relies on the preferred resonance damping technique. 

For instance, the location of the resonant frequency is very crucial on achieving 

active damping (AD) and for certain regions in the frequency band, AD become 

useless to damp resonance. Therefore, any change in the initially determined 

resonant frequency due to variation of the LCL-filter parameters over time and the 

existence of stray inductance and capacitance in the system are very likely to cause 

the loss of stability in AD methods. Apart from the location of the resonant 

frequency, preferred current feedback variable amends the effectiveness of the AD 

method. The performance examination of the AD methods under converter-current 

feedback (CCF) and for grid-current feedback (GCF) regarding each of low and high 

resonant frequency regions is well-explained in the previous chapter.  

On the other hand, in passive damping method (PD), the stability of the system is 

not affected from the variation of resonant frequency since there is always nonzero 

impedance at the filter capacitor branch blunting the resonance. In the literature, the 

proposed LCL-filter design methods employing PD provide a simple solution to the 

resonance damping problem. Liserre et al. [54] state that the only constraint for the 
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resonant frequency is to reside in the range between ten times the grid frequency and 

one-half of the switching frequency to avoid resonance problems in the lower and 

upper parts of the harmonic spectrum. Additionally, Sul et al. clarify the situation in 

[60] such that if the resonant peak in the magnitude response is underdamped, 

resonance is very likely to be excited by the PWM switching in a lossless LCL-filter 

if any small extent of harmonics exists around the resonant frequency even if all the 

resonant harmonics are eliminated. Thus, either setting the resonant frequency below 

half of the switching frequency to isolate the resonant harmonics from the PWM 

switching harmonics or blunting the response peak with damping resistors is 

proposed to avoid the resonance excitation in [60]. However, PD technique turns 

LCL-filter into a second-order filter which does not suffer from resonance. Thus, 

stability and control analyses covered in Chapter 4 to eliminate the impact of 

resonance peak do not apply for PD case. 

In contrast, if the damping is achieved in the control loop by changing the voltage 

reference vector (AD and inherent damping), the design algorithm becomes more 

complex. Because, designed filter parameters must guarantee the controllability of 

the system due to the presence of the undamped resonant frequency.  

Inherent damping feature of the converter-side feedback can be regarded as the 

equivalent of grid-side feedback employing AD with filter capacitor current with 

proportional damping constant (Kd) as unity. Thus, either method requires special 

emphasis on damping the oscillations caused by the large magnitude excursion 

above unity gain at the resonant frequency and on reserving sufficient phase margin 

(PM) for the closed-loop control. 

Consequently, control technique (CCF or GCF) and the damping technique (AD, ID, 

PD) should be determined beforehand and regarded as input to the LCL-filter design 

procedure. Since different LCL parameters are yielded depending on the opted 

current feedback variable and the damping technique. 

This chapter consists of two main parts. In the first part, conventional LCL-filter 

design methodology widely used in the literature is provided. In the second part, a 

 
 

163 
 



novel LCL-filter design algorithm inherent to this study is addressed. Conventional 

design case involves the comparison between CCF and GCF control under PD (as 

assured in the end of 4th chapter). Additionally, controller gain/AD gain adjustment 

hints (Section 4.4.5) are used for the fine tuning of the filter parameters that the 

novel LCL-filter design algorithm has yielded. 

5.2. Conventional LCL-Filter Design Algorithm  

The conventional LCL-filter design procedure provided in the literature is straight-

forward. Controllability and stability concerns are not included in the design 

procedure. Instead, the designated filter components checked in the last step whether 

they are confined to the interval between ten times of the grid frequency and half of 

the switching frequency. The underlying reason of confining the resonant frequency 

in that interval is as follows. The closed-loop system has to have adequate phase 

margin so that PI current controllers function properly and the resonant should be far 

away from the switching frequency in order to maximize high order harmonic 

attenuation. Additionally, the achieved closed-loop damping factor is tested at the 

very end in order not to excite resonance during the step changes [57].  

The conventional LCL-filter design is presented with a step-by-step procedure in 

Figure 5.1. The input variables of the algorithm are the rated power of the grid 

connected VSC (Sn  or Pn), frequency of the grid network (fg), grid-voltage (vg − the 

low-side voltage of the grid interface transformer), DC-link voltage of the modeled 

energy source (VDC), and power factor requirement on PCC (PF−determines the 

boundary of filter capacitance). It should be noted that fsw input is provided through 

the analysis done in Chapter 3. 
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Input :
Pn , fsw , fg ,vg ,VDC , PF

Grid side inductor (Lg) regarding 
required attenuation factor (i.e. r 

determination)

True

False

Base impedance Zb and base capacitance Cb

Converter side inductor (Lc) 
based on required ripple 

between 10-25 %

Lg=rLc

Cf

START

STOP

 Passive damping technique and Rd 

Filter capacitor Cf value 
between 1-5% of Cb

Lg 

Lc 

Ripple attenuation: 

Calculate ωres  

Ripple attenuation: False

True

False

True

False

False

False

1st alternative

2nd alternative

 

Figure 5.1 LCL-filter design algorithm for passively damped resonance. 
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Step-1: Base impedance Zb and the base capacitance Cb are defined by (5.1) and 

(5.2) in order to represent the filter components as percentages of the base values 

(i.e. per unit (p.u.) approach). 

𝑍𝑍𝑏𝑏 =
𝑎𝑎𝑔𝑔

2

𝑃𝑃𝑛𝑛
 

(5.1) 
 

𝐶𝐶𝑏𝑏 =
1

𝑍𝑍𝑏𝑏𝜔𝜔𝑔𝑔
 (5.2) 

 

where ωg=2πfg. 

Step-2a: The reactive power absorption (x) by the filter capacitance Cf is determined 

regarding the power level and the power factor target of the design. Cf is generally 

confined into 1-5% of Cb to deliver a PF within 0.95-1 [54]:  

𝐶𝐶𝑐𝑐 = 𝑀𝑀 𝐶𝐶𝑏𝑏 
(5.3) 

0.01 ≤ 𝑀𝑀 ≤ 0.05  
 

Apart from PF deviation, x > 5% leads to more reactive power flow on the filter 

capacitor and causes higher current demands from the DC-link. In exchange, higher 

filter and semiconductor losses will be yielded. 

Step-2b: Design rules to limit the stress on semiconductors compel the worst case 

peak to peak converter side current ripple (Δimax) to reside generally in 10-25% of 

peak rated load current (Îr). So, the required current ripple on the converter side can 

be determined by using (5.4) [69]. 

 

𝐿𝐿𝑐𝑐 =
𝑉𝑉𝑟𝑟𝑐𝑐

12𝑜𝑜𝑠𝑠𝑎𝑎𝐼𝐼𝑟𝑟∆𝑖𝑖𝑚𝑚𝑟𝑟𝑥𝑥
 (5.4) 

 

where Δimax = 0.1-0.25. 
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Step-3: Grid-side inductance is defined proportional to the designated converter-side 

inductance (Lc) as depicted in (5.5). r is usually selected as r=1 to maximize the 

filter attenuation extent and minimize the filter size [57]. 

 

𝐿𝐿𝑔𝑔 = 𝑟𝑟 𝐿𝐿𝑐𝑐 (5.5) 

 

Step-4: The current ripple injection from converter-side to grid-side is calculated by 

neglecting losses and damping of the filter by means of (5.6). According the 

restrictions ruled by the corresponding grid codes, minimum 80% of the converter-

side current ripple attenuation (maximum 20% ripple injection) is generally aimed. 

 

𝑖𝑖𝑔𝑔(ℎ𝑠𝑠𝑎𝑎)
𝑖𝑖𝑐𝑐(ℎ𝑠𝑠𝑎𝑎)

=
1

|1 + 𝑟𝑟(1 − 𝐿𝐿𝑐𝑐𝐶𝐶𝑏𝑏𝜔𝜔𝑠𝑠𝑎𝑎
2 𝑀𝑀)| 

(5.6) 

 

where ωsw is the switching frequency in rad/sec. If designated r cannot fulfill the 

desired ripple attenuation, either r value should be updated or another value for the 

absorbed reactive power should be selected as depicted in Figure 5.1. In general, 

instead of substituting r value on (5.6), current ripple reduction is plotted against 

varying r and the corresponding r value is determined regarding the desired ripple 

attenuation amount. This approach eliminates iterations to obtain the final value of r 

and saves time. 

Step-5: The resonant frequency is calculated by using (5.7). 

 

𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 = �
𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔

𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔𝐶𝐶𝑐𝑐
 (5.7) 

 

The resonant frequency should reside between ten times the grid frequency and one-

half of the switching frequency to eliminate the interface between harmonic 

compensation and resonance damping as Liserre et al. [54] suggested. If the 

condition is not met, algorithm either steps backwards to step-2 to update the 
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absorbed reactive power extent (change x) or r value yielded in step-3 should be 

changed. Note that r is generally selected as unity particularly for the applications 

requiring minimum filter size. For this reason, updating r value should not be 

applied as the first remedy to fulfill the requirements; instead reactive power 

absorption amount should be updated in the first place. This priority option is 

highlighted by the red arrows in Figure 5.1. 

Step-6: Sufficient damping should be achieved with either AD (virtual resistor) or 

PD (real resistor) to provide non-zero impedance in the filter capacitor branch to 

limit the resonance peak. Conventional algorithms favor the PD method and tune its 

value in order to minimize the undesirable losses while achieving sufficient damping 

of the resonance poles. Besides, several damping resistor connection methods are 

also discussed in [60][66] and the simple series connection to the filter capacitors 

usually yields the least damping loss while compromising the filter attenuation. As 

mentioned in Chapter 4, this simple resistor configuration will be used throughout 

this work. 

Blaabjerg et al. in [66] state that the value of the critical damping resistors is 

generally set to one third of the impedance of filter capacitor branch at the resonant 

frequency. Thus, the formula shown in (5.8) determines the minimum value of the 

damping resistor Rd that brings the unstable system on the brink of the stability. 

Although the optimum value of the damping factor ζ is 0.707 for proper damping, it 

is recommended to limit ζ around 0.5 to minimize damping losses [57]. For a desired 

damping factor ζ, (5.9) can be used to determine the required damping resistor value 

Rd. 
 

𝑅𝑅𝑟𝑟 ≥
1

3𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠𝐶𝐶𝑐𝑐
 (5.8) 

𝜁𝜁 =
𝐶𝐶𝑐𝑐𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠𝑅𝑅𝑟𝑟

2
 (5.9) 
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As a remark, tuning of Rd can also be done by proportioning the constant terms of 

the second highest variable (s2 in this case) to the constant terms of the highest 

variable (s3 in this case) of the transfer function in (4.24), as adopted in AD methods 

in Chapter 4. 

𝐶𝐶𝑐𝑐𝑅𝑅𝑟𝑟(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)
𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔

= 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 (5.10)  

 

If ωres definition in (5.7) is substituted into (5.10), resulting definition will be the 

same formula given in (5.9). Thus, the validity of these definitions is proven. 

After achieving damping, filter attenuation is checked again. If the attenuation is not 

sufficient, algorithm may be returned to step-3 to update r value. However, 

increasing r beyond unity does not enhance the attenuation performance 

significantly but increases the filter size considerably [54]. Therefore, the algorithm 

should go back to step-2 and a higher value of reactive power absorption should be 

selected. 

Step-7: Verify the filter performance under varying load conditions and switching 

frequencies.  

5.2.1. LCL-Filter Design Case-Study 

In this section, the conventional LCL-filter design methodology will be followed 

step-by-step and detailed analyses by means of the mathematical tools of 

MATLAB® will be provided. In the end, conducted analyses will further be proven 

by means of simulation outputs. 

Table 5.1 lists the required input parameters for the filter design. In this case study, 

space vector PWM (SVPWM) is the favored PWM pattern. Besides, PWM sampling 

and updating method is double update PWM, leading to a sampling frequency 

(control frequency) twice of the switching frequency.  
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Table 5.1 LCL-filter design specifications. 

Elements Parameters Values 

Converter 

Sn 250 kVA 
*fsw 4 kHz 
fsamp 8 kHz 
VDC 750 V 

Grid 
Vg 400 Vrms 
fg 50 Hz 

PF 0.95-1 
*Switching frequency is calculated using the methodology given in Chapter 3. 

 

Step-1:  Base impedance and capacitance of the system: 

Zb=0.64 Ω, Cb=4.97 mF.  

Step-2a: The reactive power absorption extent and selected filter capacitance: 

Let x=0.03 à Cf = 0.03*4.97 mF ≈ 150μF (3%) 

Step-2b: 

Îr = (250*103 / √3*400)* √2 ≈ 513A 

Lc = 750 / (12*4000*513*0.15) ≈200μH (9.8%) 

Step-3: For the filter inductors: r=1 and Lg=Lc. 

 

𝐿𝐿𝑐𝑐 = �1 +
1
𝑟𝑟

 �
1

𝐶𝐶𝑐𝑐𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠
2 =

2
𝐶𝐶𝑐𝑐𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠

2 

 

Step-4: As proposed, instead of substituting r value on (5.6), current ripple 

reduction is plotted against varying r and corresponding r value is determined 

regarding the desired ripple attenuation amount.  

In Figure 5.2, for various 𝑟𝑟 values, ripple attenuation amounts are calculated and 

plotted. For r=1, corresponding attenuation in Figure 5.2 becomes approximately 

0.08 (8%), injecting 8% of the 15% converter-side ripple to the grid. Thus, total 

ripple injection extent to the grid becomes 1.20% of Îr. 
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Figure 5.2 Harmonic attenuation against r. 

 

Step-5:  

𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 = �
2

𝐿𝐿𝑐𝑐𝐶𝐶𝑐𝑐
= 8165 𝑟𝑟𝑎𝑎𝑑𝑑/𝑠𝑠𝑠𝑠𝑑𝑑 ≡ 1300 𝐻𝐻𝐻𝐻 

500 < 𝑜𝑜𝑟𝑟𝑟𝑟𝑠𝑠 < 2000  

Step-6: Critical value of the damping resistor Rd computed by means of (5.8) is 

0.27Ω. Desired open-loop damping factor is set initially to ζ=0.5 to minimize the 

damping losses and it leads to a damping resistor Rd = 0.82 Ω. However, closed-loop 

damping factor should also be verified by means of mathematical tools and fine-

tuning of damping resistors ought to be made to further diminish the damping losses. 

For this reason, the magnitude and frequency response of the LCL-filter under 

critical, optimum and excessive Rd values are embodied in Figure 5.3. As can be 

seen in this figure, critical resistance value holds the system on the verge of stability; 

hence the underdamped resonance peak is quite visible. On the other hand, the 

optimum Rd value calculated to deliver an open-loop damping factor of 0.5 (Rd = 

0.82 Ω) is found to be sufficient to bring down the resonance peak. Nevertheless, 
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damping resistors higher than 1.15 Ω (for ζ=0.707) would cause overdamping of the 

resonance and degrade the attenuation capability of the LCL-filter substantially. As 

Rd increases, reduction in the third-order characteristics of the LCL-filter is evident 

from the decreasing slope of the magnitude response in Figure 5.3. 

 

 
Figure 5.3 Magnitude and phase response of LCL-filter under various Rd. 

 

Figure 5.4 depicts contribution of Rd =0.27 Ω and Rd =0.82 Ω to the open-loop 

damping of the resonant pole pair. As calculated with (5.8), 0.82 Ω delivers and 

open-loop damping factor of 0.5. On the other hand, 0.27 Ω provides an open-loop 

damping factor close to 0.2. Frankly, these open-loop damping factors only gives 

side information about the stability, they do not ensure closed-loop stability. For this 

reason, the impact of the current controllers to the closed loop response should also 

be regarded and closed-loop damping ratio must be assessed. 
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Figure 5.4 Open-loop pole-zero map under GCF (ζol = 0.5). 
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Figure 5.5 Closed-loop pole-zero map under GCF (ζcl = 0.332). 
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As can be agreed in Figure 5.5, stability is attained for Rd =0.27 that moves the 

undamped resonant poles to the boundaries of unit circle. To further push the poles 

inside the unit circle Rd should be elevated. For Rd = 0.82, proper damping is 

provided through a closed-loop damping ratio of ζcl = 0.332. 

As a remark, the final value of Rd depends on the preferred current feedback 

variable. Since CCF provides an inherent damping feature, the necessary Rd value to 

achieve the desired damping ratio under CCF method is always smaller than the 

necessary Rd value under GCF method. Since the formula given in (5.9) provides the 

optimum Rd value for the systems using GCF method (since (4.24) is derived under 

GCF case), required Rd value delivering open-loop damping factor ζ=0.5 under CCF 

method should be computed. For this purpose, root locus of the system employing 

CCF should be obtained as depicted in Figure 5.6 and the Rd value delivering an 

open-loop damping factor ζol = 0.5 ought to be designated. Note that similar 

procedure would also be adopted for CCF case such that the transfer function under 

CCF case could be derived and optimum damping resistor value could be found by 

the same approach in (5.10). 

For Rd=0.4, ζol = 0.5 is achieved under CCF method as depicted in the open-loop 

pole-zero characteristics in Figure 5.6. Once the loop is closed, system reaches 

stability and resonant pole pair is damped with a closed-loop damping ratio of 

ζcl=0.329. It is evident that reduced Rd value in CCF case provides both the same 

open-loop and closed-loop performance as Rd value in GCF method (Figure 5.7). 

Thereby, passive damping losses are almost halved owing to the inherent damping 

nature of the current loop in CCF. 
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Figure 5.6 Open-loop pole-zero map under CCF (ζol = 0.5). 
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Figure 5.7 Closed-loop pole-zero map under CCF (ζcl=0.329). 
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5.2.2. Assessment of the Designed LCL-Filter through Simulations 

In this section, the assessment of the design procedure is conducted via simulation 

software SIMPLORER® by using the system specifications and designed filter 

parameters listed in Table 5.2. 

 

Table 5.2 Designed filter and controller parameters. 

Elements Parameters Values 

LCL-filter 

Lg 200µH (9.8%) 

Lc 200µH (9.8%) 

Cf 145µF (3%) 

Damping 
Resistor 

GCF-Rd 0.82Ω 

CCF-Rd 0.40Ω 

Controller 
Kp 1.07 

Ti 0.001125 
 

First of all, the performance of designed filter will be tested using GCF method. For 

GCF case, the damping resistor value shown in Table 5.2 is used. Before showing 

the outputs of critically damped case, impact of underdamping will be realized by 

using Rd=0.27Ω. For Rd=0.27 Ω, simulated waveforms are shown in Figure 5.8, 

where serious transient oscillations occur at the step transition from light load (10%) 

to full load (100%). It is evident that system is not damped sufficiently and these 

oscillations are very likely to originate instability of the controllers. Apart from the 

transient oscillations, it takes more than half period for the grid-side current reaching 

the steady-state after the step-up change. Therefore, Rd should be increased in order 

to damp the oscillations properly and diminish the settling time of the controllers. 

Once the critical damping resistor value is picked, Rd=0.82 Ω case, simulated 

waveforms in Figure 5.9 seem to be damped sufficiently and they are well-regulated 

both in the steady-state and transient-state. When the loading is forced to jump from 

10% to 100%, the designed converter has responded quite fast and there is no 
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oscillation or current overshoot verifying the critically damped design. Thus, the 

designed system faces neither resonance oscillations nor excessive damping losses 

during operation. 

Secondly, the performance of designed filter under CCF method will be evaluated. 

For CCF case, the damping resistor value shown in Table 5.2 is used. As proven to 

be providing the same damping with GCF case, the designed filter has also 

responded quite fast to the loading jump from 10% to 100% and there is no 

oscillation and current overshoot visible in transient-state (Figure 5.10). 
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Figure 5.8 Simulation results of LCL-filter based VSC using Rd=0.27 Ω under GCF. 
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Figure 5.9 Simulation results of LCL-filter based VSC using Rd=0.82 Ω under GCF. 
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Figure 5.10 Simulation results of LCL-filter based VSC using Rd=0.4 Ω under CCF. 
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Figure 5.11 Dynamic response of grid-current in dq-frame (a) GCF and (b) CCF. 

 

Figure 5.11 compares transient performance of the designed filter under GCF and 

CCF methods and reveals that the rise time and settling time under CCF is slightly 

better compared to those of GCF method. The maximum overshoot percentages are 

nearly alike owing to the matched damping resistor values. Further performance 

comparison is made by grading with number of pluses in Table 5.3. Consequently, 

with lowered damping loss and slightly better transient performance, CCF provides 

better solution while PD is utilized to flatten the resonant peak. 

Table 5.3 Comparison between GCF and CCF 

Type Stable Damping Transient 
performance 

Lowered 
damping loss 

GCF Yes ++ + + 
CCF Yes ++ ++ ++ 

 

a 

b 

Grid current in dq 

frame (A) 

 

Time (s) 
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5.2.2.1. Grid Code Compatibility 

The designed grid-connected VSC with LCL-filter should comply with the stringent 

grid codes generally specified by IEEE 519-1992. However, stiffness (SCR), voltage 

level (LV, MV, HV, and extra HV), and location (onshore, offshore, geological 

causes, etc.) of the grid, and type of the application (PV, wind, etc.) primarily 

determines the stringency of the requirements. Besides, the compromise the between 

the producer and the consumer at PCC has also large impact on the severity of these 

codes. Apart from IEEE-519-1992; VDEW, IEC 61400-21, and EN50160 are the 

most outstanding codes applied in industry. Additionally, voltage harmonic 

distortion extent of the grid depends upon the loads connected at PCC. Hence, the 

individual voltage distortion contributed by the inverter on PCC can be roughly 

calculated with the estimation of the impedance at PCC and by monitoring the 

current harmonic content injected through PCC (Chapter 2).  

Accordingly, harmonic analysis of the grid-side current Ig should be monitored 

carefully and the maximum limit both for individual harmonics and total harmonic 

current distortion THDi should be set in the design phase according to one of the 

abovementioned grid codes. Since the same resonance damping is guaranteed by 

each of GCF and CCF techniques, the inspection of the grid-side current under either 

GCF or CCF will be sufficient. 

As reference to IEEE-519-1992 regulations for the grids having SCR lower than 20, 

the magnitudes of the harmonic components starting from 35th and above should be 

lower than 0.3% of rated grid-current Ig. Therefore, the switching harmonics and the 

resonant harmonics (if any) in the harmonic spectrum should be monitored carefully. 

For the switching harmonics, the sidebands of fsw and its multiples should be put 

special prominence. In Figure 5.12, side-band harmonics around 4 kHz (at fsw) reach 

at most 0.19% of Ig which complies with the grid codes. At the multiples of fsw, the 

harmonic magnitudes diminish considerably. Plus, the maximum magnitude of Ic 

harmonics reach 1.5% of fundamental component of Ic at fsw, thus there would not be 

any significant power loss and overheating of converter-side inductor. Resulting 
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THDi is Ic and Ig are also figured as THDi (Ic) =5.41% and THDi (Ig) =0.78%, 

respectively. 

 

Figure 5.12 THDi (%) vs. frequency (Hz)  

(a) Converter-side current, Ic (b) Grid-side current Ig (c) Ic zoomed in fsw and 2fsw  

(d) Ig zoomed in fsw and 2fsw (THDi of Ic =5.41% and Ig =0.78%). 

 

5.2.2.2. The Assessment of Efficiency vs. PWM Method  

The success of the two-level VSC design is mostly assessed with its efficiency 

performance. Filter losses, damping losses together with the switching and 

conduction losses of semiconductor modules (IGBT) constitutes the main loss 

mechanisms in the system. But, employed PWM modulation methods have 

considerable influence not only on THDi and ripple performance of the designed 

filter but also on total semiconductor loss extent. Thus, the impact of the preferred 

PWM pattern is assessed in Figure 5.13. In this section, two of the most popular 

PWM methods containing zero sequence signal injection, namely space-vector 
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pulse-width-modulation (SVPWM) and discontinuous pulse-width-modulation 

(DPWM1) are examined under “equal switching loss” principle. For this purpose, fsw 

is increased by 50% in DPWM1 method so that the switching count and therefore 

the switching losses could remain the same while ripple of DPWM1 becomes less 

compared to SVPWM. SVPWM at low mi and DPWM1 at high mi have been widely 

used in industry [69]. 

As evident in Figure 5.13, DPWM1 method provides better efficiency characteristics 

than that of SVPWM at fsw=4 kHz for loads higher than 50%. 

 

 

Figure 5.13 Efficiency change vs. load percentage under GCF. 

 

5.2.2.3. Damping Loss Comparison against PWM Method  

Passive damping losses can either be calculated with a running average tool in 

simulation software or by the formula provided in (5.11).  
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𝑃𝑃𝑟𝑟 = 3 ∙ 𝑅𝑅𝑟𝑟 ∙ �[𝑖𝑖𝑐𝑐(ℎ) − 𝑖𝑖𝑔𝑔(ℎ)]2 =
ℎ

�[𝑖𝑖𝑐𝑐𝑐𝑐(ℎ)]2

ℎ

 (5.11) 

 

where Pd represents damping loss and h indicate the hth harmonic of the current. The 

main terms of (5.11) are for the index h around hsw (order of switching frequency) 

and its multiples.  

 

 

Figure 5.14 Harmonic content of Icf against PWM methods under GCF. 
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5.14. Although employment of DPWM1 reduces the conduction losses significantly, 

damping losses are doubled compared to SVPWM at fsw=4 kHz. FFT analysis in 

Figure 5.14 reveals that magnitudes of the harmonic components at the side-bands of 

fsw and its multiples in DPWM1 case are much higher than that of in SVPWM 

causing almost twice higher damping losses at fsw= 4 kHz. Consequently, damping 

losses constitute a higher portion in the total losses at light loads and SVPWM is 

favorable over DPWM1 in efficiency aspect at fsw=4 kHz. Nevertheless, as the load 

increases conduction losses escalate and prevail over damping losses. Thus, 

DPWM1 shows better performance compared to SVPWM for the loads higher than 

50%. 

Nevertheless, the comparison between DPWM1 at fsw=6 kHz and SVPWM at fsw=4 

kHz is the fair assessment since the switching losses are equalized in that case. Note 

that damping loss for DPWM1 at 6 kHz (2541W) case has diminished substantially 

compared to the cases of DPWM1 at 4 kHz (5237W) and SVPWM at 4 kHz 

(2571W) as can be realized from the reduction in harmonic magnitudes of Ic in 

Figure 5.14. Hence, efficiency has been increased in DPWM1 at 6 kHz case despite 

the switching frequency rise. In conclusion, utilization of DPWM1 method at 6 kHz 

has provided the best efficiency performance. 

On the other hand, employing (5.11) under CCF method (Rd=0.4Ω) yields damping 

losses Pd of 1324W, 2753W, 1270W, respectively for the sequence of analysis 

shown in Figure 5.15. Figure 5.14 and Figure 5.15 can be compared to reveal that 

the magnitudes of the harmonic content under CCF method are very close to those 

under GCF method. Therefore, the superiority of DPWM1 method over SVPWM 

method is evident under CCF method as well. However, owing to the reduced 

damping resistor value (Rd=0.4Ω), damping losses are almost halved. Consequently, 

CCF method is favorable over GCF since it provides the same damping by halving 

the damping losses. If efficiency vs. load curves were derived for CCF case, those in 

Figure 5.13 for GCF case would be shifted up in proportion to the reduced losses 

under CCF method. 
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Figure 5.15 Harmonic content of Icf against PWM methods under CCF. 

 

To sum up, in Section 5.2 the conventional LCL-filter design methodology of a grid-

connected VSC with LCL-filter is provided. A complete design procedure for LCL-

filter is demonstrated with a step-by-step approach through a flow diagram. The 

verification of the design method has been completed via simulations. The stability 

and the dynamic response of the designed system are examined considering the 

sufficiency of resonance damping. Design procedure is followed by inspecting the 

impact of DPWM1 and SVPWM methods on efficiency under different loadings and 

switching frequencies. For this purpose, elaborated harmonic examination involving 

FFT analysis of filter capacitor current is provided to reveal the relationship between 

the damping loss and harmonic magnitudes. In the end, CCF is found to be superior 

to GCF when PD is utilized. This outcome is opposite of the findings when AD is 
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used. However, the difference can be summarized as follows. Inherent damping trait 

of CCF control is useful on diminishing the damping resistor value and hence 

damping losses while the dynamics of the system remains unchanged regardless of 

the control technique. In contrast, relying only on ID feature of CCF is not feasible 

in practice and AD or PD must be used in addition to CCF control. At this point, 

since AD or PD is already applied, GCF method prevails over CCF control due to its 

superior dynamic performance. 

In the next section, proposed LCL-filter method is presented. Before proceeding to 

that section, know-how LCL-filter design rules used in practice should be mentioned 

briefly. A senior designer always takes the resonant frequency into the account. 

Besides, the control method and the switching frequency are always determined in 

advance. Then, iterations are started with a reasonable initial selection of filter 

components similar to the presented methodology in this section. During the 

iterations, resonant frequency is changed rather than switching frequency. To adjust 

resonant frequency, filter parameters are varied. This procedure lasts until a stable 

system is reached. For the systems having very low switching frequency, AD cannot 

be managed most of the time; thus aid of PD is applied and system is stabilized 

using the lowest possible damping resistor. In case of no solution, changing 

switching frequency may be useful, however; it is not desired most of the time. To 

sum up, proposed filter design method in the next section adopts this insight and 

involves advanced theoretical knowledge to realize a top to bottom filter design 

algorithm.  

5.3. Proposed LCL-Filter Design Algorithm Including Controllability Issues 

The proposed LCL-filter design procedure is not as straight-forward as the 

conventional design algorithm. Controllability and stability concerns are also 

included in the design procedure.  

Conventional design procedure focuses on utilization of converter-side inductance 

calculation formulas by assuming reasonable ripple attenuation as the design 

criterion. Besides, after determining the filter components corresponding resonant 
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frequency is confined in the interval of 10fg<fres<0.5fsw, achieving the elimination of 

interface between the switching harmonics and the resonance harmonics [54][60]. 

Although this approach is valuable for the systems with high switching frequency, it 

becomes impractical for high power applications utilizing low switching frequency. 

For instance, systems higher than 300-500 kW scale employ switching frequencies 

in the range of a few kHz. In this case, confining the resonant frequency in the 

interval of 10fg<fres<0.5fsw requires a very low resonant frequency, making the filter 

components especially the filter inductors bulky. Therefore, this kind of approach 

makes the design superficial and does not embrace all the power levels. For this 

reason, the literature needs a top to bottom LCL-filter design algorithm that can span 

a wide power scale of grid connected PWM converters. For this purpose, the 

perspective on the resonant frequency must be broadened.  

First of all, resonant frequency must be set by the designer. As explained in detail in 

the previous chapter, the location of the resonant frequency has great impact on 

stability issues as well as the attenuation capability of the filter. The most optimum 

damping technique that optimizes the filter size and attenuation performance for the 

defined resonant frequency region (i.e. low/high resonant region) relies primarily on 

the preferred current feedback variable. For this reason, GCF and CCF even yields 

distinct LCL-filter parameters depending on the location where the resonance 

frequency settles. The optimum solution always relies on the compromise between 

cost (and/or size) and performance. The location where the resonance frequency 

should reside is determined by priority of the design in terms of cost or performance 

under the preferred current feedback variable. Holmes et al. [58] and Dannehl et al. 

[55] clarify the regions of resonant frequency and the optimum damping methods for 

each of corresponding regions. Preceding chapter presents a comprehensive study 

concerning effectiveness of the current feedback methods and damping methods 

regarding the resonant frequency regions (Table 4.2). Therefore, the favored current 

feedback variable is also an input to the LCL-design procedure. 

Once the resonant frequency is certain, controllability of the system is no longer an 

issue. The behavior of the designed system becomes foreseeable and stabilization 
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turns into an easy task. To elaborate, the distance between the resonant frequency 

ωres and zero dB gain crossover frequency ωc plays the key role on ensuring LCL-

filter stabilization by achieving an adequate phase margin [56][59][69]. To provide 

sufficient phase margin, ωc must be fixed sufficiently below ωres regardless of the 

damping method. The relationship between the current regulator stability and the 

LCL-filter resonant frequency is evaluated through frequency responses of the 

forward path transfer functions (open-loop transfer functions) containing LCL-plant 

Gp(s) cascaded with PI-controller block Gc(s). Corresponding transfer functions 

regarding each current feedback methods are derived by means of detailed control 

block diagrams in Section 4.4.4. By using these transfer functions with a proper 

selection of Kp (symmetrical optimum), ωc is designated. Then, the correlation 

between ωc and ωres is represented with ωc=αωres where α < 1. The main reason why 

ωc is fixed sufficiently below ωres and why ωc is tuned with Kp is simply to reserve 

sufficient phase margins higher than 45° for the closed-loop control. Numerous 

combinations of ωres and ωc will be examined by the proposed design algorithm in 

this section regarding the resultant phase margins. In order to guarantee phase 

margins higher than 45° for the closed-loop control, a ωc tuning zone should be 

defined as described in Section 4.4.5 in Figure 4.31. 

To illustrate, for the LCL-filter parameters provided in Table 4.1, bode plot of the 

open-loop transfer function (4.28) and (4.29) are plotted in Figure 5.16. Kp is derived 

regarding the symmetrical optimum approach. ωc,max is placed at 516 Hz where 

minimum achievable phase margin is 45°. Likewise, ωc,min is placed at 100 Hz where 

the frequency attributes of the two filters start to deviate. Consequently, defined ωc 

zone is depicted in Figure 5.16 and it can be inferred that α values should be 

confined into 0.1-0.516 interval (α tuning zone) where the resonant frequency is 

fixed at 1000Hz. 
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Figure 5.16 Determination of ωc tuning zone. 

 

Further details of inclusion of stability concerns into the design phase will be stated 

in each corresponding step. The proposed LCL-filter design in Figure 5.17 is 

presented with a step-by-step procedure below. The input variables of the algorithm 

are the rated power of the grid connected VSC (Sn), the switching frequency (fsw), 

frequency of the grid network (fg), the low-side line-to-line voltage of the grid 

interface transformer (vg), DC-link voltage of the modeled energy source (VDC), 

power factor (PF), and the preferred current feedback variable. 
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Step-1: Base impedance Zb and the base capacitance Cb are calculated by means of 

(5.1) and (5.2) as presented in the conventional design section.  

Step-2: The reactive power absorption (x) by the filter capacitance Cf is determined 

regarding the power level and the power factor target of the design. Cf is generally 

confined into 1-5% of Cb to deliver a PF within 0.95-1 as depicted in (5.3).  

Step-3: In the design algorithm, the resonant frequency ωres is chosen as a fraction 

of ωsamp i.e. ωres= λ.ωsamp. λ is generally set within 0.1-0.4 as suggested in [56][58]. 

However, designation of λ primarily depends on the maximum switching frequency 

(i.e. sampling frequency) and the preferred LCL resonance damping technique.  

For instance, at medium power designs (100-500kW) the switching frequency can be 

set above 2-3 kHz. Thus, active damping is generally feasible for such switching 

frequencies and λ=0.1 can be selected as the starting value in the algorithm [69]. On 

the other hand, for the high power applications (>500 kW) the switching frequency 

must be kept lower than 2-3 kHz [69]. Owing to this low switching frequency range, 

low resonant frequency selections result in bulky and costly filter components. To 

avoid gigantic filter components, the attenuation of the filter must be compromised 

and the resonant frequency is selected rather high. Thus, 0.18-0.20 should be the 

onset value of λ. As mentioned in the former chapter, at high resonant frequencies 

(ωres > ωcrit) active damping does not have any contribution to the stability due to 

very limited phase margins of the current controllers. Further details will be 

provided in the case-study illustrations of the LCL-design algorithm.  

Lastly, the appointed resonant frequency must be checked whether it satisfies the 

stability condition stated in (5.12). This stability condition states that stability 

problems emerge as the control frequency is increased to achieve a higher control 

bandwidth (BW). Likewise, keeping the control frequency constant and decreasing 

the resonant frequency to achieve better damping of the switching harmonics also 

causes stability issues [61]. 
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10𝜔𝜔𝑔𝑔 < 𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 <
𝜔𝜔𝑠𝑠𝑟𝑟𝑚𝑚𝑝𝑝

2
 (5.12) 

 

If the stability condition does not hold, resonant frequency must be tuned by 

updating λ as depicted in Figure 5.17.  

Step-4: Grid-side inductance is designated proportional to the converter-side 

inductance (Lc) as shown in (5.5). 

For minimum filter size, total energy stored in the filter must be the smallest 

[56][57][60][63][68]. Hence, to maximize the filter attenuation around switching 

harmonics and minimize the filter size, Lc and Lg must be selected as r=1. 

(5.7) is reorganized as in (5.13) by reflecting r.  

 

𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 = �
𝐿𝐿𝑐𝑐 + 𝑟𝑟𝐿𝐿𝑐𝑐

𝑟𝑟𝐿𝐿𝑐𝑐
2𝐶𝐶𝑐𝑐

= �
𝑟𝑟 + 1
𝑟𝑟𝐿𝐿𝑐𝑐𝐶𝐶𝑐𝑐

 (5.13) 

 

Additionally, the analysis of the current ripple attenuation (from converter side to 

grid side) of the LCL-filter is beneficial before adopting r value. The relationship 

between the harmonics generated by the converter and injected into the grid can be 

found by using (5.7).  

The primary objective of the LCL-filter is to confine the current ripple on Lc within 

10-25%. Then, with the addition of LgCf branch, minimum 80% additional current 

ripple attenuation with respect to the ripple on the converter side (10-25%) is aimed. 

To deduce, the final target of the LCL-filter is to reduce the current ripple on the 

grid-side to 2-5% of Ir in total. Thereby, maximum 0.2 (20%) harmonic injection to 

the grid is allowed. 

Step-5: The conservative α tuning region should provide phase margins higher than 

45° to ensure closed-loop stability. α is basically computed by proportioning ωc to 

ωres as mentioned in the beginning whereas ωc is arranged using Kp (Figure 5.16). It 

should be noted that Kp is calculated using symmetrical optimum approach, so (4.18) 
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is used to calculate Kp in the forward open-loop transfer function. Thus, the design 

algorithm does not contain Kp tuning phase, it simply calculates the optimal value 

for each set. But, Kp tuning will be provided as a separate detailed algorithm in the 

next section. Consequently, α= ωc /ωres where ωc is found using Gc(s)∙Gp(s) and Gc(s) 

is dependent on Kp, so α calculation is dependent on Kp and it is computed in the 

algorithm for Kp found by symmetrical optimum. 

The possible α tuning zone can be adopted as 0.1-0.5 based on the suggested ωc 

tuning zones in [57][58][59]. Plus, the illustration in Figure 5.16 also verifies that 

interval of 0.1-0.5 is a suitable region for α adjustment. As evident, α tuning region 

spans a large frequency spectrum and the optimum solution in the control point of 

view always settles around 0.3 [56][57][59][69]. Nevertheless, setting α to 0.3 does 

not always provide the optimum solution for the specified type of the application. 

This approach may lead to overdesign of the filter components by providing phase 

margins much higher than needed and likewise weak design situations may also 

occur for the applications requiring higher phase margins. Therefore, desired α can 

be varied as long as the resulting phase margin satisfies the dynamic requirements of 

the design. For this reason, α is not constrained strictly in the LCL-filter design, only 

condition for α is to reside in the wide α tuning region of 0.1-0.5. For a more specific 

α target, detailed control analyses presented in Section 5.3.2 must be done in 

conjunction with the LCL-filter design phase. For a possible solution set inputted to 

the control algorithm, the conservative α tuning region can be determined and 

updated α zone can be inputted to the LCL-filter design algorithm as demonstrated in 

Figure 5.17. By doing so, the iterations are relocated around the optimum design 

point and overdesign or weak design situations are prevented while time consumed 

during LCL-design phase is minimized. Further details will be embodied in the 

following sections. 

Step-6: Resulting filter components are simulated in this step and steady-state 

analyses are carried out. Then, the quality of grid current is assessed in the light of 

widely used grid code requirements. According to type of the application, the grid 

code requirements change significantly. Voltage level and short circuit current ratio 
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(SCR) of the PCC are two of the most important features of the grid that define the 

individual harmonic limits and the total harmonic distortion limit for the specified 

application [75]. If the designed LCL-filter delivers an overdesign solution, the 

resonant frequency should be shifted to higher values so that the attenuation 

capability of the filter is diminished in this way, so is the filter size. Similarly, in 

case of a weak design solution, the resonant frequency should be shifted to lower 

values to increase its attenuation capability. However, the size of the filter would 

also increase. Since the filter capacitor value is fixed in the beginning of the design 

algorithm, modified resonant frequency would force change in filter inductance 

values.  

If the filter parameters fulfill all of the requirements, they are qualified for the 

system. If the desired steady-state performance cannot be obtained for all of the 

possible combinations, changing the filter capacitance and starting over the design 

algorithm is needed. Besides, it is beneficial to assess distinct design outputs under a 

number of different values of the filter capacitances. Distinct combinations may 

provide satisfactory performances in terms of steady-state and dynamic 

performances. In that way, the most optimum solution according to priority of the 

design (size, cost, reliability, and etc.) is acquired from the set of a number of 

optimum solutions. Finally, changing the switching frequency in the walls of 

efficiency constraint of the design is another recommended option in case of no 

optimum solutions (Figure 5.17). Apart from switching frequency adjustment, 

change of the DC link voltage, PWM pattern to a different modulation method or a 

converter topology with more voltage levels might provide the expansion of the 

filter parameter range (i.e. λ and α) [76]. 
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Figure 5.17 Proposed LCL-filter design algorithm. 
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5.3.1. Case-Studies 

In this section, the performance analysis of the three VSC topologies will be 

conducted through case studies. LCL-filter design phase of 0.25 MVA case will be 

elaborated by following the algorithm in Figure 5.17 in step by step manner. The 

resultant LCL-filter elements of the other two cases will be provided by tabulated 

results for simplicity. Detailed transient and steady-state performance analyses 

utilizing the designed filter elements will also be tabulated for each case and 1 MVA 

case will be used to give further assessment of the dynamic and steady-state 

performances.  

Grid-connected PWM converters employ space-vector PWM (SVPWM). The input 

data of the design algorithm in Figure 5.17 is provided in Table 5.4. 

 

Table 5.4 Input parameters for case-studies. 

Elements Parameters Values 

Converter 

Sn 250 kVA 1 MVA 3 MVA 
*fsw 4 kHz 2 kHz 1 kHz 

fsamp 8 kHz 4 kHz 2 kHz 

VDC 750 V 1070 V 1070 V 

Grid 

Vg 400 Vrms 690Vrms 690 Vrms 

fg 50 Hz 50 Hz 50 Hz 

PF 0.95-1 0.95-1 0.95-1 
   *Switching frequency is calculated using the methodology given in Chapter 3. 

5.3.1.1. Case-Study I: 250 kVA System 

Step-1:  

Zb=0.64 Ω, Cb=4.97 mF  

 

Step-2: 

Let x=0.03 à Cf=0.03*4.97 mF=150μF 
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Step-3: Initial λ value can be started from 0.1 for the opted switching frequency. 

However, in order to decrease iteration steps and increase the accuracy by narrowing 

down the λ interval, the approximate rough values of the filter elements could be 

used as feed-forward terms. For instance, the rough value of the converter-side 

inductance can be found by using (5.4). 

 

Min value: Lc,initial = 750/(12*4000*513*0.25)≈121μH (5.94%) 

Max value: Lc,initial = 750/(12*4000*513*0.10)≈304μH (14.92%) 

Thereby; for the fixed value of the filter capacitor (150μF), minimum and maximum 

values of the resonant frequency can be set by using (5.7). 

Min value: ωres,initial = 6616 rad/sec ≡ 1053 Hz  (for Lc,initial max) 

Max value: ωres,initial = 10462 rad/sec ≡ 1665 Hz  (for Lc,initial min) 

Finally, λ interval to be spanned with an accurate resolution throughout the design 

procedure can be found as follows: 

 

λmin = 1053/8000 = 0.1317 

λmax = 1665/8000 = 0.2082 

 

As proven above, initial value of λinitial=0.1 contains λmin value for the set of input 

parameters. Feed-forwarding with rough filter components narrowed down the λ 
interval, as expected. To further ease the computation of minimum and maximum 

boundaries of λ, initial Lc values can be set within 0.04-0.15 p.u. [69]. 

Designated resonant frequency must hold the condition in (5.12). Otherwise, λmin and 

λmax should be limited to hold (5.12). 

Additionally, starting by setting the resonant frequency at the lowest position (λmin) 

yields the highest possible value of Lc value, i.e. overdesign in general. Therefore, 

λinitial may be set to λmax initially and decreased with an adequate sensitivity in each 

step. By doing so, design is started with weak-design criterion and optimum filter 

components are obtained with iterative steps. However, computation of FFT, THD, 
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and ripple for each combination of the filter components is somewhat laborious. 

Therefore, the design algorithm presented in Figure 5.17 may be rearranged as 

follows. Instead of adopting trial-error approach, the set of all possible resonant 

frequency values and hence corresponding sets of Lc, Lg and α can be constructed 

easily with the aid of mathematical tools such as MATLAB®. Then, by adopting a 

reasonable α set value from α tuning zone, corresponding Lc and Lg values can be 

extracted from the solution space where numerous solutions may exist. The resulting 

updated algorithm is shown in Figure 5.18. 
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[λmin - λmax]nx1
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Figure 5.18 Proposed LCL-filter design algorithm (updated). 
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Step-4 and 5: r=1 and Lg=Lc   

𝐿𝐿𝑐𝑐 = �1 +
1
𝑟𝑟

 �
1

𝐶𝐶𝑐𝑐𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠
2 =

2
𝐶𝐶𝑐𝑐𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠

2 

λ  : [0.1317 0.1327 0.1337… 0.2072 0.2082]  à76x1 matrix 

fres (Hz) : [1665 1657 1650 … 1065 1057]    à 76x1 matrix 

Lc (μH) : [122 123 124 … 297 302]     à 76x1 matrix 

α  : [0.2727 0.2740 0.2754 … 0.4234 0.4262]  à 76x1 matrix 

 

Step-6:  

The algorithm aims to deliver optimum filter elements that guarantee sufficient 

phase margin and control system bandwidth for stability and fast dynamic response. 

Therefore, special emphasis must be put on the extent of α.  Many control books and 

published papers regarding LCL-filter control issues recommend to set α around 0.3 

regarding the optimum damping condition ζ=0707 [57][58]. However, setting α to 

0.3 does not always provide the optimum solution for the specified type of the 

application. This approach may lead to overdesign of the filter components by 

providing phase margins much higher than needed. Therefore, the distance between 

the resonant frequency and the crossover frequency may be decreased (i.e. α 

decreased) if the resulting phase margin satisfies the dynamic requirements of the 

design. For this reason, yielded α matrix is considered and for several values of α, 

analyses are conducted as tabulated in Table 5.5.  

For the desired reactive power absorption, intervals spanned by λ and α are 

visualized in Figure 5.19. Overlapping portions state that identical system dynamics 

can be achieved with distinct filter parameters, priority of the design phase (cost, 

size, attenuation, etc.) agrees on the optimum parameter set within the solution 

space. 

 

 
 

201 
 



 

Figure 5.19 Set of λ vs. α. 

 

Apart from the dynamic analyses, the steady-state performance of the designed LCL-

filter is also examined through simulation in this step. As can be seen in Table 5.5, 

converging to a distinct α set value alters the filtering performance owing to the 

distinct filter inductances. Furthermore, GCF and CCF methods also yield different 

filter inductances as stated in the beginning of section. In the light of steady-state 

and transient-state performance assessment for three distinct filter designs, the most 

suitable set of filter components is chosen. Definitely, filter parameters yielded by 

different α values can also be tested, those three values in Table 5.5 are just selected 

to highlight the variation of steady-state and transient-state performance. To 

accelerate the filter design procedure, further tips on designation of α will be 

provided in Chapter 7. 

It should be noted that all of the examinations regarding GCF control employ AD; 

whereas, analyses under CCF control employ only ID. Because, the main concern of 

this comparison is to highlight the prominent differences between GCF (with AD) 

and CCF (only ID) control methods in terms of steady-state and transient-state 

performance outputs. Hence, this approach is adopted for all three case-studies. 

x=0.01

x=0.02

x=0.03
x=0.04
x=0.05
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Table 5.5 Performance analysis for Cf =150μF (3%). 

 Filter α=0.27 α=0.30 α=0.34 
CCF 

Lc Inductance 
122μH 147μH 189μH 

GCF 112μH 136μH 172μH 

 Steady-State 
Analysis α=0.27 α=0.30 α=0.34 

CCF 
Grid Current THDi 

1.22% 0.96% 0.38% 
GCF 1.43% 1.12% 0.47% 
CCF 

Conv. Current THDi 
9.87% 7.97% 5.22% 

GCF 11.01% 9.27% 4.97% 
CCF Peak-to-peak conv. 

current ripple 
23.37% 17.51% 12.93% 

GCF 25.33% 20.12% 13.79% 

 Transient Analysis α=0.27 α=0.30 α=0.34 

CCF Open-loop 
Phase Margin 

64.5° 62.8° 59.9° 
GCF 51.2° 48.9° 45.9° 
CCF Closed-loop 

damping factor 
0.127 0.140 0.158 

GCF 0.690 0.679 0.651 
CCF 

Bandwidth(Hz) 
404 Hz 421 Hz 457 Hz 

GCF 862 Hz 887 Hz 900 Hz 
 

For the selected three different set of filter parameters, it can be inferred that 

transient performance is compromised as Lc increases. However, resonance is 

dampened better; concluding the tradeoff between resonance damping and transient-

state performance mentioned in the former chapter. In addition, since Lc value is 

slightly lower for GCF control, steady-state results show slightly worse performance 

as expected. Besides, undamped resonant peak present in CCF case almost halves 

the bandwidth of the controllers for all cases, concluding that relying only on ID 

feature of the current loop limits the bandwidth which in return decelerates the loop 

response substantially. 
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5.3.1.2. Case-Study II: 1 MVA System 

 

 

Figure 5.20 Set of solutions for fsw: [2-2.5] kHz, Cf : [0.01-0.05] p.u. 

 

Figure 5.20 reveals the set of solutions generated by the design algorithm (Figure 

5.18) in the boundaries of the predetermined λ interval and ωc tuning zone (i.e. α 

zone). In order to generate a large solution space, Cf contains the set of values within 

0.01-0.05 p.u. whereas fsw is swept within 2-2.5 kHz interval with a proper 

sensitivity. Each solution is represented with a cross sign ‘x’ in Figure 5.20. For 

different combinations of Lc, Cf, and fsw; same filtering performance can be obtained 

as evident in Figure 5.20. For this reason, when choosing the optimum filter 

parameters from the set of solutions meeting all requirements, the priority of the 

design must be well defined. It must be kept in mind that high capacitances require 

high capacitive reactive power to be supplied by the converter. Moreover, less 

inductance required for the same filter performance results in a high harmonic 

content of the converter current. Both aspects cause a high rms value of the 

converter current, leading as a consequence to a bad utilization of the converter. 

On the other hand high inductances work against this effect; but they provoke a large 

voltage drop at the filter, which must be compensated by the modulation index (mi) 
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or an increased DC-link voltage. Thus, a good compromise between the optimal 

utilization of the converter and low inductance values must be found.  

If the main concern of the design is to minimize the filter size, the energy content of 

the filter inductances as an indicator of volume and weight of the filter can be 

regarded as an optimization criterion as depicted in (5.14). Due to the quadratic 

consideration of the converter current, a good utilization of the converter is granted, 

as well.  

 

𝑊𝑊𝐿𝐿 =
3
2

(𝐿𝐿𝑐𝑐 ∙ 𝐼𝐼𝑐𝑐
2 + 𝐿𝐿𝑔𝑔 ∙ 𝐼𝐼𝑔𝑔

2) (5.14) 

 

where Îc and Îg are the peak values of converter-side and grid-side currents, 

respectively. If the dynamic and steady-state responses are the primary optimization 

criterion, then the extended analyses involving tuning of control parameters as 

provided in the following part of this section is required. 

The transient analyses together with steady-state analyses for 1 MVA system are 

tabulated in Table 5.6. For the same α values, GCF and CCF methods yield different 

resonant frequencies owing to the difference in their transfer functions. The intrinsic 

characteristics of the current control methods lead to slightly different filter 

inductances that in return results in distinct steady-state and dynamic responses as 

depicted in Table 5.6. 

For the selected three different set of filter parameters, it can be inferred that 

transient performance is compromised as Lc increases. However, resonance is 

dampened better; concluding the tradeoff between resonance damping and transient-

state performance. In addition, since Lc value is slightly lower for GCF control, 

steady-state results show slightly worse performance as expected. 
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Table 5.6 Performance analysis for Cf =332μF (5%). 

 Filter α=0.22 α=0.25 α=0.30 

CCF 
Lc inductance 

145μH 186μH 265μH 
GCF 135μH 173μH 244μH 

 Steady-State 
Analysis 

α=0.22 α=0.25 α=0.30 

CCF 
Grid current THDi 

1.81% 1.04% 0.49% 
GCF 2.18% 1.21% 0.59% 
CCF Converter current 

THDi 
11.87% 8.97% 6.22% 

GCF 13.01% 9.77% 6.80% 
CCF Peak-to-peak conv. 

current ripple 
25.37% 18.51% 14.93% 

GCF 28.33% 21.12% 15.79% 

 Transient Analysis α=0.22 α=0.25 α=0.30 

CCF Open-loop 
phase margin 

67.3° 65.8° 62.8° 
GCF 55.2° 52.8° 49.1° 
CCF Closed-loop 

damping factor 
0.103 0.117 0.140 

GCF 0.683 0.667 0.624 
CCF 

Bandwidth(Hz) 
325.20 349.07 389.30 

GCF 397.91 418.61 442.91 
 

For instance, α=0.22 case is taken into account to further assess the differences 

between designed LCL-filter components under CCF and GCF methods in terms of 

steady-state and the dynamic performance analyses. CCF method damps the 

resonance harmonics only by its inherent feature. This inherent feature is sufficient 

to stabilize the system; however, it provides insufficient resonance damping as can 

be realized from the weakly blunted resonance peak in Figure 5.21. Open-loop 

damping factor that the proportional gain constant of PI controller Kp (inherent 

damping) provides is around ζ=0.2 where it turns out to be 0.103 in the closed-loop 

system. This weakly blunted resonance peak is very likely to excite resonance in a 

lossless LCL-filter if any small amount of harmonics exists around the resonant 

frequency. There are two types of harmonics that can exist around the resonant 

frequency. The first one is the resonant harmonics caused by the insufficient 
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damping of the resonant poles of the system. The second one is the switching 

harmonics caused by the PWM switching [60]. In the cases that switching frequency 

has to be kept very low (as in this case at high power applications), the resonant 

harmonics cannot be isolated from the switching harmonics i.e. fres cannot be set 

lower than half of fsw unless gigantic filter inductors are devised. The case α=0.22 

under CCF sets the resonant frequency at 1025 Hz whereas half of the switching 

frequency is 1000 Hz. In this situation, the resonant harmonics mixes up with the 

switching harmonics in the frequency band. Even if the resonant component is 

eliminated with numerous damping methods, switching harmonics would excite the 

resonance as long as the weakly blunted resonance peak is present as in Figure 5.21.  

 

 

Figure 5.21 Closed-loop bode plot − CCF (α=0.22, Lc=145μH). 
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Figure 5.22 Closed-loop bode plot − GCF (α=0.22, Lc=135μH). 
 

On the other hand, GCF method utilizes active damping feature to damp the 

resonance oscillations properly. The proportional gain of the active damping 

controller Kd is adjusted to deliver an open-loop damping factor ζ=0.707 leading to 

ζ=0.683 in the closed-loop system. Thus, there is not any visible resonance peak in 

the closed-loop magnitude response as depicted in Figure 5.22.  

Moreover, CCF provides much higher phase margins compared to GCF method for 

all three cases in Table 5.6. This is due to the fact that increasing damping factors 

degrade phase margins considerably as previously visualized by means of Figure 

4.31 and Figure 4.32. Consequently, the trade-off between damping factor and phase 

margin is verified by the designed LCL-filter parameters once again. The dynamic 

performance of the designed system for α=0.22 case is simulated in Figure 5.23.  

-80

-60

-40

-20

0

20

M
ag

ni
tu

de
 (d

B)

10
1

10
2

10
3

10
4

-270

-180

-90

0

Ph
as

e 
(d

eg
)

Bode Diagram

Frequency  (Hz)

 
 
208  
 



10% Load

100% Load

10% Load

10% Load 10% Load

100% Load

(a)

(b)

 

Figure 5.23 Dynamic response for α=0.22 (a) CCF, Lc=145μH (b) GCF, Lc=135μH. 
 

As expected, serious transient oscillations occur at the transition from light load 

condition (10%) to full load condition (100%), and vice-versa, in CCF method due 

to underdamped resonance poles. Therefore, using only CCF method to damp the 

resonance of the corresponding LCL-filter parameters is not reliable since these 

oscillations are very likely to unveil instabilities in the controllers. For this reason, 

using additional damping to further blunt the underdamped resonance peak should 

be regarded. Additional details will be provided in the following section considering 

the control algorithm stated in Section 5.3.2. Control algorithm provides fine-tuning 

of the damping factor ζ in conjunction with proportional gain constant Kp in the light 

of phase margin and bandwidth targets of the design. 
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5.3.1.3. Case-Study III: 3 MVA System 

The transient analyses together with steady-state analyses for 3 MVA system are 

tabulated in Table 5.7. For the same α values, GCF and CCF methods yield different 

resonant frequencies, thus filter inductances differ that in return results in distinct 

steady-state and dynamic responses as depicted in Table 5.7.  

 

Table 5.7 Performance analysis for Cf =1000μF (5%). 

 Filter α=0.17 α=0.18 α=0.19 

CCF 
Lc Inductance 

116μH 130μH 150μH 
GCF 110μH 123μH 141μH 

 Steady-State 
Analysis α=0.17 α=0.18 α=0.19 

CCF 
Grid Current THDi 

6.07% 4.77% 4.41% 
GCF 6.96% 4.76% 3.24% 
CCF 

Conv. Current THDi 
14.93% 12.22% 8.17% 

GCF 15.94% 12.89% 9.66% 
CCF Peak-to-peak conv. 

current ripple 
23.23% 21.96% 17.60% 

GCF 26.16% 23.37% 15.15% 

 Transient Analysis α=0.17 α=0.18 α=0.19 

CCF Open-loop 
Phase Margin 

69.4° 69.0° 68.1° 
GCF 59.0° 58.2° 72.6° 
CCF Closed-loop 

damping factor 
0.103 0.117 0.394 

GCF 0.704 0.703 0.409 
CCF 

Bandwidth 
151 Hz 153 Hz 157 Hz 

GCF 181 Hz 185 Hz 147 Hz 
 

For the selected three different set of filter parameters, it can be inferred that 

transient performance is compromised as Lc increases. However, resonance is 

dampened better; concluding the tradeoff between resonance damping and transient-

state performance. In addition, since Lc value is slightly lower for GCF control, 

steady-state results show slightly worse performance as expected. Furthermore, for 

α=0.19, stability could not be achieved by only using CCF method (e.g. ID) and use 

of additional AD did not help stabilize the system under CCF control. Likewise, 

 
 
210  
 



GCF control with AD cannot stabilize the system for α=0.19. This was caused by the 

decreased phase margins of closed-loop controllers due to excessive increase of 

inductance values. For this reason, PD technique with proper damping resistors was 

utilized to obtain the steady-state and transient-state outputs for α=0.19 case in Table 

5.7. Consequently, near α=0.19 and above i.e. if the distance between ωc and ωres 

further diminishes, phase margin is severely degraded and active damping and 

inherent damping solutions do not hold any longer. Since, low switching frequency 

constraints bandwidth of the controllers for such a filter designed for high power 

VSC. Then, utilization of PD becomes inevitable. It should also be noted that 

converging around α=0.30 would not give the optimal filter elements for 3 MVA 

system design, which would otherwise lead to overdesign. 

5.3.2. Tuning of Control Parameters  

Up until, LCL-filter design and corresponding steady-state and transient-state 

analysis have been conducted for three distinct power levels. Even if designed filter 

parameters satisfy steady-state specifications of the system, in general transient-state 

specifications require further tuning of the controllers. 

For this reason, this section gives a detailed controller tuning methodology with a 

flow diagram depicted in Figure 5.24. This diagram merges the know-how controller 

tuning methods into a concrete methodology involving controller tuning for AD and 

PD methods. With the resulting LCL-filter design algorithm outputs; rise time (tr), 

fall time (tf), settling time (ts), maximum percent overshoot (OS (%)), and the 

oscillatory behavior on the transient response should be examined in detail. To 

properly tune controller parameters, desired phase margin and system bandwidth 

should be updated by adjusting the set values of the damping factor and the 

proportional gain constant Kp. 

The flow of the algorithm will be elaborated by means of case studies demonstrated 

in the next section. Note that the diagram in Figure 5.24 is more suitable for 

controllers using GCF. In Section 5.3.2.2, it will be modified for the controllers 

utilizing CCF via a case-study. 
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Figure 5.24 Proposed controller tuning methodology for GCF technique. 

 

The parameters provided in Table 5.8 will be employed in the case studies. 

 

Table 5.8 Parameters to be used in case-studies. 

Filter α=0.22 
GCF CCF 

Lc (=Lg) Inductance 135μH 145μH 

Cf Capacitance 332μF 

Initial Kp 0.36 0.39 

Integral Time Constant Ti 0.00225 
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5.3.2.1. Detailed Analysis for 1 MVA Case under GCF Method 

In this subsection tuning of control parameters is achieved by following the 

procedure presented in Figure 5.24. Since this algorithm is suitable for GCF control 

employing additional damping (AD or PD) to damp the resonance, there should be 

slight modifications (as to be presented in the next section) in the algorithm for the 

systems benefitting only ID characteristics of the control loop i.e. not using any 

additional damping (only possible for CCF method). If additional damping is 

required for a system utilizing ID method, then the algorithm in Figure 5.24 should 

be applied to determine required damping factor to damp the resonance 

appropriately. As a remark, GCF method does not provide any inherent damping in 

the control loop unlike CCF case. For this reason, in GCF method damping is 

supplied only by damping factor adjusted with Kd (AD) and Rd (PD) by means of the 

formulas provided in Chapter 4 as highlighted below.  

 

𝐀𝐀𝐀𝐀: 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 =
𝐾𝐾𝑟𝑟

𝐿𝐿𝑐𝑐
 

𝐏𝐏𝐀𝐀: 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 =
𝑅𝑅𝑟𝑟(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔)

𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔
 

 

To start with, desired ζ is set to the optimum value 0.707 initially. Then, magnitude 

and phase response of the forward transfer function (Gp(s) and Gc(s)) is shown in 

Figure 5.25. The boundaries of ωc tuning zone are highlighted with dots in Figure 

5.25. Note that presence of the PI-controller in the forward path transfer function has 

shifted phase reversal to 1.01 kHz where the resonant frequency is 1.06 kHz. As a 

remark, phase reversal occurs at the resonant frequency when only open loop LCL-

plant is considered as demonstrated in Figure 4.31. As calculated in Table 5.6, open-

loop phase margin delivered in GCF method is 55.2° where ωc zone guarantees 

phase margins within the interval of 45°-55°. It is obvious that initial Kp value 

calculated by (4.18) always provides maximum achievable phase margin regardless 

of the ζ set value. Next, the Kp tuning zone can be determined by the proposed Kp 
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calculation formula in (4.39) with regard to ωc tuning zone depicted with block dots 

in Figure 5.25. The resulting Kp tuning range yields the interval of 0.17-0.76. 
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Figure 5.25 Designating ωc zone for controller tuning. 

 

After determining the tuning zones, the parameters regarding the dynamic 

performance are computed with the aid of mathematical tools. For instance, the 

bandwidth of the design turns out to be 397 Hz as stated in Table 5.6. If the design 

specifications require a faster current loop i.e. higher bandwidth, there are two 

possible ways to increase the bandwidth. The first one is to increase Kp value so that 

the crossover frequency ωc could get higher and hence higher bandwidth is obtained. 

The other alternative approach is to change the initially determined damping factor 

ζ. If the damping factor is decreased, the crossover frequency tends to shift to higher 

frequencies that increase the control system bandwidth in return. However, further 

reduction of ζ below 0.5 is not recommended, since it will not improve the phase 

response too much but only lead to even serious oscillations [57][58][68]. On the 

other hand, increasing bandwidth by each of the proposed approaches compromises 

the system stability and optimum resonance damping. In order to limit the 

degradation in phase margin caused by the increase of Kp, ωc tuning region is 
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defined and hence a stable system is ensured provided that ωc reside within the 

region.  

Table 5.9 illustrates the tuning procedure for a number of Kp values selected within 

the predetermined Kp tuning zone for this case study. 

 

Table 5.9 Kp tuning regarding PM and BW (GCF). 

 
 

Kp 

ζ=0.707 ζ=0.5 
PM 

(degree) 
fc (≡ωc) 

(Hz) 
BW 
(Hz) 

PM 
(degree) 

fc (≡ωc) 
(Hz) 

BW 
(Hz) 

0.3 54.9 188 320 59.2 191 307 
0.35 55.2 216 384 60 221 371 
0.4 54.9 245 454 60.2 251 453 
0.45 54.2 273 529 60 282 576 
0.5 53.2 301 602 59.3 314 744 
0.55 52 330 671 58.4 347 859 
0.6 50.6 358 731 57.1 381 932 

 

As can be realized in Table 5.9, decreasing damping factor to 0.5 does not provide 

higher control bandwidth for the optimum Kp value (Kp =0.36) even if the crossover 

frequency is increased. Thereby, tuning of Kp is also required to achieve higher 

bandwidth values when damping factor ζ is decreased. This result exactly overlaps 

with the findings in Section 4.4.5. Since, diminishing damping factor also 

diminishes the phase lag of the LCL-filter as depicted in Figure 4.32 and in return 

phase margin is increased as can be recognized in Table 5.9. By doing so, a margin 

is allocated to further increase the crossover frequency without degrading the phase 

margin significantly. Thus, increase in the crossover frequency in exchange nullifies 

the earnings supplied by the decrease in damping factor. Consequently, system has 

more or less the same phase margin with a higher crossover frequency and 

bandwidth at a lower resonance damping.  

According to Table 5.9, increasing Kp value increases the control system bandwidth 

while compromising the phase margin of the system for each case. However, beyond 
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the optimum Kp value the increase in ζ=0.5 case is much sharper compared to 

ζ=0.707 case. Thereby, to reach higher bandwidth by decreasing the damping factor 

is confirmed by the results in Table 5.9. Besides, increasing only Kp value to 

enhance the bandwidth without changing the damping factor of the system is also 

verified. Note that resulting phase margins for all of the combinations in Table 5.9 

ensures a stable closed-loop system because Kp is swept within its predefined tuning 

region and the damping factor is not decreased beyond 0.5 in the light of theoretical 

suggestions [57][68][69].  

Figure 5.26 addresses the impact of Kp sweep both for ζ=0.707 and ζ=0.5 cases. As 

expected from the results in Table 5.9, increasing Kp degrades the closed-loop 

damping performance of the system substantially and likely to cause transient 

oscillations. 
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Figure 5.26 Pole-zero movements under GCF for (a) ζ=0.707 (b) ζ=0.5. 
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Besides, low frequency pole on the real axis tends to move away from the imaginary 

axis, hence attenuating its impact, and causing the system to gradually lose stability. 

As mentioned in the former chapter, real pole slows down of the overall step 

response, therefore resulting in a longer settling time. However, it damps transient 

oscillations more powerfully, leading to smaller overshoots [68]. All in all, lower Kp 

values keep the real pole close to the imaginary axis, in return, settling times are 

higher but oscillations are damped forcefully as can be seen in Figure 5.27(a). The 

numeric data of overshoot, settling time, and rise time characteristics in Figure 5.27 

are tabulated in Table 5.10 for ζ=0.707 case. 

Table 5.10 Dynamic performance outputs (GCF− ζ=0.707). 

           ζ=0.707 
Kp Overshoot Settling 

Time (s) 
Rise  

Time (s) 
0.3 23.6% 6.53m 0.859m 

0.35 22.1% 6.19m 0.736m 

0.4 21.1% 5.95m 0.645m 

0.45 20.6% 5.74m 0.576m 

0.5 21.1% 5.56m 0.523m 

0.55 22.6% 5.38m 0.482m 

0.6 24.7% 5.21m 0.449m 

1 44.2% 4.01m 0.310m 
 

According to the numerical performance values, Kp=0.45 provides the best dynamic 

response in terms of overshoot. Beyond 0.45, larger overshoots are observed. Since 

Kp is constrained in an interval warranting a satisfactory dynamic performance, 

outside of this tuning region should also be inspected to depict further deterioration 

in the dynamics. For this purpose, Kp value is increased to 1 and the step response 

under this value is obtained as shown in Figure 5.27(b). As anticipated, transient 

oscillations arise and overshoot almost doubles its value even if the settling time and 

rise are diminished substantially. To deduce, increased bandwidths in Table 5.9 lead 

to lower rise time and settling time while decreased phase margins result in 

worsened overshoots and transient oscillations. 
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Figure 5.27 Step responses under GCF for ζ=0.707 (a) Kp=[0.3:0.6] (b) Kp=[0.35, 1]. 
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Last, in order to reveal worsened phase margin at Kp=1 under ζ=0.707 case, open-

loop and close-loop characteristics are acquired in Figure 5.28. Open-loop phase 

margin is shrunk from 55.2° to 36.1° leading to a very low closed-loop phase margin 

of 12.5°. 

 

Figure 5.28 Bode plots for ζ=0.707 (a) Open-loop (PM: 55.2°, 36.1°) (b) Closed-

loop (PM: 110°, 12.5°). 
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bandwidth) providing a faster current loop compared to ζ=0.707 case for all Kp 

values. And in ζ=0.5 case, better overshoot performance is achieved for all Kp values 

by the increased phase margins as highlighted in Table 5.10.  

 

 

Figure 5.29 Step response under GCF at ζ=0.5 for Kp=[0.35,1]. 
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Likewise, Kp=1 under ζ=0.5 case yields open-loop phase margin shrinking from 60° 

to 36.8° leading to an unstable closed-loop (phase margin is negative, -17.5°). Since 

open-loop and closed-loop attributes under ζ=0.5 case very similar to ζ=0.707 case 

(Figure 5.28), they are not shown for simplicity except for yielded margins above. 

5.3.2.2. Detailed Analysis for 1 MVA Case under CCF Method 

Aforementioned analyses in this study put a serious emphasis on different current 

feedback methods. Since, GCF and CCF requires different approaches on design and 

tuning phases. For instance, Kp has no considerable impact on resonance damping 

issue in GCF method; whereas, it is the only parameter that damps the resonant pole 

pair in CCF method without any additional damping scheme (i.e. inherent damping). 

Therefore, as this difference is reflected in the LCL-filter design algorithm, it should 

also be reflected in the procedure of fine-tuning of control parameters. 

Input :
Cf, Lc, Lg, α, ωc, ωres

START

Desired Phase Margin 
(PM), Bandwidth (BW) 

  ωc tuning zone

PM
BW

Dynamics
ζ  

Update Kp : 
Within Kp tuning zone

No solution:
STOP 

Use additional 
damping!

N N

ωc tuning zone à Kp tuning zone
Kp  ≈ ωc (Lc + Lg)

Open-loop bode plot of LCL-plant 
cascaded with PI-controller

Calculate PM, BW, tr,ts, OS(%)  

ID: ζ≡ Kp

STOP

Final values: 
PM, BW, ζ

Y

Gc(s)∙Gp(s)

[ωc]

[Kp]

  

Figure 5.30 Proposed control algorithm for inherent damping (ID). 
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Figure 5.30 demonstrates the control algorithm modified for ID (CCF without 

additional damping). This algorithm lacks the explicit determination of the damping 

factor ζ unlike AD or PD methods. Therefore, it is computed inside the algorithm 

and returned as an outcome in the end. Then, according to the transient analyses ζ 

can be altered by varying Kp value within the boundaries of Kp tuning zone. 

Table 5.12 illustrates the tuning procedure for a number of Kp values selected within 

the predetermined Kp tuning zone for ID method. According to Table 5.12, 

increasing Kp value increases the gain crossover frequency as expected. Besides, 

Kp=0.45 seems to provide slightly higher phase margin than Kp=0.39 (67.3°) that is 

calculated by the symmetrical optimum approach.  

 

Table 5.12 PM and BW tuning for ID. 

 
Kp 

PM 
(degree) 

fc (≡ωc) 
(Hz) 

BW 
(Hz) 

Stability 
Condition 

0.3 65.1 178 249 Stable 
0.35 66.7 205 291 Stable 
0.4 67.5 233 339 Stable 
0.45 67.7 262 406 Stable 
0.5 67.3 291 533 Stable 
0.55 66.5 321 N/A Unstable 
0.6 65.2 352 N/A Unstable 

 

Even though the resulting open-loop phase margins in Table 5.12 seem to provide 

stable closed-loop systems under increasing Kp, the underdamped resonance peak (as 

mentioned in Figure 5.21) prevents the closed-loop gain response from descending 

below -3dB (bandwidth frequency) as of a certain Kp value as shown in Figure 5.31. 

Hence, for high Kp values the gain response descends below -3dB at very high 

frequencies. It seems quite good to have such a high bandwidth for the closed-loop 

system unless the corresponding closed-loop phase margin is calculated.  
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Figure 5.31 Closed-loop bode plot under CCF control (Lc=145μH, α=0.22). 
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ID. For this reason, the required proportional gain constant Kd or damping resistor Rd 

is calculated by using the equalities below (exhibited in Chapter 4/Appendix A). 

Thus, in order to achieve the same damping factor under GCF and CCF methods, 

necessary Kd is always smaller in CCF compared to GCF. Same conclusion holds for 

Rd as can be seen in the below equality (derivation for PD is shown in Appendix A). 

 

𝐀𝐀𝐀𝐀 + 𝐈𝐈𝐀𝐀:  2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 =
𝐾𝐾𝑝𝑝+𝐾𝐾𝑟𝑟

𝐿𝐿𝑐𝑐
 

𝐏𝐏𝐀𝐀 + 𝐈𝐈𝐀𝐀: 2𝜁𝜁𝜔𝜔𝑟𝑟𝑟𝑟𝑠𝑠 =
𝐶𝐶𝑐𝑐𝑅𝑅𝑟𝑟(𝐿𝐿𝑐𝑐 + 𝐿𝐿𝑔𝑔) + 𝐾𝐾𝑝𝑝[𝐿𝐿𝑔𝑔𝐶𝐶𝑐𝑐

2 �𝑅𝑅𝑟𝑟
𝑇𝑇𝑖𝑖

� + 𝐿𝐿𝑔𝑔𝐶𝐶𝑐𝑐]

𝐶𝐶𝑐𝑐𝐿𝐿𝑐𝑐𝐿𝐿𝑔𝑔 + 𝐾𝐾𝑝𝑝𝐿𝐿𝑔𝑔𝐶𝐶𝑐𝑐
2𝑅𝑅𝑟𝑟

 

 

 

Figure 5.32 Closed-loop bode plots (a) Kd=0 (b) Kd =0.93. 
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Table 5.13 Kp tuning regarding PM and BW for ID control with AD. 

 
Kp 

PM 
(degree) 

fc (≡ωc) 
(Hz) 

BW 
(Hz) 

Stability 
Condition 

0.3 61.7 177 264 Stable 
0.35 62.7 204 313 Stable 
0.4 62.9 230 374 Stable 
0.45 62.6 258 459 Stable 
0.5 61.8 285 628 Stable 
0.55 60.6 312 809 Stable 
0.6 59.0 339 862 Stable 

 

Figure 5.33 and Figure 5.34 reveals the impact of the AD block that has blunted the 

resonance peak in Figure 5.32. For excessive Kp values, poles track outside the unit 

circle. 

 

Figure 5.33 Pole movements under CCF control for Lc=145μH (without AD). 
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Figure 5.34 Pole movements under CCF control for Lc=145 μH (with AD, Kd=0.32). 

 

Proceeding analysis reveals the impact of AD on the step response. Relying on 

solely ID attribute provides a step response fluctuating at the resonant frequency 

(Figure 5.35) since the resonance peak is not flattened. 

 

Figure 5.35 Step response under CCF control for Lc=145 μH (with AD, Kd=0.93). 
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On the other hand, with the enabling of AD under CCF method, resonance peak is 

dampened and step response does not contain any fluctuations at all. Enabling AD 

feature; however, compromises transient-state performance as evident in Figure 

5.35. 

The last but the not least analysis to compare the performance of CCF and GCF 

methods is as follows. The thorough analyses in this section have shown that CCF 

(without damping and with damping) always provides higher phase margins 

compared to GCF method. Phase margin extent is calculated through open-loop data 

to comment on stability once the loop is closed. Nevertheless, checking only the 

open-loop phase margin of the systems employing CCF method might mislead the 

designer, particularly if the resonant peak in the magnitude response is 

underdamped. Therefore, it is always recommended to pay attention on the closed-

loop characteristics as well.  

Figure 5.36 and Figure 5.37 illustrates the abovementioned situation by depicting the 

open-loop and the closed-loop characteristics of the system controlled with GCF and 

CCF, respectively. As can be recognized in these figures, open-loop phase margins 

are equalized in each method by adjusting Kp value in CCF method. Nonetheless, the 

closed-loop phase margin becomes 0° for the adjusted value of Kp=0.82 in CCF 

method; whereas, it is found to be 55.2° in GCF method. It is an expected outcome 

in the light of above findings. Since, increasing Kp value above 0.5 would cause loss 

of stability unless additional damping is utilized.  
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Figure 5.36 Bode plots under GCF control for Kp=0.36 (a) Open-loop (b) Closed-

loop. 

 

 

Figure 5.37 Bode plots under CCF control for Kp =0.82 (a) Open-loop (b) Closed-

loop. 
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5.4. Summary and Conclusions 

This chapter has been constructed upon the bases of Chapter 4. First of all, the 

importance of type of current feedback variable in filter design has been highlighted. 

Then, the widely-used conventional LCL-filter design has been presented. The 

design algorithm has proceeded with a case-study employing PD for dampening the 

resonance. In this case-study, a unique investigation aiming the same resonance 

damping under GCF and CCF has been provided. Nevertheless, critical damping 

resistor values have been found different for each of GCF and CCF cases owing to 

the distinct structure of the current loop. Reduced Rd value in CCF case has 

delivered both the same open-loop and closed-loop performance as Rd value in GCF 

method (Figure 5.6 and Figure 5.7). Thereby, passive damping losses have been 

almost halved under CCF method owing to the inherent damping nature of the 

current loop. 

The stability and the dynamic response of the designed system have also been 

examined considering the sufficiency of resonant damping. In addition, grid code 

compatibility has also been investigated regarding the mentioned grid codes and 

standards. Design procedure has been followed by inspecting the impact of DPWM1 

and SVPWM methods on efficiency under different loadings and switching 

frequencies. 

In the second part of this chapter, a novel LCL-filter design algorithm has been 

proposed. This algorithm takes the control point of view of LCL-filters into account 

and provides probably one of the most detailed LCL-filter design methodologies in 

the literature. The prominent advantages of this design methodology are simply the 

capabilities to cover wide power scales and provide optimal filter elements 

minimizing size, cost and loss while affording a good filtering performance. 

The LCL-filter design has been realized through three distinct case studies 

representing three different power converter designs involving 250 kVA, 1 MVA 

and 3 MVA VSCs. The steady-state and transient performance of the designed LCL-

filters for these three distinct cases have been assessed. As a common conclusion, 
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transient performance is compromised as Lc increases. In other words, if α is set to 

higher values, phase margin starts to decrease and hence transient performance is 

degraded. However, resonant harmonics are eliminated better as higher inductance is 

employed; concluding the tradeoff between resonance damping and transient-state 

performance. On the other hand, α set value providing optimal filter components no 

longer converges around 0.3 as the switching frequency diminishes below 2-3 kHz. 

While α=0.28-0.34 provides optimal filter values for 250 kW system, α=0.18-0.19 

delivers best suiting filter components for 3 MVA system. Thus, it has been proven 

that setting α around 0.3 is not suitable for every power scale, especially for high 

power applications. Particularly, converters switched at a few kHz generally suffer 

from the low controller bandwidth and low closed-loop phase margin and α set value 

should be kept low to limit the phase margin degradation. For instance, 3 MVA 

system could not be stabilized without PD for α > 0.19 (for each of CCF and GCF 

control) because closed-loop phase margin decreases too much beyond that value.  

Moreover, LCL-filter design algorithm has been supported by tuning of control 

parameters. For this purpose, two separate novel control tuning algorithms for GCF 

and CCF cases have been developed. These methodology have been exemplified and 

well-elaborated for 1 MVA case. The main differences in control point of view 

between CCF and GCF methods have been highlighted via root loci, step responses 

and bode diagrams. Thus, nuances about controller gain, active damping gain, 

damping ratio, bandwidth of the controllers, gain crossover frequency, resonance 

frequency, the relationship in between, and so on are well stated in this chapter.  

It has been found that for the same α set point, filter design algorithm under GCF has 

provided slightly smaller filter components compared to CCF case. It is important to 

note that same α set point aims to provide filter elements that guarantee the same 

distance between resonance peak and gain crossover frequency, hence same margins 

for the control loop are provided. However, in order to obtain alike outcomes under 

GCF and CCF methods, resonant peak must be flattened properly; otherwise phase 

margin and dynamics are well degraded, leading to wrong assessment of GCF and 

CCF methods. For this reason, comparing CCF without additional damping case 
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with GCF case is not fair since GCF already uses additional damping otherwise 

system cannot be stabilized. Thus, comparison between GCF and CCF must be 

evaluated under equally damped resonance peak. The examination between GCF 

and CCF held in this chapter first concentrated on the comparison of GCF with AD 

case and CCF without additional damping case. Although the system under GCF 

employs lower filter inductance, it has provided better dynamic performance 

compared to the system under CCF since the system has suffered from underdamped 

resonance peak. 

As inferred at the end of Chapter 4, CCF is superior to GCF on stabilization of the 

current loop if additional damping is not used. However, in practical applications 

inherent damping cannot be relied on, additional damping is always used regardless 

of the current control technique. For this reason, AD (if feasible) or PD must always 

be used to completely bring down the resonance peak. Once the same resonance 

damping is ensured, step response of the systems under GCF and CCF can be 

acquired as shown in Figure 5.38. Consequently, having same control loop hardware 

(AD is used in each method), same resonance damping and sensor count (2 sensors 

for each method) under the same VSC topology has yielded slightly smaller passive 

elements under GCF method. Additionally, being consistent with the conclusion 

drawn at the end of Chapter 4, GCF provides slightly faster and better transient 

response compared to CCF as revealed in Figure 5.38. 

 

Figure 5.38 Step response comparison between CCF and GCF control. 
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Up until, converter efficiency specification, VSC topology, PWM method, switching 

frequency, LCL-filter design and tuning for optimal filter size and attenuation have 

been achieved in a step-by-step manner. As of this point, the VSC topologies to be 

considered in the eventual design algorithm must be studied well in order to gain 

experience on topological performance analysis. Thus, next chapter provides as a 

preliminary study providing detailed topological comparison involving the modeling 

of semiconductor loss, filter loss, as well as the efficiency, PWM and converter 

current ripple attributes of each topology. 
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CHAPTER 6 

6.  SEMICONDUCTOR MODULE AND MAGNETIC CIRCUIT LOSS CHARACTERIZATION 

CONSIDERING CONVERTER TOPOLOGIES AND PWM METHODS 

SEMICONDUCTOR MODULE AND MAGNETIC CIRCUIT LOSS 

CHARACTERIZATION CONSIDERING CONVERTER TOPOLOGIES 

AND PWM METHODS 

 

This chapter provides power semiconductor module and magnetic circuit loss 

characterization considering converter topologies and PWM methods. Since the 

main focus of this dissertation is to devise a thorough converter design algorithm, 

this chapter can be deemed as a preliminary study providing a detailed topological 

comparison involving the modeling of semiconductor loss, filter loss, as well as the 

efficiency, PWM and converter current ripple attributes of each topology. 

6.1. Introduction 

As mentioned in the introduction chapter, three-phase two-level and three-phase 

three-level PWM VSC topologies are widely used in the grid-side converter of back-

to-back converter topology. Grid-connected three-phase PWM VSC based wind 

power converters are generally designed for 500 kW-7 MW power scale nowadays. 

Hence, particularly for large wind turbine designs the two-level (2L) VSC topology 

reaches the design limits due to the restricted technology of power semiconductors 

that can be switched up to only a few kHz. In modern wind turbines utilizing 2L-

VSC as the grid-side converter, the maximum rated power cannot exceed a few 

MW. Thus, for larger wind turbine designs that two-level is not feasible; utilization 

of higher level VSCs is favored. In the literature, three-level (3L) topologies and 

multi-level topologies are widely used beyond the power levels that the utilization of 

2L-VSC is not viable. Nevertheless, apart from 2L-VSC the scope of this 

dissertation is only limited to two common 3L-VSC topologies, namely three-level 
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neutral point clamped converter (3L-NPC) and three-level T-type converter (3L-T). 

All in all, several analyses involving topological comparison between 2L, 3L-NPC 

and 3L-T VSCs are conducted as follows. 

First of all, a general overview of three topologies will be provided. Then, a general 

methodology to calculate switching and conduction losses of semiconductors in a 

computer simulation environment will be delivered. The proposed scheme can be 

embedded in any design regardless of the simulator as long as the circuit employs 

ideal switches. Secondly, with the proposed loss calculator, topological 

semiconductor loss comparison will be made and verified by a design example by 

means of simulation outputs. Furthermore, LCL-filter loss modeling will also be 

provided regarding topological factors. Thirdly, a general topological efficiency 

comparison will be delivered by merging the semiconductor loss model and LCL-

filter loss model. 

After completing the loss modeling, formulation of the converter ripple under 2L 

and 3L-VSC topologies is discussed. Finally, the impact of the favored PWM pattern 

on output performance of 2L-VSC and 3L-VSC will be examined. 

Throughout this chapter, required visual outputs for the performance analysis of the 

three VSC topologies are obtained using a 1 MVA grid-connected PWM-VSC 

employing space-vector PWM (SVPWM). For the PWM comparison section 

discontinuous PMW (DPWM1) pattern will also be employed. Simulation 

parameters are provided in Table 6.1 (selected from designed set of filter 

components, α=0.25 in Table 5.6). Note that GCF control is favored throughout 

simulations. 

Table 6.1 Simulation parameters for topological comparison analysis. 

Converter 

Sn 1 MVA 

LCL 
Filter 

 
fsw 2 kHz 

fsamp 4 kHz Lc 173 μH (11.2%) 
VDC 1070 V Lg 173 μH (11.2%) 

Grid 
Vg 400 Vrms-line Cf 332 μF (5%) 
fg 50 Hz 

 
PF 0.95-1 

 
 
236  
 



6.2. Overview of Proposed VSC Topologies 

Figure 6.1 introduces one leg diagrams of 2L-VSC, 3L-NPC and 3L-T VSC 

topologies in (a), (b) and (c) respectively. All three converter legs of Figure 1.5 shall 

be replaced with the 3L leg modules of Figure 1.6, to obtain the full schemes of 3L-

NPC and 3L-T type VSCs. 

As briefly introduced in Chapter 1, the most promising power electronic converters 

approach for modern wind turbines are 2L and 3L converters. As also mentioned, 

decent individual wind turbines are generally designed for low-voltage connection 

(power of which is injected to the grid via step-up transformers connected to 

medium voltage), so there some certain power limits that the usage of 2L-VSC starts 

to lose its superiority. Beyond this level, usage of multilevel converters becomes a 

remedy. This dissertation contains the usage of only 3L-VSCs in place of 2L-VSC 

where the utilization of 2L is not feasible. Higher levels are beyond the scope of this 

thesis. Compared to 2L converters, 3L converters, which have various designs, 

embrace three voltage levels resulting in certain advantages over 2L-VSC. Firstly, 

lower total harmonic distortion (THD) of output waveforms is attained, compared to 

conventional 2L converters, leading to a better match to stringent grid connection 

standards [78]. Secondly, 3L-VSCs are totally appropriate for multi-megawatt scale 

wind turbines due to voltage sharing between levels [79]. Thus, 3L-VSCs are 

capable of supplying higher power even employing medium power semiconductor 

switches leading to reduction of switching losses. In return, switching frequency can 

be increased considerably compared to 2L-VSCs [78]-[81]. 

Three-level VSCs, particularly the 3L-NPC [79], are widely used in industrial 

medium voltage range applications such as rolling mills, fans, pumps, marine 

appliances, mining, tractions, and renewable energy [80][81]. On the other hand, 

NPC has become a favorable alternative for low-voltage wind energy applications 

recently [82][83]. Compared to 2L-VSC displayed in Figure 6.1(a), 3L-NPC 

contains two additional active switches and hence two extra isolated gate drivers, 

and four fast diodes per phase leg as evident in Figure 6.1(b) whereas the basic 

topology of the 3L-T (Figure 6.1(c)), is simply the extension of the conventional 
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two-level VSC topology with an active, bidirectional switch to the dc-link midpoint 

and thus eliminates two diodes per bridge leg [78]. The 3L-T mainly links the 

advantages of the 2L converter such as low conduction losses, small part count and a 

simple operation principle with the positive features of the three-level converter such 

as low switching losses and superior output voltage quality. Hence, 3L-T is regarded 

to be a perfect alternative to 2L converters for certain low-voltage applications [78]. 
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  (a)      (b)          (c) 

Figure 6.1 One converter leg (a) 2L (b) 3L-NPC (c) 3L-T. 

 

6.2.1. Commutation Configuration 

Generally, the formula depicted in (6.1) is valid for diverse converter switching 

states for all multilevel converters. 

𝑁𝑁𝑠𝑠𝑎𝑎 = 𝐷𝐷𝑚𝑚 (6.1) 

where n is the number of voltage levels in the DC-link and m is the number of 

phases of the converter. Thus, the three-phase 3L-NPC and 3L-T involves 27 switch 

states in the modulation vector diagram, whereas 2L-VSC allows eight switch states 

only [81]. Thus, the control of phase currents and DC-link voltage is achieved in a 

 
 
238  
 



much superior way, being the most prominent feature of 3L-VSC over 2L converter 

[81]. Furthermore, if the switching frequency is high enough, 3L-NPC and T-type 

VSC can achieve lower losses than 2L converters [83]. However, the main 

disadvantage of the 3L-NPC is the necessary partial DC-link voltage balancing 

control and the commonly uneven loss distribution across the bridge-leg 

semiconductors [80] which is beyond the scope of this work. 

The switching states of the 2L-VSC and 3L-VSC can be summarized as revealed in 

Table 6.2 and Table 6.3, respectively where a, b, and c are the phases and P, N, and 

0 are dc-bus points highlighted in Figure 6.1. Note that the gate signals shown in 

tables below refer to the labels in the corresponding converter topologies revealed in 

Figure 1.6  

Table 6.2 Switching states for 2L-VSC. 

Switching 
State 

Gate - (x)       x=[a,b,c] V(x)  
[Ph. voltage] Tr1x Tr2x 

P ON OFF +Vdc/2 
N OFF ON -Vdc/2 

 

Table 6.3 Switching states for 3L-VSC 

Switching 
State 

                           Gate - (x)                       x=[a,b,c] V(x)  
[Ph. voltage] Tr1x Tr2x Tr3x Tr4x 

P ON ON OFF OFF +Vdc/2 
0 OFF ON ON OFF 0 
N OFF OFF ON ON -Vdc/2 

 

In principle, two semiconductor devices provide a conduction path for one direction 

at any state of a phase. So, once upper path positive current flows along active IGBT 

switches, inverse diodes provide negative direction of current flow [90]. On the 

other hand, lower current path provide positive current flow along the diodes, while 

negative current flows through IGBTs there. Contrary to ‘P’ and ‘N’ states common 

in 2L and 3L-VSC, zero state ‘0’ uses both upper and lower paths of neutral tap to 

provide bi-directional current flow [90]. 
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The abovementioned switching states of converter topologies are provided to 

highlight that switching losses occur in different semiconductors depending on the 

switching transition and the direction of the output current. It is important to 

examine the commutation process in detail for every switching transition in order to 

find out which devices obtain turn-on and turn-off losses as well as diode reverse-

recovery losses. Table 6.4 illustrates this case for 2L-VSC using the switching states 

depicted in Table 6.2. However, the commutation process for every switching 

transition for 3L-NPC and 3L-T topologies (refer to [78] and [91] for 3L-T and 3L-

NPC, respectively) are not shown here for simplicity, since losses of individual 

semiconductors is beyond the objective of this chapter. Instead, total semiconductor 

losses are considered as to be done in the following sections.  

Table 6.4 Switching loss energies. 

Switching 
Transition Switching Loss Energy 

Iout>0 
PàN ETr1,off,EDi2,on 
NàP ETr1,on,EDi2,off 

Iout<0 
PàN ETr2,off,EDi1,on 
NàP ETr2,on,EDi1,off 

 

As a final point, 3L-T is a brand-new topology and its production volume is much 

lower than the NPC-type settled for years in industry [89]. As the area of utilization 

of 3L-T increases, not only initial cost of 3L-T will decrease in the long term but 

also innovative designs of active bidirectional switches will be present in the market.  

For instance, Figure 6.2 depicts a brand-new solution to bidirectional switch 

configuration of 3L-T (RB-IGBT [92]), eliminating the body diodes Di2 and Di3 

(Figure 6.1(c)), so is the diode losses. Thanks to this innovative design, the losses in 

3L-T is lowered considerably. This special device will not be considered in this 

chapter whereas a detailed investigation on this innovative solution will be provided 

in next chapter involving financial aspects in long term in the field. 
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Figure 6.2 Brand new diode-less bidirectional switch for 3L-T. 
 

6.2.2. A General Scheme for Calculation of Switching and Conduction Losses 

of Power Semiconductors in Computer Simulations 

In this section, a general methodology to calculate switching and conduction losses 

of semiconductors in a computer simulation environment will be provided. The 

proposed scheme can be embedded in any design regardless of the simulator as long 

as the circuit employs ideal switches. 

6.2.2.1. Conduction Losses 

The conduction loss calculations are based on datasheet values and/or experimental 

measurements. The curve describing the relationship between voltage drop and UCE 

and collector current IC of the IGBTs is used to calculate conduction losses in a 

running simulation. Then, this curve must be approximated very accurately with 

high order polynomial fitting curves (2nd order or higher for more precision). For this 

purpose, MATLAB® and similar mathematical software can be benefited since they 

have curve fitting algorithms [77][93]. Then, the derived polynomial can be 

embedded in the circuit simulation in form of an equation that uses the current 

through the ideal switch as input value and gives the time behavior of the conduction 

loss of the IGBT as output during the simulation. In Figure 6.3 the implementation is 
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shown in a general form. The block in Figure 6.3 can be easily added to any ideal 

circuit simulation with no need to rebuild the power circuit or change the switch 

models. 

Current through 
device, Is Conduction 

Loss, PCOND [W]

Datasheetà  Curve Fitting 
UCE [V]= a0 Is+ a1 Is

2+...

 

Figure 6.3 Conduction loss calculation block. 

 

Note that this block should be established for each device in the circuit having 

conduction loss. 

6.2.2.2. Switching Losses 

Likewise, the switching loss calculations are based on datasheet values and/or 

experimental measurements. The curve describing the relationship between on loss 

Eon, off loss Eoff and collector current IC of the IGBTs is used to calculate switching 

loss in a running simulation. Then, these curves (Eon and Eoff) must be approximated 

using curve fitting techniques as described in the former subsection. After obtaining 

the fitted curve coefficients, the general implementation of the scheme calculating 

the switching losses is shown in Figure 6.4. Whenever the switching signal detects a 

change of the state of the ideal switch from OFF to ON (rising-edge), a pulse of 

height 1.0 is generated with a defined pulse width ΔT. Dividing this pulse through 

its width ΔT creates a pulse signal with unit [s-1] that, multiplied with energy, 

represents a power.  

The resulting time behavior of the switching losses PSW (t) will show pulses of 

physically correct magnitude and duration. If the blocking voltage VDC is different 

from the one given in the datasheet (VDC,N), it can be adjusted by a linear 

approximation employing the factor VDC / VDC,N. 
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ΔT
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Figure 6.4 Switching loss calculation block. 

 

As a remark, the loss calculation scheme is significantly simplified by counting on- 

and off-losses as a single event. If necessary, the scheme can easily be expanded by 

counting and weighting on- and off-losses separately. In the next section, this 

proposed loss calculation scheme will be benefitted to calculate individual 

semiconductor losses in each topology. 

6.3. Topological Loss Comparison 

For the first step of the topological loss comparison, suitable semiconductors are 

needed to be determined for each topology. Topological comparison will be held 

regarding the specifications in Table 6.1 Considering dc voltage ratings of each 

topology (in Figure 6.1), corresponding semiconductor switches and diodes are 

chosen as tabulated in Table 6.5.  

 

Table 6.5 Selected semiconductors for topological comparison analysis. 

 IGBT V / I Fast diode 
Active 

bidirectional 
switch 

2L-VSC 1700 V / 1800 A - - 
3L-NPC 1200 V / 1800 A 1200 V / 1800 A - 

3L-T 1700 V / 1800 A - 1200V / 1800A 
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For 1700 V/1800 A switches IGBTs with product number CM1800HCB-34N [96] 

are used. For 1200 V/1800 A IGBTs, CM1800DY-24S [97] are utilized. For the fast 

diodes in NPC, the same series CM1800DY-24S [97] are used as diode modules. 

Last, for the active bidirectional switch in T-type CM1800HC-24NFM [98] switches 

are utilized. As a remark, the brand-new active bidirectional switch RB-IGBT [92] 

will be implemented later on. 

6.3.1. Semiconductor Loss Calculated with Computer Simulation Loss 

Calculator 

With the implemented loss calculation blocks in the computer simulator, switching 

and conduction losses of each semiconductor in each topology can easily be found. 
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      (a)            (b)     (c) 

Figure 6.5 Semiconductor losses (W) vs. time (ms) at fsw=2 kHz: (a) 2L-VSC  

(b) 3L-NPC (c) 3L-T. 

 

The time behavior of total semiconductor losses of each semiconductor (symmetric 

components in each leg are omitted) for each topology are shown in Figure 6.5 (at 

fsw=2 kHz). The characteristics of only one leg of the VSC are shown (with the same 

name labels in Figure 6.1), as the other two are identical. In Figure 6.5, the peak 

stress distributed on each semiconductor in 2L topology is higher than 3L topologies 

as the heat is concentrated in a few numbers of switches. Yet, in 3L topologies the 

peak stresses are distributed among more transistors and diodes resulting in 

reduction of the total stress on each component. Thus, better thermal performance is 
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realized (Figure 6.6). Besides, the peak stress on each semiconductor is the lowest in 

3L-NPC topology providing the most stable thermal performance as shown in Figure 

6.6. Consequently, volume and cost of the heat sink to be used in 3L-NPC and 3L-T 

will be less than that of 2L.  
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(a)    (b)           (c) 

Figure 6.6 Junction temperature (Tj(Co)) vs. time (ms) at fsw=2 kHz:(a) 2L-VSC (b) 

3L-NPC (c) 3L-T. 

 

 
  (a)        (b)      (c) 

Figure 6.7 Semiconductor losses (W) at fsw=2 kHz: (a) 2L (b) 3L-NPC (c) 3L-T. 

 

3L-VSCs (T-type and NPC-type) are more favorable than 2L-VSCs in terms of 

reduced switching losses. The commutation voltage of all semiconductors in 3L-

NPC is Vdc/2 rather than Vdc as in 2L-VSC (Figure 6.1). However, 3L-T is 

composed of both Vdc/2 (Tr2-3) and Vdc (Tr1-4) rated semiconductors. Hence,  the 

total switching loss extent of 3L-T is lower than that of 2L-VSC; conversely, higher 

than that of 3L-NPC as can be seen in Figure 6.7.  
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Figure 6.8 IGBT loss (kW) vs. fsw (kHz) plot of three VSC topologies under 

SVPWM. 

With the proposed loss calculation scheme in Section 6.2.2, total semiconductor 

losses are computed under varying switching frequency fsw. As evident in Figure 6.8, 

3L topologies deliver smaller IGBT losses compared to 2L-VSC under the same 

switching frequency, even though they employ higher number of semiconductors 

along the current path. Thus, the advantages brought by 3L topologies addressed in 

Section 6.2 are further proven. 

Although the loss curves of NPC and T-type are very flat, nearly parallel and they 

would intersect at 6 kHz in Figure 6.8, this intersection point can move to the left by 

significant amount for higher Vdc values, making the NPC-type favorable over the T-

type beyond the intersection point. In terms of conduction losses, with fewer 

elements along the current path yielding less losses, the 2L-VSC, T-type and NPC-

type converters are ordered from the best to the worst in a sequence. Evaluating the 

total semiconductor losses, it becomes obvious at frequencies less than 6 kHz the T-

type is more favorable. However, considering the efficiency constraint, fsw cannot 

exceed 5-6 kHz which becomes a switching frequency constraint (as mentioned in 

detail in Chapter 3). Thus, in a more confined fsw range, still the ordering from the 
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best to worst in terms of mitigated losses is T-type, NPC-type and 2L-VSC for the 

set of parameters in Table 6.1 and semiconductors in Table 6.5. 

6.3.2. LCL-Filter Loss Model 

LCL-filter loss is another significant loss mechanism in grid-connected converters 

apart from semiconductor loss. Therefore, a reasonable filter loss should be assumed 

according to power level of the design. For instance, applications higher than 300-

400 kW presume less than 0.5% total filter loss at full load. As the power rating 

decreases, this percentage should be increased up to 1-2% to design feasible filters 

while keeping its size and cost moderate. Figure 6.9 displays possible filter loss 

extent as a percentage of rated power that can be assumed throughout modeling the 

filter losses.  

 

Figure 6.9 Assumed total filter loss vs. rated MVA (for full-load). 

 

In the LCL-filter, the losses are predominantly inductor losses. The core losses 

mainly occur in converter-side inductor and the ohmic losses occur both in 

converter-side and grid-side inductors. Thus, in the design, only inductor losses are 

modeled for the filter loss calculations as in (6.2). LCL-filter loss (Pfilter) contributes 

as an offset in efficiency attributes of 1MVA-VSC which accounts for a 0.5% 

decrease at full load.  
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𝑃𝑃𝑐𝑐𝑖𝑖𝑙𝑙𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑃𝑃𝑐𝑐𝑟𝑟 + 𝑃𝑃𝑐𝑐𝑧𝑧 = 𝑘𝑘1 + 𝑘𝑘2 ∗ 𝐼𝐼𝑙𝑙𝑎𝑎𝑟𝑟𝑟𝑟
2  (6.2) 

where k1 stands for core loss, Pfe (W), Pcu (W) is copper loss, and k2 (W/A2) is a 

constant term. k2 is calculated by subtracting predetermined Pfe (assumed at full 

load) from Pfilter and the result is divided by the square of full load current. 

Afterwards, (6.2) can be employed under various load current (Iload) accordingly.  

Core loss is calculated by the multiplication of core volume and core loss density as 

in (6.3) whereas core loss density formula is provided in (3.9). 

𝑃𝑃𝑐𝑐𝑟𝑟 = 𝑃𝑃𝑐𝑐𝑎𝑎𝑟𝑟𝑟𝑟,𝑟𝑟𝑟𝑟𝑛𝑛𝑠𝑠 ∙ 𝑉𝑉𝜂𝜂𝑉𝑉𝑠𝑠𝑎𝑎𝑠𝑠 (6.3) 

𝑃𝑃𝑐𝑐𝑎𝑎𝑟𝑟𝑟𝑟,𝑟𝑟𝑟𝑟𝑛𝑛𝑠𝑠 = 𝐾𝐾 ∙ 𝐵𝐵𝛼𝛼 ∙ 𝑜𝑜𝛽𝛽 (𝑎𝑎𝑊𝑊 𝑑𝑑𝑎𝑎3⁄ ) (6.4) 

 

where B and f stand for magnetic flux density swing and operating frequency 

respectively and the terms marked as K, α, β are constants depending on the initial 

permeability of the core.  

Since operating conditions (switching frequency and so on) and the filter is the same 

for 2L-VSC and 3L-VSC topologies during simulation studies in this chapter, Pfe can 

be deemed as constant constituting a certain extent in the assumed total filter loss. 

As a remark, if 2L-VSC and 3L-VSC were compared under distinct operating 

parameters such as switching frequency, then Pfe would be a nonlinear function of 

fsw as evident in (6.4). Figure 6.10 reveals this nonlinear relationship between Pfe and 

f (=fsw) assuming K, α, β constants determined by the core manufacturers. Magnetic 

flux density B can also be deemed as constant owing to the constant output current 

that magnetizes the core whereas α is determined within 1< α <3 typically [95]. 

Thus, Pfe variation against switching frequency can be modeled for a proper choice 

of β value. Investigation on manufacturer cores yields β within 2< β <3 [94][95].  

 
 
248  
 



       

Figure 6.10 Core loss modeling against switching frequency (kHz).  

 

Selecting β=2 yields Pfe = ₵∙f 2 where ₵ is a constant representing the multiplication 

of K∙Bα∙Volume. Thus, variation of Pfe under various switching frequencies is 

modeled as depicted in Figure 6.10. It should be noted that for switching frequencies 

higher than 4-5 kHz, core loss escalates too much; in return heating up the inductors 

significantly and such a design becomes infeasible. Therefore, Pfe must be limited in 

inductor design. Next, different core loss to total filter loss ratios will be inspected in 

order to draw a conclusion about feasibility of designed inductors. 

In Figure 6.11, LCL-filter loss Pfilter is plotted by means of (6.2) for three distinct 

filter designs against varying load current Iload including light load and overload 

conditions. As evident in all three cases in Figure 6.11, Pfilter is assumed as 

constituting 0.5% of Pn at full load irrespective of the weight of Pfe and Pcu in Pfilter. 

In the first design case, filter loss is evaluated by assuming Pfe constituting 25% of 

the total filter loss. For the other two cases, Pfe is increased with 25% steps while Pcu 

decreases with 25% decrement as highlighted in Figure 6.11.  
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Figure 6.11 LCL-filter loss vs. load (%) characteristic.  

 

As Pfe constitutes higher portion in Pfilter, loss attributes become less sensitive to load 

variations as opposed to first design case. Pfe is constant regardless of Iload; whereas, 

Pcu is highly dependent on Iload due to its second order characteristics in (6.2). 

Therefore, in each three case a substantial increase in filter loss is inevitable as Iload 

increases. As expected, loss curve is much sensitive to variations of Iload in Pcu=75% 

case as can be seen in Figure 6.11. Conversely, Iload variation has the least impact on 

the shape of the loss curve in Pcu=25% case. It seems to contribute more like offset 

unlike the other two cases. Typically, the inductors are designed such that the core 

losses are about 25-40% of the total inductor losses, so that the light and no-load 

losses are maintained low [89][94].  

It should be noted that 2L and 3L topologies are evaluated under identical system 

parameters (Table 6.1) so core loss and copper loss characteristics are identical for 

all.  

6.4. Efficiency Comparison between Two-level and Three-level Topologies 

Total semiconductor losses and LCL-filter losses comprises the biggest portion of 

the total losses in a grid-connected VSC, so they dominate the efficiency attributes. 
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Efficiency η (%) vs. switching frequency fsw plot is obtained for each topology using 

the parameters provided in Table 6.1. Details of the LCL-filter loss model have also 

been investigated in Section 6.3.2. Thus, filter loss is reflected to the η curve which 

accounts for an increase of 0.5% of Pn in total losses at full load. For the selected 

switching frequency fsw =2 kHz, efficiency η (%) is higher than 98-98.5% for each 

topology which is compatible with the efficiencies of commercial products in wind 

turbine industry [84]. As evident in Figure 6.12, 3L topologies deliver even higher 

efficiencies than 2L-VSC at the same switching frequency, although they employ 

higher number of semiconductors along the current path. Thus, the advantages 

brought by 3L topologies addressed in Section 6.2 are further proven. 

 

 

Figure 6.12. η (%) vs. fsw plot of three VSC topologies under SVPWM. 

 

Though the efficiency curves of NPC and T-type are very flat, nearly parallel and 

they would intersect at 6 kHz in Figure 6.12, this intersection point can move to the 

left hand side by major amount for higher Vdc values, making the NPC-type 

favorable over the T-type beyond the intersection point (right hand side of the point). 

In terms of conduction losses, with fewer elements along the current path yielding 

less losses, the 2L-VSC, T-type and NPC-type converters are ordered from the best 
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to the worst in a sequence. Evaluating the total semiconductor loss along with filter 

loss and determining the efficiency from here, it becomes obvious at frequencies less 

than 6 kHz T-type is more favorable. However, considering the efficiency constraint, 

fsw cannot exceed 5-6 kHz which becomes a switching frequency constraint. Thus, in 

a more confined fsw range, still the ordering from the best to worst in terms of 

efficiency is T-type, NPC-type and 2L-VSC for the set of parameters in Table 6.1 

and semiconductors in Table 6.5. 

In Figure 6.13(a), with the LCL-filter loss included, η (%) of 2L-VSC is plotted by 

means of (6.2) for two distinct filter designs against varying load current Iload 

including light load and overload conditions. In the first design case, efficiency 

degradation owing to the filter loss is evaluated by assuming Pfe constituting 25% of 

the total filter loss which was assumed as 0.5% of Pn at full load. Yet, the second 

design assesses the case that is less sensitive to load variations as opposed to first 

design case. Since Pcu is highly dependent on Iload, in both cases, a substantial 

degradation in efficiency compared to the case without filter losses is observed in 

Figure 6.13(a) as Iload increases. However, the deflection is much sensitive to 

increase in Iload in Pcu=75% case. Conversely, Iload increase does not affect the shape 

of the efficiency curve in Pcu=25% case significantly and it contributes more like 

offset. As a remark, Figure 6.13(a) shows efficiency curve for only 2L-VSC case 

when the two different filter loss modeling is implemented. However, efficiency 

attributes are alike for all topologies except for the numerical data, eliminating the 

need of highlighting efficiency vs. load curves for 3L-VSC. To conclude, as also 

mentioned in the former section, inductors are designed such that the core losses are 

about 25-40% of the total inductor losses typically. For this reason, efficiency η vs. 

load characteristics assuming Pfe constitutes 25% of Pfilter for all topologies are 

depicted in Figure 6.13(b). Conduction losses increase faster (quadratic dependency) 

than switching losses (linear dependency) with increasing load current [82]. This 

impact can be realized in Figure 6.13(b), particularly as the load current passes 

beyond full load range. Up to 40-50% load, total losses of 3L-T and 3L-NPC are 

very close; however, beyond that point, the conduction losses of 3L-NPC rises 

considerably since four switches are present along the current path. Therefore, T-
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type is more favorable at rated load while 2L-VSC has provided the lowest η (%) 

values among all topologies.  

 

 
(a) 

 

 
(b) 

Figure 6.13 With the inclusion of LCL-filter loss, η (%) vs. load (%) characteristic 

(a) 2L-VSC (fsw=2 kHz) (b) All topologies under Pfe=25%. 
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6.5. Converter Current Ripple Estimation of Two-level and Three-level 

Topologies 

The power quality injected into the grid should comply with the stringent 

international grid standards as stated well in Chapter 2. Thus, necessary attributes of 

the grid-side current should be monitored carefully. 

Except for holding the expectations reported by these standards, the internal design 

of the grid-side PWM VSC should also fulfill the design requirements addressed by 

many publications and know-how design rules in the literature. For instance, most of 

the articles in this field state that the worst case peak-to-peak converter side current 

ripple (Δimax) should be confined into 10-25% of peak rated load current (Îrated) [77]-

[84]. Otherwise, very large stresses might be burdened to the semiconductors, 

ending up with overheating, aging and degradation of the devices even though the 

grid standards are met. Consequently, a thorough investigation both on internal 

design specifications and expectations of the corresponding grid standards is 

extremely necessary.  

To suppress the ripple properly, the capability of converter-side inductance Lc must 

always be adequate to confine Δimax within 10-25% under normal grid 

circumstances. However, current ripple is independent of the load so it does not 

deviate substantially under lighter or heavier loads. On the other hand, it is 

extremely sensitive to changes in grid voltage (Vg). Thus, the impact of grid voltage 

variation on converter current ripple must be explored. For this purpose, converter 

current ripple against modulation index (mi) can be examined since mi is defined as 

fraction of peak line-to-neutral grid voltage Vg to half of Vdc as depicted in (5.10) 

with a definition range of 0-1.15 for SVPWM [85]. Consequently, as the dc-link 

voltage controller (Chapter 4) controls Vdc and keeps its value constant, variation of 

grid voltage is inspected by practicing varying mi. 

𝑎𝑎𝑖𝑖 =
𝑉𝑉�𝑔𝑔

𝑉𝑉𝑟𝑟𝑐𝑐 2⁄  (6.5) 
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To determine the worst case current ripple, the converter topology should be 

regarded together with the modulation algorithm. Thus, the worst case peak to peak 

ripple Δimax expression should be derived as a function of mi under the favored 

topology and PWM method. In our case SVPWM is preferred and Δimax can be 

derived as a function of mi under SVPWM for 2L-VSC as depicted in (6.6) [86].  

∆𝑖𝑖𝑚𝑚𝑟𝑟𝑥𝑥 ≅
𝑉𝑉𝑟𝑟𝑐𝑐

3𝐿𝐿𝑐𝑐𝑜𝑜𝑠𝑠𝑎𝑎
(1 − 𝑎𝑎𝑖𝑖)𝑎𝑎𝑖𝑖 (6.6) 

 

where Lc is the converter-side inductance. For the SVPWM implementation in 2L-

VSC, the instantaneous phase-to-neutral voltage vector is simply the projection of 

the instantaneous reference voltage vector V* onto the horizontal axis. The value of 

this instantaneous vector can vary from -2/3 VDC to +2/3 VDC. Thus, modulator 

selects the proper vectors in the appropriate order to produce the desired 

fundamental waveform on average [88].  

The voltage reference vector V* is resolved into the three adjacent voltage vectors of 

V0, V1, V2 such that they produce the desired voltage-second average as agreed in 

Figure 6.14.  
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Figure 6.14 2L-VSC voltage vectors. 
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Over one switching period, the peak ripple current is defined by the difference 

between the peak volt-seconds and the average volt-seconds applied to the inductor 

[88]. The maximum ripple will occur when the reference voltage vector V* is mid-

way between phase vectors of V1 and V2 as illustrated in Figure 6.14, where mi =1/

√3 and phase ɑ voltage is crossing through zero [88]. Thus, in SVPWM, the 

maximum ripple occurs when mi =1/√3. 

Figure 6.15 depicts the variation of converter-side current ripple of 2L-VSC against 

mi for the simulated system. As can be seen in the figure, the maximum ripple of the 

simulated system is found as 21.3% at mi =1/√3, further proving the theoretical 

findings. If Lc design were made by regarding only rated mi (rated mi =1.05 for the 

simulation case) Lc would be insufficient to suppress the ripple in case of Vg change 

during operation.  

 

 

Figure 6.15 Δimax (%) vs. mi plot under SVPWM and DPWM1 (a) 2L-VSC (b) 3L-

VSC. 

 

Substituting mi=1/√3 on (6.6) yields Δimax formula in (6.7) that can be used to 

estimate the converter-side current ripple for 2L-VSC employing SVPWM: 
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∆𝑖𝑖𝑚𝑚𝑟𝑟𝑥𝑥(%) =
𝑉𝑉𝑟𝑟𝑐𝑐

12𝐿𝐿𝑐𝑐𝑜𝑜𝑠𝑠𝑎𝑎𝐼𝐼𝑟𝑟
∗ 100 (6.7) 

 

As a remark, most of the PWM patterns involving zero sequence current injection 

have similar vector decomposition features with SVPWM, thus the formula in (6.6) 

applies for those schemes as well. Additionally, the corresponding converter 

parameters in Table 6.1 have been inserted in (6.7) and Δimax was found as 20.9% (in 

high correlation with the simulations 21.3%). 

Furthermore, the boundary region between linear-modulation region and over-

modulation region in SVPWM is somewhat uncertain and probably unstable [88]. 

As a result, Δimax rises substantially near 1.15 as demonstrated in Figure 6.15. 

Hence, maximum mi should be limited to 1.05-1.1 to have enough margin for the 

control in SVPWM method.  

According to simulation results in Figure 6.15, 2L and 3L-VSC topologies show 

very similar tendency against mi variation. Nevertheless, converter current ripple 

extent of 3L-VSC is much lower compared to 2L-VSC for any mi and the ripple 

variation in 3L-VSC was confined to 9-15% fluctuating in a narrower envelope. This 

is an anticipated outcome because the ripple declines substantially as the number of 

levels increase [78].In order to derive Δimax formula under SVPWM for 3L-VSC as 

well, applying inductor voltage-second balance yields Δimax formula as displayed in 

(6.8) [88].  

∆𝑖𝑖𝑚𝑚𝑟𝑟𝑥𝑥(%) =
𝑉𝑉𝑟𝑟𝑐𝑐

24𝐿𝐿𝑐𝑐𝑜𝑜𝑠𝑠𝑎𝑎𝐼𝐼𝑟𝑟
∗ 100 (6.8) 

6.6. Impact of PWM Pattern on Output Performance of 2L and 3L Topologies 

In this subsection it is intended to indicate that PWM modulation methods have an 

influence not only on THDi and Δimax performance of Ig, but also on total 
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semiconductor loss extent significantly. Thereby, the impact of the preferred PWM 

pattern is taken into account in this comparative chapter. In this dissertation, two of 

the most popular PWM methods containing zero sequence signal injection, namely 

SVPWM and DPWM1 are examined for 2L-VSC and 3L-VSC under “equal 

switching loss” principle. For this purpose, fsw is increased by 50% in DPWM1 

method so that the switching count and therefore the switching losses could remain 

the same while ripple of DPWM1 becomes less compared to SVPWM [86]. Further 

details have been given in Chapter 5 in Section 5.2. 

The preferred PWM method influences η (%) vs. fsw of 2L-VSC as depicted in 

Figure 6.16. Picking fsw as 2 kHz for SVPWM and 3 kHz for DPWM1 verifies the 

theoretical approach and ensures “equal switching loss”.  

 

 
Figure 6.16. η (%) vs. fsw (SVPWM and DPWM1). 

 

Moreover, selected fsw for 2L-VSC employing DPWM1 delivers slightly better THDi 

performance against various Lc compared to SVPWM as shown in Figure 6.17(a). It 

should be noted that THDi vs. Lc characteristics are derived under full load, thus 

THDi and total current demand distortion (TDDi) yield the same values. TDD can be 

calculated simply replacing the fundamental component in the denominator of (2.10) 

with maximum demand load current [52]. 
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Figure 6.17. THDi (%) vs. Lc(%) under SVPWM and DPWM1 (a) 2L (b) 3L 

(c) 2L&3L (Full load i.e. THD=TDD). 
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Not much changing in THDi attributes but in value compared to 2L-VSC, designated 

fsw for 3L-VSC under DPWM1 method supplies slightly better THDi performance 

compared to SVPWM as shown in Figure 6.17(b), further validating the theoretical 

approach. Figure 6.17(c) gathers all the cases into a single plot and highlights that 

3L-VSC provides better THDi performance at the same fsw compared to 2L-VSC and 

DPWM1 pattern delivers slightly better THDi attributes compared to SVPWM for 

both topologies under “equal switching loss” [89]. 

 

(a)      (b) 

 

(c)      (d) 

Figure 6.18  THDi (%) vs. Lc and. fsw:  (a) 2L-SVPWM   (b) 2L-DPWM1  

(c) 3L-SVPWM  (d) 3L-DPWM1 (Full load i.e. THD=TDD). 
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THDi vs. Lc (%) characteristics have been extended by including the impact of 

switching frequency fsw as shown in Figure 6.18. To achieve “equal switching loss” 

principle, fsw range was normalized in DPWM1 graphs as displayed. Under the same 

conditions, i.e. same Lc and fsw, the improvement in THDi performance owing to the 

increased level of the VSC topology can be recognized. Besides, DPWM1 offers a 

considerably better THDi performance compared to SVPWM in 2L-VSC (Figure 

6.18(a) and (b)) whereas this deviation is substantially reduced in 3L-VSC as 

evident in Figure 6.18(c) and (d).  

SVPWM at low mi and DPWM1 at high mi have been widely used in industry. 

SVPWM loses its advantage around mi ≈ 0.8 since the ripple increases as mi 

increases. On the contrary, ripple extent starts to decline considerably under 

DPWM1 around mi ≈ 0.7-0.8. Therefore; use of DPWM1 beyond mi > 0.8 is 

suggested in [87]. This claim is further proven with the obtained attributes of ripple 

change against mi in Figure 6.19(a). As can be seen in the response under 2L-VSC, 

DPWM1 exhibits worse ripple performance compared to SVPWM up to mi ≈ 0.9. 

However, a substantial improvement in DPWM1 is recognized beyond that point. 

Thus, DPWM1 is the optimum PWM pattern in ripple aspect for 2L-VSC for the 

rated mi=1.05. If the nominal mi value were lower than 0.8-0.9, use of SVPWM for 

2L-VSC would be favored.  

 

 

Figure 6.19 Δimax (%) vs. mi plot under SVPWM and DPWM1 (a) 2L-VSC (b) 3L-

VSC (fsw=2 kHz for SVPWM, fsw=3 kHz for DPWM1). 
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However, 2L and 3L topologies shows opposite reactions to mi variation under 

DPWM1 as can be seen in Figure 6.19(b). Under DPWM1, 3L-VSC yields the 

lowest Δimax at mi =1/√3; whereas, 2L-VSC has its peak at mi =1/√3 as shown in 

Figure 6.19(b). However, the ripple variation under 3L-VSC is confined to 9-15% 

yielding much lower ripple compared to 2L-VSC varying in a narrower envelope.  

The reason why 3L-VSC has shown different ripple pattern under DPWM1 

compared to 2L-VSC should be analyzed in more detail. For this purpose, the 

attributes in Figure 6.19(b) have been derived once again by augmenting mi samples 

that the peak to peak ripple is measured. Yet again, Δimax tends to decrease around 

mi=1/√3, behaving more like a periodical waveform fluctuating in a narrow 

envelope. 

 

  
Figure 6.20 Δimax (%) vs. mi plot of 3L-VSC under SVPWM and DPWM1.  

 

Since peak-to-peak current ripple measurement is somehow very likely to involve 

unexpected instantaneous variations, calculation of “weighted total harmonic 

distortion (WTHD)” values of converter voltage waveforms may yield more 
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magnitudes of all harmonics as themselves. Thus, an outcome less sensitive to 

instantaneous variations can be obtained. WTHD is defined in percent as: 

WTHD (%)=
�∑ �VLLi

i �
2

n
i=2

VLL1
 x 100 (6.9) 

 

where i is the harmonic order and VLLi is the amplitude of the ith line-to-line 

harmonic voltage and n is the highest harmonic order to be involved. It is important 

to note that, Vn/n harmonics and WTHD values are irrespective from the parameters 

of the topology used, giving a general result [110]. 

 

Figure 6.21 WTHD vs. mi plot under SVPWM and DPWM1 (fsw=2 kHz for 

SVPWM, fsw=3 kHz for DPWM1). 

 

For a number of different mi’s, WTHD values of converter voltage have been 

computed using (6.9) accordingly. As can be seen in the figure, the sensitivity of 

WTHD characteristics under SVPWM against mi variation decreases as the converter 

level increases. On the contrary, WTHD characteristics under DPWM1 are quite 

sensitive against mi variation for both topologies. As evident in the figure, WTHD 
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characteristics roughly between mi =0.4 and mi=0.6 yields opposite responses under 

2L and 3L topologies when DPWM1 is employed, which is similar with the case 

revealing peak to peak current ripple characteristics in Figure 6.19(b). 

WTHD analysis further proves the fact that SVPWM at low mi and DPWM1 at high 

mi are favored for 2L-VSC. As can be seen, red curve starts to decline beyond a 

certain mi and yields lower WTHD compared to SVPWM at high mi. However, 

DPWM1 shows more unstable behavior under 3L-VSC against mi change and also 

yields higher ripple/harmonic as highlighted both in Figure 6.20 and Figure 6.21, 

concluding that SVPWM is the favored pattern for the 3L-VSC topology. 

6.7. Summary and Conclusions 

In this chapter, a general overview of 2L, 3L-NPC and 3L-T topologies have been 

provided. Then, the methodology used to calculate switching and conduction losses 

of semiconductors in the computer simulation environment has been delivered. The 

employed scheme can be embedded in any design regardless of the simulator as long 

as the circuit employs ideal switches. Secondly, with the proposed loss calculator, 

topological semiconductor loss comparison has been made and verified by a design 

example by means of simulation outputs. Furthermore, LCL-filter loss modeling has 

also been provided regarding topological factors, operating conditions and type of 

design specifications. Apart from having revealed feasible filter loss against power 

level of the application, it has been also deduced that the inductors should be 

designed such that the core losses are about 25-40% of the total inductor losses, so 

that the light and no-load losses are maintained low. Thirdly, a general topological 

efficiency comparison has been delivered by merging the semiconductor loss model 

and LCL-filter loss model. After completing the loss modeling phase, formulation of 

the converter ripple under 2L and 3L-VSC topologies has been discussed. Finally, 

the impact of the favored PWM pattern on output performance of 2L-VSC and 3L-

VSC has been examined in quite detail. 

In the light of comparative study held in this chapter, THDi and efficiency 

performances of 3L topologies were found to be superior to 2L topology under the 
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same fsw. Thus, 3L-VSCs are economically feasible in low-voltage applications 

especially in high energy-cost markets. In addition, the reduction in the commutation 

voltage has provided lower temperature rises in 3L-VSCs in return reducing the cost 

and size of the heat sinks. Besides, 3L-T has been found to be the best choice for 

low-voltage applications if efficiency is the main concern.  

For 2L-VSC, simulation results have depicted that DPWM1 is the optimum PWM 

pattern in ripple aspect for the modulation indices mi >0.8. 3L-VSC; on the other 

hand, has shown less dependency against mi variation under SVPWM compared to 

DPWM1. However, both ripple and WTHD analyses have revealed that DPWM1 

shows more unstable behavior under 3L-VSC against mi change and also yields 

higher ripple/harmonic. To conclude, being less sensitive to mi variation and 

yielding less ripple and harmonic, SVPWM can be deemed as the optimal PWM 

pattern for 3L-VSC. 

To sum up, this chapter has supplied power semiconductor module and magnetic 

circuit loss characterization considering converter topologies and PWM methods, 

providing necessary modeling to realize a decent converter comparison study. The 

next chapter combines all of the information given by each chapter up until, in a 

successive order and merges them to yield a top to bottom converter design 

algorithm. Hence, a step by step method ending with optimized filter elements along 

with the best topological choice will be presented.  
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CHAPTER 7 

7. DESIGN OF GRID CONNECTED PWM CONVERTERS CONSIDERING 

TOPOLOGY AND PWM METHODS FOR LOW-VOLTAGE WIND 

TURBINES 

DESIGN OF GRID CONNECTED PWM CONVERTERS CONSIDERING 

TOPOLOGY AND PWM METHODS FOR LOW-VOLTAGE WIND 

TURBINES 

 

This chapter merges the content provided in each chapter and uses it as background 

and input to the targeted framework of this dissertation. The primary aim of this 

thesis is simply, to provide a top to bottom design methodology, that can span a 

wide power scale of grid connected PWM converters employed in wind turbine 

systems (under different PWM methods, VSC topologies, load conditions, 

modulation indices, and switching frequencies) and yield the optimum;  

• Filtering including the design of LCL-parameters and control scheme,  

• Topology among two-level (2L), three-level NPC (3L-NPC) and three-level 

T (3L-T) VSCs, 

• PWM method;  

that provide the lowest cost solution while fulfilling the design requirements. Thus 

design results for different systems with different performances can be evaluated and 

compared, allowing a better determination of a suitable system. To embody a head 

to toe converter design methodology based upon the abovementioned objectives, 

deep and extensive study in LCL-filter design, stability and controllability issues, 

wide-spread PWM VSC topologies and common PWM patterns favored in wind 

power industry are extremely required. For this purpose, up until this chapter, all of 

the mentioned topics are gone through with comprehensive theoretical background 
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supported with MATLAB® and simulation outputs (as further verification to the 

theory) which are far beyond the know-how design methods. In other words, in the 

former chapters, LCL-filter design, stability and optimal control tips, a 

comprehensive investigation on three-phase VSC topologies of 2L, 3L-NPC, and 

3L-T under distinct PWM methods, filter elements, loadings, modulation indices, 

and switching frequencies are provided regarding the efficiency and grid-code 

requirements of the typical wind turbine applications. In this chapter, it is time to 

merge this advanced and thorough study into the converter design methodology. To 

conclude, each chapter in this dissertation can be deemed as a single block forming 

the entire converter design methodology in a successive order. 

With the proposed design method in this chapter, the selection criterion for the best 

combination (topology and PWM pattern) is based essentially on pay-off time of 

total investment on the grid-side VSC.  For each combination, pay-off time of the 

total investment cost is calculated and the one providing the shortest time period i.e. 

shortest pay-off time is highlighted as the optimum solution. Thus, a straightforward 

top to bottom converter design method is yielded. Note that to make a fair 

comparison between the yielded combinations, i.e. to select the optimal topology 

based only on pay-off time; output of all the topologies should afford a unique 

solution providing the same quality on the grid-side current (in THDi and ripple 

aspect). Since, each topology ensures the same output quality under different 

efficiencies; then the assessment can be reduced to financial aspect. Consequently, 

the design methodology warrants the same quality grid-side current while differing 

in efficiencies. 

To use financial terminology, ‘total investment’ term can be replaced with the term, 

‘total cost of ownership (TCO)’ whereas ‘return on investment (ROI)’ term can be 

substituted on behalf of ‘pay-off time’ expression. Furthermore, a figure of merit 

defined as ‘operational efficiency’ is used to estimate ROI of each design’s TCO 

regarding the corresponding energy prices where the wind turbine is to be 

established. Thus, a well-elaborated but easy forward design method becomes 

possible. 
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The converter design process is divided into six main parts, namely designation of 

semiconductor and optimum switching frequency, design of LCL-filter and its 

control scheme, grid standards compatibility check for the designed LCL-filter, 

switching frequency adjustment for 3L-VSC, operational efficiency calculation and 

topological comparison based on operational efficiency and cost evaluation.  

In the first part, suitable semiconductors are selected for 2L, 3L-NPC and 3L-T VSC 

topologies regarding the input parameters such as power rating of the VSC (Sn), DC 

bus voltage (Vdc), the grid frequency (fg), grid voltage (Vg), power factor (PF). Then, 

the optimum switching frequency (fsw) is designated with regard to the efficiency 

constraint under the favored PWM pattern. In the second part, LCL-filter design is 

provided based on 2L topology including filter stability analysis. Third, the grid-side 

current (and/or voltage with the estimation/calculation of grid impedance of the PCC 

where the turbine is connected) is examined whether it complies with the stringent 

grid requirements (as presented in Chapter 2). Fourth, switching frequency for 3L-

NPC and 3L-T is optimized so that all topologies could afford a unique solution 

providing the same quality on the grid-side current (in THDi and ripple aspect) using 

the same LCL-filter designed in the former step. However, each topology delivers 

the same quality output under different efficiencies. Therefore, operational 

efficiency is defined and calculated for each topology in the fifth part. Furthermore, 

TCO considers initial cost, operating cost, i.e. economic value of a product over a 

determined life time. Thus, in the final part, TCO of each topology is compared with 

the accumulated profit over the specified life time. Then, the topology having 

minimum ROI is selected as the optimum solution. Owing to this design algorithm, 

ROI becomes the only parameter to decide on the optimum topology providing the 

same unique solution. Following sections comprehensively examine the design 

algorithm and clarify all of the design steps with elaborated illustrations throughout 

a thorough case study and cost analysis. 
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7.1. Converter Design Methodology  

Before descending into particulars of converter design steps, topological comparison 

involving financial aspects will be simplified by grouping the common and 

uncommon elements of three VSC topologies. Figure 7.1 summarizes the entire 

converter design procedure with a neat illustration. As evident in the upper side of 

figure, wind turbine system with full-scale converter is split into two regions by a 

dashed line where right hand side depicts the framework of this dissertation and left 

hand side shows the part beyond the scope. Therefore, left hand side is represented 

with a dc current source, modeling the output of generator-side AC/DC converter 

(bottom side of Figure 7.1). Accordingly, the converter design methodology 

represented in Figure 7.3 focuses on the right hand side with all its aspects. 

Converter design methodology not only involves the design of grid-side DC/AC 

converter and grid interface LCL-filter but also ensures the grid connection 

compatibility in the light of widely used international grid codes. In Figure 7.1, 2L-

VSC is used to elaborate the structure of grid-side DC/AC converter, but all three 

converter legs of it shall be replaced with the 3L leg modules of Figure 7.2, to obtain 

the full schemes of 3L-NPC and 3L-T type VSCs. Consistent with Figure 7.1 and 

Figure 7.2, common parts can be grouped consisting of DC-link capacitor, 

current/voltage sensors, control hardware, common-mode filter (to suppress EMI) 

and dv/dt (at converter terminals to prevent overvoltage transients). On the other 

hand; IGBT, heat-sink, fast diode (NPC-type), bidirectional switch (T-type), and 

gate driver can be pooled as uncommon parts of the topologies. Additionally, LCL-

filter is designed for once and it is identical in each topology; therefore it can also be 

deemed as a common element. If there are other components common in each 

topology, they should be omitted for simplicity since they would just contribute as 

offset to calculations. So, uncommon hardware elements can be named as power 

semiconductor main unit (PSMU) and one leg diagrams in Figure 7.2 represent 

PSMU revealing IGBTs/switches, fast diodes explicitly whereas unique heat sink 

designs and gate drivers in each topology are not shown. On the whole, topological 

comparison reduces to PSMU comparison. 
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Figure 7.1 Simplification to topological comparison. 
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Figure 7.2 Simplified PSMU topologies. 
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Figure 7.3 Complete design flow diagram (dashed boxes provide supplementary 
information for the related step). 

 

As mentioned in the introduction, design methodology has been divided into six 

main steps. These steps are successively gone through in the following sections. 

Throughout this chapter, required outputs for the performance analysis of the three 

VSC topologies are obtained using a 1 MVA grid-connected PWM-VSC employing 
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space-vector PWM (SVPWM). Simulation parameters are provided in Table 7.1 

(selected from designed set of filter components, α=0.25 in Table 5.6). Note that 

GCF control will be favored throughout simulations and AD method will be used to 

stabilize the system.  

 

Table 7.1 Simulation parameters to illustrate design steps. 

Elements Parameters Values 

Converter 

Sn 1 MVA 
fsw 2 kHz 

fsamp 4 kHz 
VDC 1070 V 

Grid 
Vg 400 Vrms-line 
fg 50 Hz 

PF 0.95-1 
 

7.1.1. Optimum Switching Frequency Designation 

Optimum switching frequency is designated in this step. As reference to the 

topological comparison section in Chapter 6, 3L-VSC is superior to 2L-VSC in 

terms of total semiconductor losses. Therefore, it is possible to achieve higher 

efficiencies using 3L-VSCs in place of 2L-VSCs at the same switching frequency. 

For this reason, maximum achievable efficiency is primarily limited by 2L-VSC. To 

further clarify this claim, an illustration of efficiency attributes of three VSC 

topologies versus various switching frequency is depicted in Figure 3.3. For a decent 

efficiency target around 98.5-99%, achievable fsw interval has appeared to be within 

1-2.5 kHz for 2L-VSC, posing a switching frequency constraint. For the same 

efficiency target, switching frequency is confined to 2.5-4.5 kHz interval for both 

3L-VSC topologies as evident in Figure 3.3. Since the switching frequency 

constraint is primarily determined by the efficiency constraint of the design, the 

suitable switching frequency boundary should be designated regarding 2L-VSC 
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(Figure 3.3) in order to provide a comparative study that all the topologies comply 

with all of the design objectives and constraints. 

 

Figure 7.4 η (%) vs. fsw plot of three VSC topologies under SVPWM. 

7.1.2. LCL-Filter Design 

In this step, LCL-filter design takes place with respect to the filter design algorithm 

provided in Chapter 5. As a reminder, this filter design algorithm depends primarily 

on the extensive control and stability analysis studied well in Chapter 4.  

The filter design phase is only represented with a box in Figure 7.3 whereas its 

explicit notation is provided in Figure 7.5 (as reference to Section 5.3, Figure 5.18). 

Note that designed filter is identical for all VSC topologies to ensure same quality 

grid-side currents. For this purpose, filter design is done regarding the worst case 

scenario to provide satisfactory attenuation in any case; hence filter design is made 

considering the most limited topology in terms of the switching frequency, namely 

2L-VSC. Then the switching frequency of 3L-VSC will be decreased in the 4th step 

to superpose the output characteristics of 3L-VSC with that of 2L-VSC since 3L-

VSC provides better THDi and ripple attributes on the grid-side at the same 

switching frequency as highlighted in the previous chapter. Since filter design 

procedure has already been presented elaborately in Chapter 5, the details are 

omitted in here and filter parameters are tabulated as in Table 7.2. 
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Table 7.2 Designed LCL-filter parameters. 

Elements Parameters Values 

LCL-Filter 
Lc 173 μH (11.4%) 
Lg 173 μH (11.4 %) 
Cf 332 μF (5%)  

 

While designating the filter components, GCF control was favored throughout 

simulations and AD method was able to stabilize the system under 2L-VSC whereas 

the preferred PWM scheme was SVPWM. It must be noted that 2 kHz was sufficient 

to achieve AD. However, as mentioned in this section, filter design is made 

considering 2L-VSC, thus upgrading to 3L-VSC and decreasing the switching 

frequency to superpose the output attributes of 2L and 3L topologies may not hold 

the stability provided by AD for 3L-VSC any longer. In this case, use of PD for 3L-

VSC become unavoidable and cause degradation in efficiency.  

7.1.3. Grid Requirements Compatibility Test 

The power quality injected into the grid should comply with the stringent 

international grid standards as stated well in Chapter 2. Thus, necessary attributes of 

the grid-side current should be monitored carefully. 

Apart from holding the expectations reported by these standards, the internal design 

of the grid-side PWM VSC should also fulfill the design requirements addressed by 

many publications and know-how design rules in the literature. For instance, most of 

the articles in this field state that the worst case peak-to-peak converter-side current 

ripple (Δimax) should be confined into 10-25% of peak rated load current (Îrated) [54]- 

[70]. Otherwise, excessive stress might be burdened to the semiconductors, ending 

up with overheating, aging and degradation of the devices before its life-time even if 

the grid standards are met. Consequently, a thorough investigation both on internal 

design specifications and expectations of the corresponding grid standards is 

extremely necessary. For the internal design specifications, 10-25% worst case peak 

to peak current limit on the converter-side current is a good and sufficient design 
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requirement To suppress the ripple properly, the capability of converter-side 

inductance Lc must always be adequate to confine Δimax(%) within 10-25% under 

normal grid circumstances. On the other hand, for the grid connection requirements, 

harmonics injected into the grid must be examined. By warranting these two 

requirements, the designed LCL-filter can be deemed as a decent, qualified and 

suitable filter for the grid connection. Note that magnitudes of the harmonic 

components injected into the grid depend not only on ripple extent on the converter-

side inductance but also attenuation capability of the designed LCL-filter.  

Figure 7.5 depicts the corresponding procedure of this step with a cascaded structure 

adjacent to LCL-filter design phase. After selecting a raw (untested) LCL-filter 

parameter set within the solution space, the corresponding system is simulated and 

examined under a special emphasis on the grid-side current. If simulation results 

reveal grid-side currents that cannot hold grid harmonic standards (weak design), a 

new set of filter parameters ought to be selected from the solution space by choosing 

a higher α set value, providing larger filter inductances. On the other hand, if the 

selected filter components provide harmonic attenuation more than enough, filter 

inductances should be decreased by choosing a lower α set value in order to prevent 

overdesign solution. If overdesign or weak design solutions cannot be overcome for 

none of the sets in the solution space, then a new solution space must be generated 

by assuming a new filter capacitance different than the one selected in the beginning 

of the algorithm. To sum up, for the selected value of filter capacitance Cf in the very 

beginning of the algorithm (within 1-5% of Cb), a unique solution space is 

generated. If no solution (and/or no optimal solution) case persist, Cf boundary may 

be extended beyond 1-5% interval; however; too much power factor deviation 

(reactive power absorption) is not desired in grid-connected converters. Thus, if 

altering Cf value and starting over the design phase does not work, then choosing a 

new switching frequency and starting over the LCL-design phase should be the 

ultimate remedy (Figure 7.5). In Chapter 5, this procedure is visualized in Figure 

5.20. 
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Figure 7.5 Proposed LCL-filter design algorithm. 
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Figure 7.6 reveals illustrations concerning the variation of converter current ripple 

and grid current THDi against various converter side inductances (equals to grid-side 

inductance, r=1) within 0.03-0.32 p.u. These kinds of waveforms can be helpful 

attaining the desired specifications to hold grid standards on PCC before choosing a 

new α set point. 
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Figure 7.6 (a) Ripple (%) vs. Lc (%) (b) THDi (%) vs. Lc (%). 
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For instance, if the optimal solution cannot be attained at the first trial for the initial 

α set point, it would guide the designer where the possible solution might be residing 

before setting a new α set point. Otherwise, trial-error process may take too much 

time and effort. In addition, Figure 7.6(a) and (b) depicts the shift of ripple and 

THDi attributes against switching frequency change respectively to provide a better 

guidance on reaching the solution. To sum up, these characteristics can be deemed 

as feed-forward terms contracting the duration of design phase as suggested in the 

design algorithm in Figure 7.5. 

As a remark, grid-side current THDi attributes depends also on the ratio between 

converter-side inductance and grid-side inductance. Therefore, analysis of the 

current ripple attenuation (from converter side to grid side) should be monitored 

using (5.6). The primary objective of the LCL-filter is to confine the current ripple 

on Lc within 10-25%. Then, with the addition of LgCf branch, minimum 80% 

additional current ripple attenuation (maximum 20% injection of the converter-side 

current ripple) with respect to the ripple on the converter side (10-25%) is aimed, 

confining the current ripple on the grid-side within 2-5% (≡0.02∙10%-0.02∙25%) of 

rated current in total [89].  

 

 

Figure 7.7 Harmonic attenuation vs. r. 
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Figure 7.7 illustrates the extent of converter-side current ripple injection to the grid 

for a number of grid-side inductance to converter-side inductance ratios. In general, 

this ratio is taken as unity to minimize the filter size and maximize the attenuation 

capability of the LCL-filter [89].  

All things considered, it can be deduced that any converter-side inductance bigger 

than 0.1-0.15 p.u. does not enhance THDi performance considerably as can be seen 

in Figure 7.6(b). Also, selecting r >1 does not improve ripple attenuation 

considerably and LCL-filter become too bulky and costly [89]. 

7.1.4. Achieving Identical Output 

After completing the filter design stage, analysis is extended by involving 3L-NPC 

and 3L-T type topologies. As a remark, the effective fsw in 3L topologies is almost 

twice of fsw-2L [77]-[83][89]. Therefore, THDi performance of 3L topologies is 

expected to prevail over 2L topology under the same fsw (Chapter 6). As mentioned 

previously, the target of the converter design algorithm is to provide the same output 

waveform quality (in THDi and ripple aspect) under each topology by using the 

same LCL-filter parameters. Figure 7.8 illustrates the common and uncommon parts 

of the design that differ in each topology.  

PSMU LCL-Filter Grid-side 
current

Wind Energy
Source

Input Output
Same THDi and 
ripple characteristics 

Different Initial Cost! 
i.e. Different Total Cost of 

Ownership (TCO) 

Different operational 
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Common Different Return On Investment 

(ROI) rate!  

Figure 7.8 Achieving identical output. 

 

As mentioned in Section 7.1, hardware based topological comparison is reduced to 

comparison of PSMU components, turning TCO analysis into PSMU cost 

calculation. As evident in Figure 7.8, distinct PSMU structures yield the same output 

at different efficiencies. Therefore, the cost savings owing to the saved losses by the 
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increased efficiencies will become of primary concern in ROI calculation. Further 

details about cost analysis will be provided in the cost evaluation section. 

Switching frequency fsw for 3L topologies (fsw-3L) is varied with reasonable frequency 

steps to cover the set of fsw values (0.25fsw-2L÷1.5fsw-2L). Then, the optimum fsw-3L is 

chosen providing the closest THDi performance to that of 2L-VSC under varying Lc.  

 

 

Figure 7.9 THDi (%) vs. Lc under SVPWM (a) fsw-2L=2 kHz, fsw-3L=0.25fsw-2L ÷1.5fsw-

2L (b) fsw-2L=2 kHz, fsw-3L=0.95 kHz. 

 

Figure 7.9(a) depicts THDi vs. Lc (%) plots for 2L-VSC at fsw-2L and 3L-VSC under 

the set of 0.25fsw-2L÷1.5fsw-2L. Then, fsw iteration steps were adjusted sensitive enough 

to superpose the 2L and 3L plots. Figure 7.9 (b) shows the best fitting THDi curve of 
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3L-VSC to the THDi curve of 2L-VSC (at fsw-3L=0.95 kHz). Consequently, fsw-3L is 

found to be approximately half of the fsw-2L as expected [89]. This can be further 

proven by the ripple attributes under the same conditions. Once the designated fsw-2L 

and fsw-3L values are substituted into the denominators of the formulas given in (6.7) 

and (6.8), same ripple values are yielded due to the relation of 24∙fsw-3L≡12∙fsw-2L. As 

a result, the ripple characteristic of 3L-VSC is found very close to that of 2L-VSC 

under the corresponding fsw-3L, fsw-2L values as depicted in Figure 7.10. Note that 

abovementioned formulas and THDi and ripple analyses are determined based on 

SVPWM and DPWM1 methods, so for distinct switching patterns, these 

approximations may not hold. For simplicity, THDi and ripple characteristics against 

converter side inductance are not revealed explicitly for DPWM1 scheme since the 

attributes of SVPWM and DPWM1 does not differ in shape but in magnitude 

slightly. 

 

Figure 7.10 Ripple (%) vs. Lc  under SVPWM. 
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improvements brought by 3L-VSC are nullified. For this reason, LCL-filter cannot 

detect any change in terms of stability and attenuation performance since PSMU 

blocks are arranged to perform alike. 

7.1.5. Figure of Merit: Operational Efficiency 

To calculate the operational efficiency, power output vs. wind speed characteristics 

is required as demonstrated in Section 2.4. MWT62/1.0 (Mitsubishi Wind Turbine 

Generator [84]) is selected as the reference wind turbine generator to illustrate the 

methodology. Its rated power is 1 MW and the grid-side DC/AC converter is 

designed considering connection to the low-voltage grid at 690 V line-to-line. 

As mentioned in Chapter 2, wind turbine manufacturers assess their products 

regarding widely used term ‘capacity factor’ (C.F). Capacity factor is the actual 

output over a period of time as a proportion of a wind turbine or plant’s maximum 

capacity as depicted in (2.3). Capacity factor (i.e. power output in percentage) versus 

wind speed characteristic provided in MWT62/1.0 datasheet is shown in Figure 2.13. 

To highlight the power attributes of the selected wind generator, the first curve is 

elaborated as revealed in Figure 2.14 and then converted into rectangular boxes 

without changing the area under the curve to ease the numerical calculations.  

 

 
 

Figure 7.11 Power curve of MWT62/1.0.  
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The rectangular form assumes that the capacity factor is constant for the 

corresponding wind speed intervals. As evident in the power curve in Figure 2.14, 

wind speed is split into regions through which power output (Pout) is assumed as 

constant. The red-hatched slices referenced from c1 to c5 in Figure 2.14 depict the 

portions of each wind class benefited throughout the operation time (i.e. when wind 

speed is between 3.5-25 m/s). Depending on the width of these slices, the mean 

capacity factor is determined by weighing 5%, 20%, 50%, 85%, and 100% power 

outputs correspondingly as given in (2.4).  
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Figure 7.12 Modified MWT62/1.0 power curve. 

 

The active operation time of a wind turbine per annum is represented with 𝜎𝜎 as 

revealed in is (2.5). Since the power curve in Figure 2.14 represents the duration of 

active power generation, summation of weighing constants should be equal to the 

fraction 𝜎𝜎 as depicted in (2.6). In this chapter, maximum operation time for a wind 

turbine is assumed as 60% of the time annually (𝜎𝜎=0.6) [89]. Also, four distinct 

capacity factors, 20%, 30%, 40% and 50% will be considered through the analysis. 

 

𝐶𝐶. 𝐹𝐹(%) = 𝑑𝑑1 ∗ 5 + 𝑑𝑑2 ∗ 20 + 𝑑𝑑3 ∗ 50 + 𝑑𝑑4 ∗ 85 + 𝑑𝑑5 ∗ 100 (7.1) 
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σ =
Duration of active power generation per annum [hour]

One year [hour]
 (7.2) 

� 𝑑𝑑𝑚𝑚

5

𝑚𝑚=1

= 𝜎𝜎 (7.3) 

 

The classified wind speed intervals according to possible wind strengths in Figure 

2.14 are tabulated in Table 2.4. Then, occurrence frequency of each wind strength is 

weighed so that corresponding 5%, 20%, 50%, 85% and 100% power outputs 

provide the mean capacity factors depicted in the first column of Table 2.4. ¢1-

¢5 coefficients represent the weight of each wind strength benefited during 𝜎𝜎=60% 

operation time. The sum of the wind speed coefficients is unity as revealed in (2.7). 

Thus, c1-c5 and ¢1-¢5 represent the coefficients of the same weigh function; however, 

∑ 𝑑𝑑𝑚𝑚= 𝜎𝜎 whereas ∑ ¢𝑛𝑛=1. So, in order to reflect 40% idle time period (no power 

generation) c1-c5 constants should be normalized by multiplying ¢1-¢5 with 𝜎𝜎=0.6 as 

shown in (2.8). Consequently, equivalent capacity factors representing 60% 

operation time per annum are embodied.  

� ¢𝑛𝑛

5

𝑛𝑛=1

= 1 (7.4) 

� 𝑑𝑑𝑚𝑚

5

𝑚𝑚=1

= 𝜎𝜎 ∗ � ¢𝑛𝑛

5

𝑛𝑛=1

 (7.5) 

 

Operational efficiency ηop can be calculated by using (2.9) where η5%, η20%, η50%, 

η85%, and η100% are the efficiencies at 5%, 20%, 50%, 85%, and 100% load, 

respectively. As a remark, operation at 20% C.F means that the converter employed 

in the wind turbine provides 20% of its rated power to the load (devices connected to 

the PCC). 
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Table 7.3 Wind speed classification. 

C.F (%) 
Wind Speed Coefficients (¢𝒏𝒏) 

¢𝟏𝟏 
3.5-5.5 m/s 

¢𝟐𝟐 
5.5-7.5 m/s 

¢𝟑𝟑 
7.5-10 m/s 

¢𝟒𝟒 
10-12.5 m/s 

¢𝟓𝟓 
12.5-25 m/s 

20 % 0.30 0.30 0.20 0.10 0.10 
30 % 0.20 0.25 0.15 0.15 0.25 
40 % 0.10 0.10 0.20 0.25 0.35 
50 % 0.05 0.05 0.05 0.30 0.55 

 

Operational efficiency ηop can be calculated using (2.9): 

 

ηop= ¢1∙η5% + ¢2∙η20% + ¢3∙η50% + ¢4∙η85% + ¢5∙η100% (7.6) 

 

where η5%, η20%, η50%, η85%, and η100% are the efficiencies at 5%, 20%, 50%, 85%, 

and 100% load (power output), respectively. As a remark, ηop definition uses 

coefficients ¢1-¢5 since efficiency can be discussed only when power is generated 

Wind speed classification as given in Table 2.4, and an efficiency curve against load 

variation to calculate necessary efficiency values (η5%, η20%, η50%, η85%, η100%) are 

necessary to compute the operational efficiency (ηop) of the wind turbine. The wind 

data provided in [101] was benefited to determine ¢1-¢5 in Table 2.4. Figure 6.13 

reveals the efficiency curves of 2L, 3L-NPC and 3L-T type VSCs under various 

loading conditions including light load and overload circumstances. Thus, 

corresponding efficiency of the grid-connected VSC under the loading conditions 

between 20-140% can be obtained. 

Calculated operational efficiencies of each topology under 20%, 30%, 40% and 50% 

C.F are tabulated in Table 7.4. At all capacity factors, 3L-T topology prevailed over 

the other topologies; whereas, 2L-VSC delivered the worst efficiency performance. 
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Figure 7.13 η (%) vs. load (%) characteristic for all topologies. 

 

Table 7.4 Comparison of 𝜂𝜂𝑎𝑎𝑝𝑝 (%) under C.F. 

C.F (%) η2L (%) η3L-NPC (%) η3L-T (%) 

20 % 97.36 98.30 98.33 
30 % 97.73 98.46 98.53 
40 % 98.14 98.65 98.76 
50 % 98.34 98.70 98.85 

 

In the upcoming section, ROI (i.e. pay-off time) of each topology regarding C.F and 

the energy price in major energy markets will be investigated.  

7.1.6. Operational Cost Evaluation 

TCO contains initial cost and operating cost, thus TCO is economic value of a plant 

over a determined life time. Operation schedule of a plant is the key point in ROI 

analysis. To calculate ROI, TCO is proportioned to the overall profit gained along 

the life time of the plant as depicted in (7.7). Then, topological comparison is made 

in terms of ROI of each design regarding the corresponding energy prices where the 

wind turbine is to be established. The topology providing minimum ROI is selected 

as the optimum solution.  
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ROI [hour] =
TCO [$]

Saved losses [kW] ∙  Electricty price [$/kWh]
 (7.7) 

 

7.1.6.1. Initial Cost Analysis 

In this section, current market quotations for the components and energy prices (all 

in $) to perform cost calculations are considered. IGBTs with 600V, 1200V, and 

1700V were priced as 9ct/A, 17ct/A, and 23ct/A per IGBT, respectively. 

Furthermore, 1200V fast diodes employed in 3L-NPC were determined as 5 ct/A per 

diode, respectively. Gate drive units were accounted for $10 per channel. The heat 

sink design has been achieved by following the steps revealed in [103]. Then, 

required minimum sink to ambient resistance value (Rth(s-a)) is found by means of the 

detailed temperature analysis provided in Chapter 6. The semiconductors in each leg 

(phase) were mounted on the same heat-sink resulting in three heat-sinks for each of 

3L-NPC and 3L-T topologies. However, heat sinks in 2L-VSC had to be placed 

separately for each of the six IGBT modules since the stress on each module is 

excessive and cooling of these components become an issue.  

Cost of system components common in each topology is omitted for simplicity since 

it would just contribute as offset to calculations. Thus, cost calculation of LCL-filter 

is redundant since it is identical in each topology. 

The resulting cost for the individual converter components that are not common in 

each VSC topology, i.e. PSMU cost is summarized in Table 7.5 . 

 

Table 7.5 TCO of PSMU. 

1MW System 2L-VSC 3L-NPC 3L-T 
IGBTs $2484 $3672 $4320 
Fast Diodes $0 $540 $0 
Gate Driver $60 $120 $120 
Heat Sink $2551 $1275 $1275 
TOTAL $5095 $5607 $5715 
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Initial PSMU costs of 3L topologies are slightly higher compared to 2L due to the 

higher semiconductor and gate driver cost. Savings in the heat sink cost has reduced 

the gap between the PSMU costs of 2L and 3L topologies. Besides, initial PSMU 

cost of NPC-type is marginally cheaper than that of T-type. 

7.1.6.2. Accumulated Cost Savings Using Capacity Factor 

In this section, instead of calculating the overall TCO of each topology, the cost 

savings (difference in TCOs) owing to the improved efficiency (saved losses) in 3L-

NPC and 3L-T topologies in comparison to 2L topology will be determined. For this 

purpose, the operational efficiency of each topology under 20%, 30%, 40% and 50% 

C.F is made use of (Table 7.4) considering 1 year, 5 years, and 10 years of operation 

time. Then, the resulting kWh difference is utilized to calculate the cost savings in 

low, medium and high price energy markets, such as the USA, France and Japan, 

respectively. The net cost paid per kWh in industry was 17.9ct/kWh, 12.2ct/kWh, 

and 7ct/kWh in Japan, France, and the USA, respectively in 2013 [101]. The overall 

cost savings including a possible annual interest rate in electricity can be calculated 

by employing (9). 

𝑠𝑠0 = �
𝑠𝑠𝑖𝑖

12(1 + 𝑘𝑘
12)𝑖𝑖

12𝑛𝑛

𝑖𝑖=1

 (7.8) 

 

where s0 is the cost savings in present, si  is cost savings in month i, k is annual 

interest rate, and n is number of years. A 2L grid-connected VSC operating at 20% 

C.F (1752h annually) has 9640 W more losses than 3L-T as computed from 

operational efficiency results in Table 7.4. Thus, 16889 kWh less energy losses in 

3L-T achieves a cost saving of si=$3023, si=$2061, si=$1182 in each single year in 

the major markets, namely Japan, France, and the USA, respectively. Then, by 

means of calculated si, the overall energy cost savings at present value, s0 was 

calculated regarding the operation time of 1 year, 5 years, and 10 years. The annual 

interest rate is taken as 3% (k=0.03). Eventually, the resulting s0 was tabulated in 
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Table V. Likewise, the same approach was adopted for the comparison between 2L-

VSC and 3L-NPC and resulting outcomes are presented in the Table V as well. 

Similarly, the cost savings of the systems operating at 30%, 40% and 50% C.F were 

also considered. 

Table 7.6 s0 vs. operation time in Japan, France and the USA. 

(a) C.F=20% 

C.F=20% 
2L vs. T 2L vs. NPC 

1 year 5 years 10 years 1 year 5 years 10 years 
Japan $2975 $14021 $26090 $2879 $13568 $25249 
France $2028 $9556 $17782 $1962 $9248 $17209 
USA $1163 $5483 $10203 $1126 $5306 $9874 

 

(b) C.F=30% 

C.F=30% 
2L vs. T 2L vs. NPC 

1 year 5 years 10 years 1 year 5 years 10 years 
Japan $3717 $17521 $32604 $3389 $15974 $29725 
France $2534 $11941 $22221 $2310 $10887 $20260 
USA $1454 $6852 $12750 $1325 $6247 $11624 

 

 (c) C.F=40% 

C.F=40% 
2L vs. T 2L vs. NPC 

1 year 5 years 10 years 1 year 5 years 10 years 
Japan $3815 $17982 $33463 $3096 $14594 $27157 
France $2600 $12256 $22807 $2110 $9947 $18509 
USA $1492 $7032 $13086 $1211 $5707 $10620 

 

(d) C.F=50% 

C.F=50% 
2L vs. T 2L vs. NPC 

1 year 5 years 10 years 1 year 5 years 10 years 
Japan $3961 $18667 $34738 $2817 $13275 $24703 
France $2699 $12723 $23676 $1920 $9048 $16837 
USA $1549 $7300 $13585 $1102 $5191 $9661 
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Although TCO of 3L topologies are $500-600 more than 2L topology, 3L topologies 

pay-off the initial PSMU cost difference just in one year even in low energy price 

markets like the USA. However, C.F and total operation time influence ROI 

substantially. For instance, if the system were operating under 40% C.F for ten 

years, 3L-T would save $33463 over 2L; whereas, 3L-NPC would save $27157 over 

2L in Japan. Thus, T-type would become the most optimum solution for the implied 

conditions. Conversely, ROI of NPC and T-type is nearly one year over 2L-VSC 

under low C.F (20%) in low energy price markets such as the USA (7ct/kWh [101]). 

The initial PSMU cost of 3L-T is expected to be lower than 3L-NPC because 3L-

NPC has a higher total volt-ampere (VA) per volume index due to additional diodes. 

However, T-type has become popular recently and its production volume is much 

lower than the NPC-type settled for years in industry. As the area of utilization of 

3L-T increases, TCO of PSMU for 3L-T will decrease in the long term and the 

advantages brought by 3L-T over NPC will become more evident.  

As mentioned in Chapter 6, the brand-new active bidirectional switch designed by 

Fuji [100] eliminates the diodes and diminishes total semiconductor losses in a great 

extent. The enhancement brought by this new switch in terms of efficiency is 

revealed in Figure 7.14. Also, resulting operational efficiency outcomes are 

computed using the curve and the corresponding coefficients in Table 7.3. With the 

operational efficiency outcomes of NPC and TRB-IGBT (Table 7.7), differential TCO 

comparison is provided below in Table 7.8.  
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Figure 7.14 Improvement brought by 3L-TRB-IGBT in η (%) vs. load (%) 

characteristic under Pfe=25%. 

 

Table 7.7 Comparison of 𝜂𝜂𝑎𝑎𝑝𝑝 (%) under C.F. 

C.F (%) η3L-NPC (%) η3L-T (%) η3L-T RB-IGBT (%) 

20 % 98.30 98.33 98.35 
30 % 98.46 98.53 98.56 
40 % 98.65 98.76 98.79 
50 % 98.70 98.85 98.88 

 

Table 7.8 Differential TCO comparison between NPC and TRB-IGBT. 

NPC vs. 
TRB_IGBT 

C.F=20% C.F=50% 
1 year 5 years 10 years 1 year 5 years 10 years 

Japan $169 $797 $1483 $1330 $6269 $11665 
France $115 $543 $1011 $907 $4272 $7950 
USA $67 $312 $580 $520 $2451 $4562 

 

For the turbines generate energy at low capacity factor, contribution of TRB-IGBT is 

not considerable in short term even in high energy price markets. For longer 

operation time, cost difference becomes prominent. Nevertheless, TRB-IGBT becomes 
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quite favorable over NPC-type particularly for turbines operating at higher capacity 

factor even in short-term. 

7.2. Case Study: 3 MVA VSC Design  

In this section, a higher power VSC design case will be provided. However, details 

will not be shown for simplicity, only the outcomes will be tabulated. Then, a brief 

comparison regarding 1 MVA (given in Section 7.1) and 3 MVA designs will be 

made at the end. The design procedure up to Step-4 has been completed and 

corresponding outcomes together with the input parameters are merged and 

tabulated in Table 7.9. 

 

Table 7.9 Simulation parameters for 3 MVA system. 

Elements Parameters Values 

Converter 

Sn 3 MVA 
fsw 1 kHz 

fsamp 2 kHz 
VDC 1070 V 

Grid 
Vg,line-line 690 Vrms 

fg 50 Hz 
PF 0.95-1 

LCL-Filter 
Lc 110 μH (21.8%) 
Lg 110 μH (21.8 %) 
Cf 1000 μF (5%) 

 

Frankly, low-voltage grid-connected 3 MVA system is not technically feasible 

without paralleling converters or power modules since there are not any 

semiconductors yet that is capable of switching nearly 3.6 kA at 1070 VDC. So, a 

parallel structure of multiple power components is a widely used solution for multi-

megawatt wind turbines nowadays [8].  

Since Ir is 2511 Arms for 3 MVA VSC, a suitable IGBT must have a minimum 

current rating of 1.5 times the peak rated current i.e. 1.5 ∗ 2511 ∗ √2 = 5.33 kA 
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whereas the appropriate voltage level should be 1700 VDC regarding 1070 VDC dc-

link voltage. Recalling that 1.7 kV / 1.8 kA power device was selected for the 1 

MVA 2L-VSC in Chapter 6, three paralleled modules or converters can barely 

supply (5.33 kA / 3= 1.78 kA) the design of 3 MVA for 2L-VSC topology. 

Likewise, for 3L-NPC topology three paralleled 1.2 kV/ 1.8 kA modules or 

converters are suitable. For the main switches in 3L-T, three paralleled 1.7 kV / 1.8 

kA modules or converters while for the middle bidirectional switch 1.2 kV / 1.8 kA 

switches are appropriate. 

It should be noted that previous chapters have solely analyzed the theoretical 

feasibility of 3 MVA design, so they have not sought the practical feasibility 

particularly. That is the reason why the switching frequency is selected as 1 kHz and 

the LCL-filter design is made correspondingly. If the practical viability were sought, 

three modules or converters would be paralleled for the 3 MVA VSC. Then, the 

switching frequency needn’t have been decreased to 1 kHz and filter size needn’t 

have been kept larger to compensate for the low switching frequency. For instance, 

each of paralleled module or converter could be deemed as 1 MVA system, hence 

the switching frequency could be increased to 2 kHz. But, the converter design 

methodology will proceed using the parameters in Table 7.9 in order to keep the link 

between former chapters illustrating 3 MVA system.  

It should be noted that 1 kHz is too low to achieve AD especially when the filter 

inductance values get higher. This situation has been mentioned well in detail in 

Section 5.3.1.3. Besides, it is further decreased in 3L-VSC topologies, compelling 

the use of PD. Thus, for both 2L and 3L topologies PD is used to ensure stability. It 

should also be noted that PD can be used simultaneously with AD in order to 

minimize the need of damping resistor. It is evident that either AD or ID provides a 

degree of damping in the control loop even under low switching frequencies. But, 

usually this damping extent is not adequate to stabilize the system. The idea here is 

simply inserting the missing part of the damping to reach stability. In this way, a 

hybrid damping is employed and PD losses are minimized. Since AD is 

implemented within the Digital Signal Processor (DSP) chips and in physical 
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systems there are always current sensors measuring the currents on both converter-

side (for over-current protection) and grid-side (for unity power factor), then usage 

of AD does not bring a significant complexity. With the proposed scheme, critical Rd 

value should be 0.23 Ω under GCF control. It should be lower under CCF control as 

reference to the findings in Section 5.2. Nevertheless, GCF is preferred in this case 

study since PD losses will contribute to all topologies in the same amount, so there 

will be no considerable impact except for the offset. After sorting all the things out 

up until this step and superposing the output attributes of both topologies, resulting 

operational efficiency outcomes are computed using the individual efficiency values 

of 5%, 20%, 50%, 85% and 100% and the corresponding coefficients in Table 7.3. 

With the operational efficiency outcomes of NPC and TRB-IGBT (Table 7.10), 

differential TCO comparison is provided in Table 7.11.  

 

Table 7.10 Comparison of 𝜂𝜂𝑎𝑎𝑝𝑝 (%) under C.F (3 MVA). 

C.F (%) η2L (%) η3L-NPC (%) η3L-T (%) η3L-T RB-

IGBT (%) 
20 % 98.08 98.55 98.61 98.63 
30 % 98.32 98.69 98.76 98.78 
40 % 98.59 98.85 98.93 98.95 
50 % 98.71 98.91 98.99 99.02 

 

Table 7.11 Differential TCO comparison between NPC and TRB-IGBT (3 MVA). 

NPC vs. 
TRB_IGBT 

C.F=20% C.F=50% 
1 year 5 years 10 years 1 year 5 years 10 years 

Japan $257 $1215 $2260 $854 $4022 $7484 
France $175 $828 $1541 $582 $2741 $5101 
USA $100 $475 $884 $334 $1573 $2927 

 

Similar to 1 MVA case, the efficiency of 3L topologies are far much superior to that 

of 2L-VSC. Evaluating 3L topologies and determining the highest efficiency from 

there, it become obvious that contribution of TRB-IGBT is not considerable in short 

term even in high energy price markets for the turbines generate energy at low 
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capacity factor. On the other hand, for longer operation time, cost difference 

becomes considerable and TRB-IGBT becomes quite favorable over NPC-type 

particularly for turbines operating at higher capacity factor even in short-term. 

7.3. Conclusions 

This chapter has provided a complete design analysis for grid-connected PWM 

converters by combining the LCL-filter design procedure with topological 

comparison. As summarized in Figure 7.1, this chapter has benefitted from the 

former six chapters. First two chapters have determined the type of system and 

application area, constraints, requirements and so on. Third chapter has provided 

efficiency target, PWM method and eventually switching frequency constraint for 

the design. Fourth and fifth chapters have delivered required background for LCL-

filter stability and design. Sixth chapter has supplied power semiconductor module 

and magnetic circuit loss characterization considering converter topologies and 

PWM methods, providing necessary modeling to realize a decent converter 

comparison study. And finally, seventh chapter has combined all of the information 

given by each chapter in a successive order and merges them to yield a top to bottom 

converter design algorithm. Hence, a step by step method ending with optimized 

filter elements along with the best topological choice based on the minimum ROI 

has been achieved.  

THDi and efficiency performances of 3L topologies were found to be superior to 2L 

topology under the same fsw. Thus, 3L-VSCs are economically feasible in low-

voltage applications especially in high energy-cost markets. In addition, the 

reduction in the commutation voltage has provided lower temperature rises in 3L-

VSCs in return reducing the cost and size of the heat sinks. Besides, the 3L-T was 

found to be the better choice for low-voltage applications if efficiency and costs are 

the main concern. Finally, it has been shown that any improvement in the 

bidirectional middle switch in T-type poses a great impact on saved losses, making 

T-type much more favorable over 2L and NPC topologies in low-voltage wind 

turbine systems. 

 
 
296  
 



It must be noted that 2 kHz was sufficient to achieve AD. However, as mentioned in 

this chapter, filter design has been made considering 2L-VSC, thus upgrading to 3L-

VSC and decreasing the switching frequency to superpose the output attributes of 2L 

and 3L topologies may not hold the stability provided by AD for 3L-VSC any 

longer. In this case, use of PD for 3L-VSC become unavoidable and cause 

degradation in efficiency. Finally, additional operational efficiency analysis (and 

hence ROI calculations) did not have to be done since DPWM1 and SVPWM were 

compared under equal semiconductor loss criterion. Thus, PWM method comparison 

has been conducted considering ripple, THD and WTHD performance of the 

topologies. 

To sum up, after merging the laborious study held in each chapter and yielding a 

complete converter design algorithm, next section visualizes the performance of a 

designed converter under ideal, distorted and unbalanced grid conditions. 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

297 
 



 

 

 
 
298  
 



 

 

CHAPTER 8 

8. THE PERFORMANCE ANALYSIS OF THREE-PHASE TWO-LEVEL 

VIA COMPUTER SIMULATIONS 

THE PERFORMANCE ANALYSIS OF THREE-PHASE TWO-LEVEL VSC 

VIA COMPUTER SIMULATIONS 

In this chapter, simulation study of 1 MVA three-phase two-level VSC is realized 

and the compatibility of the outcomes and expected results in the light of former 

chapters is examined. To achieve a proper simulation model, an input current source 

is inserted to model wind energy. In addition, device and controller parameters are 

modeled in accordance with the designed circuit models in the former chapters. 

Computer simulations are carried out to guide the implementation step. 

SIMPLORER®, which is a simulation program designed especially for power 

electronics applications [21], has been used. This chapter starts with a brief 

description of phase locked loop configuration. Since, this configuration (Figure 8.1) 

is vital for abc to dq-frame transformations (and vice-versa) throughout the 

simulations. The converter scheme for the simulation procedure is depicted in Figure 

8.2. Besides, modeled control loop, PWM signal generation unit, PLL 

implementation unit, the emulation of distorted grid and semiconductor loss 

calculator unit are revealed in Figure 8.3-Figure 8.7, respectively.  

Simulation results such as steady state measurements, input and output 

characteristics, dynamic responses are listed under three distinct operation cases, 

namely balanced grid operation, distorted grid operation and unbalanced grid-

operation. Finally, the performance comparison of three different cases is carried out 

and the compatibility with the expected results is discussed. As a final remark, the 

exact control structure shown in this chapter is also used for 3L-VSCs, expect for the 

simple modification done in the PWM block (the more switches, the more gate 
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signals to be produced). Thus, one can simply replace 2L-VSC and modify PWM 

block to achieve a functioning 3L-VSC in accordance with 2L-VSC shown in here. 

8.1. Phase Locked Loop 

Before proceeding to simulation study part, phase locked-loop (PLL) configuration 

is mentioned briefly. PLL systems have been used in several equipment applications 

such as, UPS systems, active power filters, PWM rectifiers, etc., in which phase 

angle information of utility voltage is necessary. Since VSCs are designed to be 

grid-connected, grid synchronization with high power factor is important because of 

the requirements stated in the standards. As a result, determining amplitude, 

frequency and phase angle (θg) of the grid is necessary. Synchronous reference 

frame PLL (SRF-PLL) generates these information via Park transformation given in 

(4.9) with fast dynamic response and noise free operation by means of low pass filter 

characteristic for grid connected three-phase applications [109]. Note that i and θ are 

replaced in (4.9) by V and θPLL respectively and (8.1) is yielded: 

 

�
𝑉𝑉𝑟𝑟
𝑉𝑉𝑑𝑑

� = �𝑑𝑑𝜂𝜂𝑠𝑠𝜃𝜃𝑃𝑃𝐿𝐿𝐿𝐿 −𝑠𝑠𝑖𝑖𝐷𝐷𝜃𝜃𝑃𝑃𝐿𝐿𝐿𝐿
𝑠𝑠𝑖𝑖𝐷𝐷𝜃𝜃𝑃𝑃𝐿𝐿𝐿𝐿   𝑑𝑑𝜂𝜂𝑠𝑠𝜃𝜃𝑃𝑃𝐿𝐿𝐿𝐿

� �
𝑉𝑉𝛼𝛼
𝑉𝑉𝛽𝛽

� (8.1) 

 

where θPLL represents the phase angle output of the PLL block. SRF-PLL operation 

for three phase systems can be easily implemented since direct and quadrature axis 

of the dq-transformation block can be produced from the phase voltages as it is 

shown in Figure 8.1. Sampled stationary reference frame line to line voltages are 

converted to DC quantities by means of αβ-transformation and Park (dq) 

transformation, respectively. In order to determine frequency and phase information, 

the DC quantity (Vq) is used in a control loop. Vq is controlled to be zero via a PI-

controller with a reference signal Vq* and the controller gives the result as a 

compensated line frequency in radian (Δω). 

 ‘ 
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Vq

Vd
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Vα 
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Figure 8.1 PLL structures for three phase grid synchronization. 

 

Grid frequency is added to the result and an integral operator gives the phase angle 

of the utility grid which is also used as a feedback parameter in Park transformation 

block (Chapter 4). Thus, grid voltages Va, Vb and Vc are inputted to the block as 

revealed in Figure 8.1 and the phase angle is extracted. As a remark, PI parameters 

of PLL block is computed using the formulas provided in [109] and for further 

details, aid of [109] can be applied. 

8.2. Simulation Studies 

The circuit parameters are stated in accordance with the calculated values in Chapter 

5 as it is listed in Table 8.1. The converter circuit for the simulation studies is 

depicted in Figure 8.2. Besides, modeled control loop, PWM signal generation unit, 

PLL implementation unit, the emulation of distorted grid and semiconductor loss 

calculator unit are revealed in Figure 8.3-Figure 8.7, respectively.  

Modeled_Wind_Source function block represents the wind energy attributes shown 

above. DC link voltage is measured via a voltmeter through the terminals of DC-link 

capacitors (Figure 8.2). As a remark, damping resistors are also present however; 

they are set to zero while active damping or inherent damping is employed. It should 

also be noted that grid-side inductance is arranged such that it contains the assumed 

grid inductance value; hence only resistor is inserted to model the utility grid. The 

voltage control block in Figure 8.3 uses the measured voltage and regulates the DC-

link voltage as mentioned in Chapter 4. The output of this block, namely IC_dq_ref 
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block conducts the sinusoidal current reference generation and grid synchronization 

by generating proper dq-reference values. These reference values are inserted to the 

current PI controllers as the set values. The output these PI controllers (voltage 

reference vectors) are back transformed to three-phase abc signals (Figure 8.3). 

However, if active damping is utilized, the reference voltage vectors generated by 

the PI controllers are modified as can be seen in Figure 8.3. These voltage reference 

vectors are used by PWM block (Figure 8.4) to generate gate signals for IGBT 

switching. Vzero block in Figure 8.4 computes the zero sequence signals to be 

injected on the abc-output waveforms of current control loop (voltage reference 

vectors). Different means of zero sequence component computations (i.e. SVPWM 

and DPWM1) are involved in this block. The procedure addressed in [112] has been 

implemented to realize these two modulation methods. Furthermore, TRIANG1 

block provides the carrier signal. Finally, COMP1, COMP2 and COMP3 blocks 

provide gate drive signals to the IGBTs by comparing the carrier signal with the 

resulting voltage reference vectors after zero sequence component injection. The 

PLL structure revealed in Figure 8.1 is accurately implemented in the simulation as 

depicted in Figure 8.5 where Vq_zero represents the zero reference input, CONST2 

stands for ωg and GS1 models 1/s. Figure 8.6 depicts the modeling of distorted grid 

by injecting suitable magnitudes of 5th, 7th, 11th and 13th voltage harmonic 

components as percentage to the fundamental voltage component. Finally, Figure 

8.7 shows the semiconductor loss calculation modeling presented in Chapter 6. 

 

Figure 8.2 Simulation screen for three-phase 2L-VSC (Main body). 
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Figure 8.3 The circuit model of the control loops. 

  

Figure 8.4 The circuit model of the PWM signal generation unit. 

 

Figure 8.5 The circuit model of the PLL implementation. 
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Figure 8.6 The circuit model of the distorted grid voltage. 

 

 

Figure 8.7 Implementation of the semiconductor loss calculator block. 
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Table 8.1 2L-VSC simulation parameters. 

Elements Parameters Values 

Converter 

Sn 1 MVA 
fsw 2 kHz 

fsamp 4 kHz 
VDC 1070 V 
CDC 8 mF 

Grid 
Vg 690Vrms 
fg 50 Hz 

PF 0.95-1 

LCL-filter 
Lc 173μH (11.2%) 
Lg 173μH(11.2%) 
Cf 332 μF (5%) 

Damping method GCF AD 
CCF ID 

PI-current controller 
Kp 0.51 
Ti 1.8ms 

AD-Kd 0.4 
AD controller (P-controller) Kd 0.98 

PI-voltage controller KDC 5 
TDC 7.2ms 

PI-PLL controller KPLL 0.24 
TPLL 1.8ms 

 

8.2.1. Modeled Wind Energy Characteristics 

A conventional wind turbine is modeled as a DC current source and its 

characteristics are modeled according to the intermittent nature of wind as shown in 

Figure 8.8. 

As it can be seen in the figure, the maximum power of the wind turbine is 1 MW. In 

addition, current and voltage are measured to be 1183 A and 1070±5 V respectively. 

In the following sections the simulation outputs of 2L-VSC are realized under ideal, 

distorted and unbalanced grid conditions, respectively. 
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Figure 8.8 Modeled wind power (green) and I-V (red-blue) characteristics. 

 

8.2.2. Simulation Results under Balanced Grid Conditions 

In this section, a comprehensive simulation study is conducted to model normal grid 

operation and corresponding outputs are revealed and supported with reasonable 

comments. 

8.2.2.1. Input Characteristics  

DC-link capacitors are calculated as 8 mF in order to limit the input voltage ripple 

under 5%. In accordance with the calculated results, the measured voltage ripple is 

shown in Figure 8.9 where it is equal to 5V at 1 MW which corresponds to 1.47%. 
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Figure 8.9 DC bus voltage ripple. 

8.2.2.2. Output Characteristics  

In this section, grid-side currents injected to the grid, filter capacitor currents, grid-

voltage and grid current inspection for power factor (PF) and the performance of 

PLL block are revealed. Besides, αβ-waveform of grid-side currents is also depicted 

in order to check the PWM operation region, i.e. whether the VSC operates in the 

linear modulation region or enters in the saturation region. 

Figure 8.10 shows the grid-side currents. They are well-regulated under balanced 

grid and a very low THDi of 0.75% is achieved due to the ideal grid-modeling. 

 

Figure 8.10 Grid-side currents (blue Iga, red Igb, green Igc). 

Besides, Figure 8.11 depicts that filter capacitor branch absorbs high frequency 

harmonic components as well as a small portion of fundamental component. 
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Figure 8.11  Capacitor currents (blue Icfa, red Icfb, green Icfc). 

 

Figure 8.12 shows one phase grid voltage and grid current waveforms. It is evident 

that unity power factor is achieved. Besides, Figure 8.13 and Figure 8.14 

demonstrate related PLL outputs, concluding that PLL functions perfectly fine. 

 

 

Figure 8.12  Phase a grid-side voltage and current (blue Iga, orange Vga). 

 

 

Figure 8.13  Phase a grid-side voltage and PLL output (blue Vga, red Vg*cosθ). 
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Figure 8.14  PLL vs. time. 

 

Finally, Figure 8.18 reveals α vs. β frame components of grid-side current, 

concluding that PWM unit operates in linear modulation region. It is also evident in 

the grid-side currents containing no low-order harmonics. 

 

 

Figure 8.15  α vs.β frame components of grid-side current. 

 

8.2.2.3. Steady-state measurements 

The numerical data derived at rated power in the light of the steady-state attributes 

of 1 MW VSC shown above are summarized in Table 8.2. 

Besides, THDi of the output current is measured as 0.75% which is under the 5% 

limit stated in the IEC standards [48]. On the other hand PF is also higher than 0.95 

which is quite satisfactory. 
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Table 8.2 2L-VSC steady-state measurements. 

Parameters Values 
Input power Pin (kW) 1000 
Grid power Pgrid (kW) 987 
Power loss Ploss (kW) 13 

Efficiency η (%) 98.7 
Power factor (PF) 0.996 

Grid current THDi (%) 0.75% 
Peak grid current (A) 1168.6 

 

8.2.2.4. Dynamic Response under Rapidly Changing Conditions 

In addition to the steady-state characteristics, the performance of the VSC under 

rapidly changing conditions is also measured. For a 1MW WT system, there is 

always possibility of a sudden change of wind speed caused by the intermittent 

attributes of the nature. The designed control block should have the ability to adapt 

the rapidly changing conditions.  

In Figure 8.16, a sudden power reduction of 250 kW (rated power to 75% of rated 

power) on input power is realized simulating a sudden decrease of input DC current 

source at 100th millisecond and it is observed that the control algorithm moves the 

rated power to the new maximum power operating point (750 kW) where the 

elapsed time to reach the new operating point is measured to be 15.1 milliseconds.  

 

Figure 8.16 Dynamic response of DC-link voltage (blue), input power (green). 
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The adaptation to the new operating point is achieved by changing the reference 

input values inputted to current controllers and corresponding grid currents are 

produced as depicted in Figure 8.18. 

 

 

Figure 8.17 Dynamic response of DC-link voltage (purple) and grid currents (blue 

Iga, red Igb, green Igc). 

8.2.3. Simulation Results under Distorted Grid Conditions 

In this section, a comprehensive simulation study is conducted to model distorted 

grid operation and corresponding outputs are revealed and supported with reasonable 

comments. Figure 8.6 depicts the modeling of distorted grid by injecting suitable 

magnitudes of 5th, 7th, 11th and 13th voltage harmonic components as percentage to 

the fundamental voltage component (3.08%, 2.21%, 1.41% and 1.21%, 

respectively). 

8.2.3.1. Input Characteristics  

In accordance with the calculated results, the measured voltage ripple is shown in 

Figure 8.18 where it is equal to 10 V at 1 MW which corresponds to 2.81%. 
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Figure 8.18 DC bus voltage ripple. 

8.2.3.2. Output Characteristics  

In this section, grid-side currents injected to the grid, filter capacitor currents, grid-

voltage and grid current inspection for power factor (PF) and the performance of 

PLL block are revealed. Besides, αβ-waveform of grid-side currents is also depicted 

in order to check the PWM operation region, i.e. whether the VSC operates in the 

linear modulation region or enters in the saturation region. 

Figure 8.19 shows the grid-side currents. They contain low order harmonics due to 

the distorted grid voltage and a high THDi of 6.29% is obtained due to the injected 

5th, 7th, 11th and 13th components. The magnitudes of these components are selected 

very high on purpose in order to simulate the worst case scenario. 

 

 

Figure 8.19 Grid-side currents (blue Iga, red Igb, green Igc). 
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In addition, Figure 8.20 depicts that filter capacitor branch absorbs high frequency 

harmonic components as well as a small portion of fundamental component. They 

seem similar to the ones in balanced grid case, since filter capacitors show very high 

impedance to the low order harmonic components. 

 

 

Figure 8.20  Capacitor currents (blue Icfa, red Icfb, green Icfc). 

 

Figure 8.21 shows one phase grid voltage and grid current waveforms. It is evident 

that unity power factor is still achieved even under distorted grid. Besides, Figure 

8.22 and Figure 8.23 demonstrates related PLL outputs, concluding that PLL 

functions properly but contains slight fluctuations. 

 

 

Figure 8.21  Phase a grid-side voltage and current (blue Iga, orange Vga). 
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Figure 8.22  Phase a grid-side voltage and PLL output (blue Vga, red Vg*cosθ). 

 

 

Figure 8.23  PLL vs. time (s). 

 

Finally, Figure 8.24 reveals α vs. β frame components of grid-side current. PWM 

unit operates in linear modulation region; however, circular shape is slightly 

distorted due to the distorted grid operation. 

 

 

Figure 8.24  α vs.β frame components of grid-side current. 
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8.2.3.3. Steady-state measurements 

The numerical data derived at rated power in the light of the steady-state attributes 

of 1 MW VSC under distorted grid operation are summarized in Table 8.3. 

 

Table 8.3 2L-VSC steady-state measurements (distorted grid). 

Parameters Values 
Input power Pin (kW) 1000 
Grid power Pgrid (kW) 975 
Power loss Ploss (kW) 25 

Efficiency η (%) 97.5 
Power factor (PF) 0.994 

Grid current THDi (%) 6.29% 
Peak grid current (A) 1185 

 

Moreover, THDi of the output current is measured to be 6.29% where THDv is 

4.22%. On the other hand PF is found to be higher than 0.95 which can be stated as 

satisfactory. It should be noted that peak grid current has been increased under 

distorted grid case compared to the normal grid case, leading to higher 

semiconductor and filter losses; hence lower efficiency is attained. 

8.2.3.4. Dynamic Response under Rapidly Changing Conditions 

In Figure 8.25, a sudden power reduction of 250 kW (rated power to 75% of rated 

power) on input power is realized simulating a sudden decrease of input DC current 

source at 100th millisecond. It is observed that the control algorithm moves the rated 

power to the new maximum power operating point (750 kW) where the elapsed time 

to reach the new operating point is measured to be 16.3 milliseconds.  
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Figure 8.25 Dynamic response of DC-link voltage (blue), input power (green). 

 

The adaptation to the new operating point is achieved by changing the reference 

input values inputted to current controllers and corresponding grid currents are 

produced as depicted in Figure 8.26. 

 

  

Figure 8.26 Dynamic response of DC-link voltage (purple) and grid currents (blue 

Iga, red Igb, green Igc). 

 

8.2.4. Simulation Results under Unbalanced Grid Conditions 

In this section, a comprehensive simulation study is conducted to model unbalanced 

grid operation where phase c is faulted and corresponding outputs are revealed and 

supported with reasonable comments. Figure 8.28 depicts the unbalanced grid 

voltage component (phase c-200 Vrms). 
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8.2.4.1. Input Characteristics  

In accordance with the calculated results, the measured voltage ripple is shown in 

Figure 8.27 where it is equal to 50 V at 1 MW which corresponds to 4.67%. 

 

Figure 8.27 DC bus voltage ripple. 

8.2.4.2. Output Characteristics  

In this section, unbalanced grid-voltages, grid-side currents injected to the grid, filter 

capacitor currents, grid-voltage and grid current inspection for power factor (PF) 

and the performance of PLL block are revealed. Besides, αβ-waveform of grid-side 

currents is also depicted in order to check the PWM operation region, i.e. whether 

the VSC operates in the linear modulation region or enters in the saturation region. 

Figure 8.28 shows the distorted grid voltages. Thus, grid-side currents are distorted 

in a great extent as shown in Figure 8.29.  

 

Figure 8.28 Grid voltages (blue Vga, red Vgb, green Vgc). 
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Figure 8.29 Grid-side currents (blue Iga, red Igb, green Igc). 

 

In addition, Figure 8.30 depicts that filter capacitor branch absorbs high frequency 

harmonic components as well as a small portion of fundamental component. They 

seem similar to the ones in balanced grid case and distorted grid case expect for the 

phase c component.  

 

 

Figure 8.30  Capacitor currents (blue Icfa, red Icfb, green Icfc). 

 

Figure 8.31 shows one phase grid voltage and grid current waveforms. It is evident 

that PF close to unity power factor is still achieved even under unbalanced grid. 

Besides, Figure 8.32 and Figure 8.33 demonstrates related PLL outputs, concluding 

that PLL functions properly but this time a slight phase shift has been occurred due 

to the unbalanced grid voltages.. 
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Figure 8.31  Phase a grid-side voltage and current (blue Iga, orange Vga). 

 

 

Figure 8.32  Phase a grid-side voltage and PLL output (blue Vga, red Vg*cosθ). 

 

 

Figure 8.33  PLL vs. time. 
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Finally, Figure 8.34 reveals α vs. β frame components of grid-side current. PWM 

unit overflows in saturation modulation region as depicted in Figure 8.34(a). The 

shape of the circular are is shown in Figure 8.34(b). Consequently, distorted grid-

currents containing low order harmonics becomes more evident. Since the designed 

VSC already operates at high modulation index in linear modulation region 

(1.057<1.15) under normal grid conditions; however, under unbalanced grid 

condition, VSC cannot compensate the desired output and enters into the saturation 

modulation region. 

 

  

Figure 8.34 α vs.β frame components of grid-side current. 

In order to elaborate the saturation region impact on grid-side currents, FFT analysis 

has been conducted. Figure 8.35 and Figure 8.36 reveals the individual current 

harmonics residing inside the grid currents. 

 

Figure 8.35  FFT analysis of Ig (2D-Graph). 
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Figure 8.36  FFT analysis of Ig (Table). 

As evident in these figures, saturated grid currents contain very high 3rd harmonic 

component (8.07%).  

8.2.4.3. Steady-state measurements 

The numerical data derived at rated power in the light of the steady-state attributes 

of 1 MW VSC under unbalanced grid operation are summarized in Table 8.4. 

 

Table 8.4 2L-VSC steady-state measurements (unbalanced grid). 

Parameters Values 
Input power Pin (kW) 1000 
Grid power Pgrid (kW) 961 
Power loss Ploss (kW) 39 

Efficiency η (%) 96.1 
Power factor (PF) 0.994 

Grid current THDi (%) 15.92% 
Peak grid current (A) 1338 

 

THDi of the output current is measured to be 15.92%. On the other hand PF is found 

as higher than 0.95 (0.994) which can be stated as satisfactory. In any case, even 

under unbalanced grid circumstances, system is kept steady-state stable. It should be 

noted that peak grid current has been increased under unbalanced grid case 

compared to the other cases, leading to higher semiconductor and filter losses; hence 

the lowest efficiency is attained. 
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8.2.4.4. Dynamic Response under Rapidly Changing Conditions 

In Figure 8.25, a sudden power reduction of 250 kW (rated power to 75% of rated 

power) on input power is realized simulating a sudden decrease of input DC current 

source at 100th millisecond. It is observed that the control algorithm moves the rated 

power to the new maximum power operating point (750 kW) where the elapsed time 

to reach the new operating point is measured to be 17.1 milliseconds.  

 

 

Figure 8.37 Dynamic response of DC-link voltage (blue), input power (green). 

 

The adaptation to the new operating point is achieved by changing the reference 

input values inputted to current controllers and corresponding grid currents are 

produced as depicted in Figure 8.38. 

 

 

Figure 8.38 Dynamic response of DC-link voltage (purple) and grid currents (blue 

Iga, red Igb, green Igc). 
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8.3. Summary  

In this chapter, the constructed simulation system has been described step by step in 

accordance with the proposed techniques within the former chapters. Only 2L-VSC 

has been examined since the outcomes of 3L-VSC would differ only in numbers. 

The primary target of this chapter is not to compare the outputs of VSC topologies, 

since it has already been done in the previous chapters. On the contrary, it is to 

depict the simulation circuit that has been used throughout the laborious dissertation 

study. 

The simulated results of 2L-VSC topology have been investigated under normal, 

distorted and unbalanced grid conditions according to the steady state and dynamic 

performances. It has been inferred that VSC operates well under balanced grid, 

delivers grid currents compatible to standards and provides efficiency very close to 

the calculated/expected efficiency value. On the other hand, under distorted and 

unbalanced grid operation, efficiency has been degraded due to the higher output 

peak currents. Besides, unbalanced grid realization has caused the saturation of the 

converter therefore very high magnitude low order harmonics have appeared on 

grid-side current waveforms. Also, almost unity PF has been provided under each 

case. Dynamic response has been satisfactory for each case and system could be kept 

stable under all circumstances. 
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CHAPTER 9 

9. CONCLUSION 

CONCLUSION 

 

The installation of the large amount of wind turbines at both onshore and offshore 

are rapidly increasing by quality of the recent improvements in wind turbine 

technology and the incentives provided by the governments. Consistent with the 

wind integration studies performed by the TSOs and organizations from academy 

and industry, the grid code requirements have been revised, wind turbine 

manufacturers have been implementing new developments to the market, and the 

wind power plant developers have been conducting the connection studies 

considering grid codes and wind turbine technology. 

The framework of this thesis is design of three-phase PWM-VSC widely used for 

grid-interface of renewable energy systems, particularly of wind turbine systems. 

The design procedure also involves devising the optimal LCL-filter parameters, 

determining the switching frequency, the PWM method, the VSC topology (two-

level, three-level NPC, three-level T), the cost-effective feedback controlled 

algorithm, etc. for the VSC. Then, the design is verified by means of detailed 

computer simulations and computer based mathematical tool outputs. The study 

takes into account the balanced and unbalanced grid conditions, which may occur in 

the grid operating conditions. Several power ratings, operating conditions and 

financial aspects are considered to provide a thorough performance evaluation of the 

designed system. 

To elaborate, the primary focus of this thesis is to provide a top to bottom design 

methodology that can span a wide power scale of grid connected PWM converters 

employed in wind turbine systems (under different PWM methods, VSC topologies, 

load conditions, modulation indices, switching frequencies) and yield the optimum:  
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i. Filtering including the design of LCL-parameters and control scheme,  

ii. Topology among two-level (2L), three-level NPC (3L-NPC) and three-level 

T (3L-T) VSCs, 

iii. PWM method;  

that provide the lowest cost solution while fulfilling the design requirements. 

In the first chapter, an overview of recent wind turbine technologies and typical 

wind turbine configurations has been provided. WT configurations together with 

VSC topologies have been presented with their prominent advantages. Thus, WT 

systems with full-scale power converters have been favored. Also, for the grid-side 

converter of back-to-back VSC, 2L-VSC, 3L-NPC and 3L-T topologies have been 

found superior due to their simplicity, mass production volume and prosperous 

literature background. Finally, brief information about the preferred type of grid 

interface and PWM methods has been given.  

In the second chapter, the types of renewable energy systems according to their 

output power level and intermittency characteristics have been elaborated. A number 

of statistical data concerning the proportion that wind turbine (WT) applications 

constitute in the total installed capacity both in domestic and worldwide aspects have 

been provided. Additionally, the insights on WT applications have been broadened 

in terms of capacity factor, power quality i.e. grid code requirements regarding the 

type and location (country, geographical conditions, etc.) of the application, fault 

conditions and transformer structures on PCC connection in the light of individual 

and farm applications. Besides, IEC 61400-21 has found to be the most convenient 

grid standard for wind turbine converters. Plus, VDEW gives the most elaborate 

study concerning individual current harmonics. 

Third chapter has stated determination of switching frequency constraint for the 

converter design procedure using efficiency constraint by taking the type of VSC 

topology and PWM pattern into account. Thus, efficiency target, PWM method and 

eventually switching frequency constraint for the design have been addressed 

respectively. 
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Fourth chapter has provided extensive control background of the grid-connected 

PWM VSCs utilizing LCL-type filters. Optimum damping hints have been provided 

regarding active damping, passive damping and inherent damping techniques. The 

importance of the location of resonant frequency has also been studied and 

exemplified via comprehensive case studies. Additionally, the main differences 

between grid-side feedback and converter-side feedback, which are not mentioned in 

the literature in such a clear way, have been well-explained based on thorough 

MATLAB® and simulation outputs. Thus, a unique, extensive, well-detailed and top 

to bottom study has been unveiled enabling one to be able to comment on the 

steady-state and transient-state behavior of the LCL-filters according to the location 

of the resonant frequency in the frequency spectrum. Assessment of the steady-state 

and transient performance of the LCL-filter with respect to the location of the 

resonant frequency is one of the merits of this dissertation. Important deductions 

made concerning LCL-filter control and stability can be summarized as follows. 

i. The grid and converter-side inductances should be equal so as to maximize 

the filtering capability of inductors.  

ii. This study has comprehensively explored the inherent damping (ID) 

characteristic of an LCL-filter, which so far has not yet been discussed much 

in the literature. It specifically shows that the current control loop has an 

inherent damping term embedded when the converter current is employed for 

current feedback (CCF). This inherent damping term can be used for optimal 

damping of the LCL resonance without demanding additional PD or AD, 

only if the filter components are designed suitably. Such inherent damping 

unfortunately does not exist when the grid current is measured for feedback 

control (GCF); hence leading to the general conclusion that CCF is more 

stable than GCF as long as additional damping is not used under each 

method. 

iii. CCF control has yielded lower damping factor when only ID is benefitted. 

To compensate for this, detailed examination for tuning the damping factor is 

proposed, which would preserve the advantage of using only CCF (without 
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damping), but at the expense of a more compromised transient response 

compared to GCF case.  

iv. In the light of extensive analysis in case studies, GCF with AD has provided 

faster transient performance compared to CCF without damping case without 

compromising resonance damping. On the other hand, CCF without AD case 

has provided a degree of resonance damping, with a tradeoff of transient 

performance. Further damping has been obtained by using AD with the 

capacitor current. However, this has further reduced dynamic performance of 

CCF.  

v. It has been found that additional filtering improvement of LCL-filter is 

compromised as the resonant frequency moves to high resonant frequency 

region. This is due to the fact that LCL-filter behaves very similar to a single 

L-filter as demonstrated by the simulation outputs and root loci. Thus, the 

benefits introduced by LCL-filter are almost nullified if the resonant 

frequency passes beyond critical resonant frequency. 

vi. Apart from the critical resonant frequency region, there is also a critical ratio 

λ (resonant frequency to sampling frequency ratio) in high resonant 

frequency region determining the effectiveness of AD for the systems using 

GCF method. This critical ratio identification is inherent to this thesis work, 

so it can be deemed as a novel approach on commenting on the effectiveness 

of the AD methods in high resonant frequency regions.  

Fifth chapter has discussed the LCL-filter design methods by comparing the 

conventional methods presented in literature with the novel design algorithm 

intrinsic to this thesis work. The design algorithm puts special emphasis on the 

controllability and stability issues of LCL-filters and involves them into the design 

phase. Thereby, optimum filter components in terms of size, cost, filtering 

performance and reliability are delivered. In the final part, a novel tuning 

methodology for controller and active damping gain constants are provided for each 
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of grid-side current control and converter-side current control. Important conclusions 

can be summarized as follows. 

i. A unique investigation aiming the same resonance damping under GCF and 

CCF has been provided. Nevertheless, critical damping resistor values have 

been found different for each of GCF and CCF cases owing to the distinct 

structure of the current loop. Reduced Rd value in CCF case has delivered 

both the same open-loop and closed-loop performance as Rd value in GCF 

method. Consequently, passive damping losses have been almost halved 

under CCF method owing to the inherent damping nature of the current loop. 

ii. The novel LCL-filter design algorithm takes the control point of view of 

LCL-filters into account and provides probably one of the most detailed LCL-

filter design methodologies in the literature. The prominent advantages of 

this design methodology are simply the capabilities to cover wide power 

scales and provide optimal filter elements minimizing size, cost and loss 

while affording a good filtering performance. 

iii. With the comprehensive analyses in this chapter, it has been proven that 

setting α around 0.3 is not suitable for every power scale, especially for high 

power applications. Particularly, converters switched at a few kHz generally 

suffer from the low controller bandwidth and low closed-loop phase margin 

and α set value should be kept low to limit the phase margin degradation. For 

instance, 3 MVA system could not be stabilized without PD for α > 0.19 (for 

each of CCF and GCF control) because closed-loop phase margin decreases 

too much beyond that value.  

iv. It has been found that for the same α set point, filter design algorithm under 

GCF has provided slightly smaller filter components compared to CCF case. 

It is important to note that same α set point aims to provide filter elements 

that guarantee the same distance between resonance peak and gain crossover 

frequency, hence same margins for the control loop are provided. However, 

in order to obtain alike outcomes under GCF and CCF methods, resonant 
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peak must be flattened properly; otherwise phase margin and dynamics are 

well degraded, leading to wrong assessment of GCF and CCF methods. For 

this reason, comparing CCF without additional damping case with GCF case 

is not fair since GCF already uses additional damping otherwise system 

cannot be stabilized. Thus, comparison between GCF and CCF must be 

evaluated under equally damped resonance peak. Although the system under 

GCF employs lower filter inductance, it has provided better dynamic 

performance compared to the system under CCF since the system has 

suffered from underdamped resonance peak. 

v. CCF has been found superior to GCF on stabilization of the current loop if 

additional damping is not used. However, in practical applications inherent 

damping cannot be relied on, additional damping is always used regardless of 

the current control technique. Consequently, having same control loop 

hardware (AD is used in each method), same resonance damping and sensor 

count (2 sensors for each method) under the same VSC topology has yielded 

slightly smaller passive elements under GCF method. Additionally, being 

consistent with the conclusion drawn at the end of Chapter 4, GCF provides 

slightly faster and better transient response compared to CCF control. 

Sixth chapter has afforded a brief topological comparison of two-level and three-

level VSC regarding differences in hardware components and semiconductor losses. 

Besides, a general scheme for calculation of switching and conduction losses of 

power semiconductors in computer simulations has been provided. By merging these 

two, a detailed comparative study between 2L-VSC and 3L-VSC has been 

conducted considering semiconductor loss, LCL-filter loss model, converter 

efficiency, converter-side current ripple and PWM pattern. Prominent differences 

between 3L-NPC and 3L-T have also been mentioned.  

In the light of comparative study held in the sixth chapter, THDi and efficiency 

performances of 3L topologies have been found to be superior to 2L topology under 

the same fsw. In addition, the reduction in the commutation voltage has provided 

lower temperature rises in 3L-VSCs in return reducing the cost and size of the heat 
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sinks. Besides, 3L-T has been found to be the best choice for low-voltage 

applications if efficiency is the main concern. For 2L-VSC, simulation results have 

depicted that DPWM1 is the optimum PWM pattern in ripple aspect for the 

modulation indices mi >0.8. 3L-VSC; on the other hand, has shown less dependency 

against mi variation under SVPWM compared to DPWM1. However, both ripple and 

WTHD analyses have revealed that DPWM1 shows more unstable behavior against 

mi change under 3L-VSC and also yields higher ripple/harmonic. To conclude, being 

less sensitive to mi variation and yielding less ripple and harmonic, SVPWM can be 

deemed as the optimal PWM pattern for 3L-VSC. 

Seventh chapter has merged the content studied in the previous chapters and has 

used it as background and input to the analyses conducted. In this chapter, the 

extended top to bottom converter design algorithm, which is mentioned as the focus 

of the thesis work, has been constructed. The algorithm enables various system 

designs operating under distinct PWM method, LCL-filter parameter set, load, 

modulation index, and switching frequency. With the proposed design method, 

selection criterion for the best combination (VSC topology and PWM pattern) is 

reduced to economic assessment. For each combination, the pay-off time of the total 

initial cost is calculated and the one providing the shortest time period i.e. shortest 

pay-off time is highlighted as the optimum solution. Thus, a straightforward top to 

bottom converter design method becomes possible. 

Apart from the converter design algorithm, another contribution of this dissertation 

is the figure of merit called operational efficiency. Literature lacks an operational 

efficiency definition that involves large scale of power converters employed in large 

scale wind turbine generators. Thereby, a simple definition has been proposed which 

takes into account the wind characteristics and capacity factor and then yields 

coefficients for the operational efficiency formula for the specific application based 

on the capacity factor and wind speed. In other words, the proposed definition 

affords distinct coefficients for each design case according to capacity factor and 

power output vs. wind speed characteristics of the application. Hence, a fair 

calculation of the operational efficiency can be achieved. 
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THDi and efficiency performances of 3L topologies were found to be superior to 2L 

topology under the same fsw. Thus, 3L-VSCs are economically feasible in low-

voltage applications especially in high energy-cost markets. Since DPWM1 and 

SVPWM were compared under equal semiconductor loss criterion, additional 

operational efficiency analysis (and hence ROI calculations) did not have to be done. 

Thus, PWM method comparison has been conducted considering ripple, THD and 

WTHD performance of the topologies. In addition, the reduction in the commutation 

voltage has provided lower temperature rises in 3L-VSCs in return reducing the cost 

and size of the heat sinks. Besides, the 3L-T was found to be the better choice for 

low-voltage applications if efficiency and costs are the main concern. Finally, it has 

been shown that any improvement in the bidirectional middle switch in T-type poses 

a great impact on saved losses, making T-type much more favorable over 2L and 

NPC topologies in low-voltage wind turbine systems. 

It must be noted that 2 kHz was sufficient to achieve AD. However, filter design has 

been made considering 2L-VSC, thus upgrading to 3L-VSC and decreasing the 

switching frequency to superpose the output attributes of 2L and 3L topologies may 

not hold the stability provided by AD for 3L-VSC any longer. In this case, use of PD 

for 3L-VSC become unavoidable and cause degradation in efficiency.  

Finally, in eighth chapter, detailed performance analysis of three-phase 2L-VSC are 

conducted via the computer simulations. The simulated results of 2L-VSC topology 

have been investigated under normal, distorted and unbalanced grid conditions 

according to the steady-state and dynamic performances. It has been inferred that 

VSC operates well under balanced grid, delivers grid currents compatible to 

standards and provides efficiency very close to the calculated/expected efficiency 

value. On the other hand, under distorted and unbalanced grid operation, efficiency 

has been degraded due to the higher output peak currents. Besides, unbalanced grid 

realization has caused the saturation of the converter therefore very high magnitude 

low order harmonics have appeared on grid-side current waveforms. Also, almost 

unity PF has been provided under each case. Dynamic response has been 

satisfactory for each case and system could be kept stable under all circumstances. 
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To sum up, Figure 9.1 summarizes the approach how the focus of this dissertation is 

narrowed down step-by-step. Also, the favored topologies, PWM techniques, 

resonance damping techniques and current feedback control techniques are depicted 

based on the deductions given in this conclusion chapter. 

High Power Wind Turbine 
Applications

HAWTS VAWTS

SCIG WRIG DFIG Full-scale

Back-to-Back VSC

Generator-side 
converter

Grid-side 
converter

Medium Power 
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High Power 
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Three-
Level T
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level VSC
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level VSC
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Converters

High Power Two-
Level Converters

SVPWM DPWM1

mi 

mi < 0.8 mi > 0.80< mi < 1.15

Passive 
Damping

Active 
Damping

CCFGCFFeedback Control 
Technique:

Modulation Tech.:

Resonance Damping 
Technique:

Topology:

 

Figure 9.1 Overview of the study together with the favored methods under 

considered topologies. 
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As future work, the number of inspected voltage source converter topologies might 

be increased. Furthermore, a simple algorithm can be devised to assume the 

maintenance cost roughly for each topology. Thus, a more realistic design can be 

afforded by including this model to the main algorithm. Besides, faults occurred at 

the grid-side converters of wind turbines can be inspected and a simple model can 

also be devised in order to reflect the loss of power generation caused by each 

topology. 
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APPENDIX A 

LCL-FILTER TRANSFER FUNCTION UNDER PASSIVE DAMPING AND 

CAPACITOR CURRENT FEEDBACK CONTROL 

 

 

Section 4.4.3 has provided some valuable information about PD method. However, 

in that section, the LCL-filter transfer function has been derived by proportioning 

grid current Ig to converter voltage Vc that neglects the PI-controller transfer 

function. As provided in active damping method, transfer functions including PI-

controller can also be derived for PD method as well. In this case, transfer function 

derived in (4.24) should be modified by proportioning Ig to Ie as in (4.29) and (4.32) 

for GCF method and CCF method, respectively. Thus, resulting admittance transfer 

functions represent cascaded Gc(s)∙Gp(s) for PD method under GCF and CCF 

methods, respectively. 

𝑌𝑌𝐿𝐿𝐷𝐷𝐿𝐿,𝐺𝐺𝐷𝐷𝐺𝐺(𝑠𝑠) =
𝐼𝐼𝑔𝑔(𝑠𝑠)
𝐼𝐼𝑟𝑟(𝑠𝑠) =

𝐾𝐾𝑝𝑝 �𝑠𝑠2𝐶𝐶𝑐𝑐𝑅𝑅𝑟𝑟 + 𝑠𝑠(𝐶𝐶𝑐𝑐 �𝑅𝑅𝑟𝑟
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