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ABSTRACT

SEARCHING DOCUMENTS WITH SEMANTICALLY RELATED KEYPHRASES

Aygiil, ibrahim
M.Sc., Department of Computer Engineering
Supervisor : Assoc. Prof. Dr. Nihan Kesim Cigekli
Co-Supervisor : Assoc. Prof. Dr. Ilyas Cigekli

December 2010, 68 pages

In this thesis, we developed SemKPSearch which is a tool for searching documents by the
keyphrases that are semantically related with the given query phrase. By relating the key-
phrases semantically, we aim to provide users an extended search and browsing capability
over a document collection and to increase the number of related results returned for a key-
phrase query. Keyphrases provide a brief summary of the content of documents. They can
be either author assigned or automatically extracted from the documents. SemKPSearch uses
SemKPIndexes which are generated with the keyphrases of the documents. SemKPIndex is
a keyphrase index extended with a keyphrase to keyphrase index which stores the semantic
relation score between the keyphrases in the document collection. Semantic relation score
between keyphrases is calculated using a metric which considers the similarity score between
words of the keyphrases. The semantic similarity score between two words is determined with
the help of two word-to-word semantic similarity metrics, namely the metric of Wu&Palmer
and the metric of Li et al. SemKPSearch is evaluated by the human evaluators which are all
computer engineers. For the evaluation, in addition to the author assigned keyphrases, the
keyphrases automatically extracted by employing the state-of-the-art algorithm KEA are used

to create keyphrase indexes.

v



Keywords: Keyphrase semantic similarity, Keyphrase based index, Searching and browsing

documents , Interctive browsing interface, Keyphrase extraction



0z

ANLAMSAL OLARAK ILISKILI ANAHTAR KELIME OBEKLERIYLE DOKUMAN
ARAMA

Aygiil, Ibrahim
Yiiksek Lisans, Bilgisayar Miihendisligi
Tez Yoneticisi : Do¢. Dr. Nihan Kesim Cigekli
Ortak Tez Yoneticisi  : Dog. Dr. ilyas Cicekli

Aralik 2010, 68 sayfa

Bu tezde, arama terimleriyle anlamsal olarak iligkilendirilmis anahtar kelime 6beklerini kulla-
narak arama yapmay1 saglayan SemKPSearch aracini gelistirdik. Dokiimanlarin kelime 6bek-
lerini anlamsal olarak iligkilendirmekle kullanicilara dokiiman kiimesi lizerinde genisletilmis
bir arama yetenegi saglamayi ve elde edilen alakali sonuglarin artirilmasini hedefledik. Anah-
tar kelime obekleri dokiimanlarin iceriklerinin kisa bir 6zetini sunar. Anahtar kelime 6bekleri
yazarlar tarafindan atanmig veya otomatik olarak iiretilmis olabilir. SemKPSearch dokiiman-
larin anahtar kelime 6beklerinden olusturulmus olan bir SemKPIndex dizini kullanmaktadir.
SemKPIndex icerisinde anahtar kelime obeklerinden anahtar kelime obeklerine olan anlam-
sal iligki skorunun kaydedildigi bir dizin de icerecek sekilde genigletilmis bir anahtar kelime
Obegi dizinidir. Anahtar kelime obekleri arasindaki anlamsal iliski skoru, obekler icindeki
kelimeler arasindaki anlamsal benzerlik kullanilarak hesaplanir. iki kelime arasindaki anlam-
sal iligski skorunu hesaplamak i¢in ise Wu ve Palmer kelime benzerligi ol¢iitii ile Li kelime
benzerligi oOlciitii, iki farkli kelime tabanli anlamsal benzerlik 6l¢iisii olarak kullanilmuistir.
SemKPSearch bir grup bilgisayar miithendisi tarafindan degerlendirilmistir. Degerlendirme
icin yazarlarin tavsiye ettigi anahtar kelime obeklerinin yan1 sira, kelime obegi iiretimi i¢in

bagarili bir algoritma olan KEA ile otomatik olarak ¢ikarilmis kelime 6bekleri de kullamilarak
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olusturulan kelime 6begi dizinleri kullanilmistir.

Anahtar Kelimeler: Anahtar kelime 6beklerinin anlamsal benzerlikleri, Anahtar kelime 6begi

dizini, Dokiiman arama ve tarama, Etkilesimli tarama araytizii, Anahtar kelime 6begi ¢cikarimi
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CHAPTER 1

INTRODUCTION

The number of documents available electronically has increased and the use of large document
collections such as digital libraries has become widespread. Browsing a document collection
and finding the documents of interest turns out to be more difficult. The full-text inverted
indexes and ranking algorithms cause standard search engines often return a high number
of results, and it is an overwhelming process to find whether a collection covers the useful

information.

As Gutwin et al. states, full-text indexing has several problems in browsing a collection [12].
First, although users can retrieve documents containing the words of user’s query text, they
usually use short topic phrases to explore a collection. The second problem stated by Gutwin
et al. is the result set. Standard search engines return a list of documents which is too specific
for browsing purposes. And lastly with the nature of browsing, the third problem is the query

refinement. Standard engines do not support constituting new queries.

For the problems described above, Gutwin et al. propose a search engine “Keyphind” which
is especially designed to help browsing document collections [12]. In Keyphind, keyphrases
of the documents are used as the base component for the system. Keyphind uses keyphrase
indexes in order to allow users to interact with the document collection at the level of topics
and subjects. Keyphrases provide a brief description of a document’s content and can be
viewed as semantic metadata that summarize documents. Keyphrases are widely used in
information retrieval systems (e.g. [11, 9, 17, 15, 24]) and other document browsing systems
(e.g. [16, 38]). With the help of the keyphrases of documents in the collection, the user can

easily guess the coverage of documents and browse the relevant information.

Keyphrases are usually assigned to documents manually. The authors choose appropriate key-



phrases to summarize their documents. However, most of the documents in a digital library
may have no author-assigned keyphrases. Manually attaching keyphrases to documents is a
difficult and time consuming process. As a result, in order not to get lost in large data collec-
tions, extracting keyphrases automatically becomes essential. In order to address this need,
the text mining research community proposes keyphrase extraction or topic detection for the
documents in the corpus [32]. Turney [37] states that the keyphrase extraction is the “auto-
matic selection of important, topical phrases from the body of a document”. There are several
systems developed for automatic keyphrase extraction such as Kea [39], KIP [40], KP-Miner
[10] and Extractor [37].

For a given document collection several indexes can be generated based on keyphrases of
documents: document-to-keyphrase index, keyphrase-to-document index, word-to-keyphrase
index etc. Furthermore, by scoring the semantic similarity of keyphrases and keeping them
in a keyphrase-to-keyphrase index, the user can reach documents which contain semantically

similar keyphrases with his query text and navigate through the related documents.

There are a considerable amount of semantic similarity measures which give a score for the
semantic relation between two words (e.g. [41, 22, 31, 27]). In order to calculate text to text
semantic similarity score, there are some measures that use word to word similarity measures
[34, 29, 28, 26, 8]. Although these measures are designed especially to score semantic sim-
ilarities of sentences or long texts , they can be adapted to calculate keyphrase-to-keyphrase

semantic similarity score.

In this thesis, we present a keyphrase-based search engine SemKPSearch using SemKPIndex
which is similar to the Keyphind index, for browsing a document collection. The user in-
terface and user actions of SemKPSearch are quite different from Keyphind. With the help
of keyphrase indexes, the user can browse documents which have semantically related key-
phrases with the query text. In this work we extend the keyphrase index with a keyphrase to
keyphrase index which stores the evaluated semantic similarity score between the keyphrases
of the documents in a collection. To calculate similarity scores between keyphrases, we use
the text semantic similarity measure given in [8] which employs a word-to-word similarity
measure to create a text semantic similarity measure. We propose to use this measure by
using Wu & Palmer [41] word-to-word semantic similarity metric and another word-to-word

semantic similarity metric described by Li et al. [25].



To evaluate SemKPSearch, we used a test corpus that is collected by Krapivin et. al. [19]. The
corpus has full-text articles and author assigned keyphrases. Also we used KEA [39] to eval-
uate the system with automatically extracted keyphrases. We created keyphrase indexes both
for author assigned and automatically extracted keyphrases. Besides, to compare two seman-
tic similarities mentioned above, keyphrases are indexed with those metrics. To determine
retrieval performance of SemKPSearch, we have evaluated SemKPSearch with Google Desk-
top search tool which uses full-text index. Evaluation is done by volunteer testers. Testers
also graded the semantically related keyphrase suggestions. Evaluation results showed that,
with the proposed keyphrase-to-keyphrase semantic similarity metric, SemKPSearch suggests
valuable and helpful keyphrases that are semantically related with the query of the tester and

the document retrieval performance is better than Google Desktop.

The contributions of this thesis can be listed as follows:

o The notion of the keyphrase semantic similarity is studied.

e A text semantic similarity algorithm is adapted to find the semantic similarity between

keyphrases.

e Searching and browsing capabilieites of a search engine which uses keyphrase based

indexes are extended by relating the keyphrases semantically.

e To improve the performance of the system, two different word semantic similarity mea-

sures are compared.

e To make our system flexible, for the document collections that contain documents with-

out keyphrases, we make use of an automatic keyphrase extraction algorithm.

The rest of the thesis is organized as follows: Chapter 2 gives background information about
keyphrase extraction and word semantic similarity metrics. Previous works about text se-
mantic similarity measurements and applications of keyphrases are explained in Chapter 3.
Chapter 4 describes the SemKPSearch index structure and generation. Chapter 5 gives the
implementation details and the usage of the system. In Chapter 6 evaluation methods and
experimental results are presented. Chapter 7 concludes the thesis and discusses the future

work.



CHAPTER 2

BACKGROUND INFORMATION

This chapter presents some background information about the concepts and the metrics ben-
efited throughout this thesis. Firstly, information about widely used keyphrase extraction
algorithms are given. Next, WordNet and some word-to-word semantic similarity metrics
which make use of WordNet are decribed beriefly. Finally, the information retrieval evalua-

tion metrics that are used in evaluation of SemKPSearch are explained.

2.1 Keyphrase Extraction

The usage of keyphrases become more important as the number of documents available elec-
tronically increases and the use of large document collections such as digital libraries become
widespread. Usually, keyphrases are assigned to documents manually. The authors choose
appropriate keyphrases to briefly summarize the documents they have written. However, there
are large numbers of documents that have no author-assigned keyphrases. Manually attaching
keyphrases to documents is a difficult process. As a result, extracting keyphrases automati-
cally becomes essential. There are several techniques for automatic keyphrase extraction such
as KIP [40], Kea [39], KP-Miner [10] and Extractor [37]. In the following, we explain the

algorithms KEA and KIP which are widely used in the literature.

2.1.1 KEA

KEA is a simple and effective keyphrase extraction algorithm which uses Naive Bayes ma-
chine learning algorithm for training and extraction purposes [39]. KEA’s extraction algo-

rithm has two steps: Training and Extraction. In Figure 2.1, the training and extraction pro-

4



cesses of KEA are explained briefly.

Training
documents New
with known documents
keyphrases
List of
keyphrases
\ f \ j Decument 1:
browsing interfaces
manhil:\e_ leaming
Kea Keyphrase Keyphrase Kea o i
model-builder model model extricator ol T
retrieval systems
query engine

Figure 2.1: KEA keyphrase extraction process

Training Stage:

KEA uses a set of training documents where the author’s keyphrases are known. For each

training document, candidate phrases are determined by using predefined rules. Then, feature

values of each candidate keyphrase are calculated to be used in training and extraction stages.

Each phrase is marked as a keyphrase or a non-keyphrase using the author’s keyphrases for

that document. The machine learning schema generates a model and learns two sets of nu-

meric weights, one for keyphrase examples and one for non-keyphrase examples, from the

discretized feature values. There are two features, namely TFxIDF and first occurrence.

o TFXIDF: is a measure of a phrase’s frequency in a particular document compared to

the frequency of that phrase in general use. Document frequency which indicates the

general usage is the number of documents containing the phrase in a large corpus. KEA

creates a document frequency file that stores each phrase and the count of the documents

in which the phrase appears. The TFXIDF for phrase P in document D is given as [39]:

freq(P, D) "«
size(D)

df(P)

TF X IDF =
N

log,

where

1. freq(P,D) is the number of times P occurs in D
2. size(D) is the number of words in D

3. df(P) is the number of documents containing P in the global corpus

2.1)



4. N is the size of the global corpus

e First Occurrence: is an indicator of how much of the document precedes the phrase’s
first appearance. It is found by dividing the number of words preceding the phrase’s

first appearance to the number of words in the document.

Extraction Stage:

To extract keyphrases from a new document, KEA identifies candidate phrases and calcu-
lates the feature values of these phrases. Then, the model built during training stage is used
to construct a ranked list which contains probabilities of each candidate phrase being a key-
phrase. After a post-processing step, the first n phrases are returned, where 7 is the number of

keyphrases requested.

Evaluation:

The performance of KEA is evaluated by counting the keyphrases that are also chosen by the
author of the document. The results of the evaluation show that KEA finds one or two of the
five keyphrases assigned by the author. This can be assessed as a good performance because

KEA chooses the keyphrases among thousands of candidates.

2.1.2 KIP

KIP [40] is a keyphrase identification program that considers the composition of noun phrases
to identify keyphrases. Domain-specific databases which contain expert keyphrases and key-

words are used in KIP. It learns how to extract new keyphrases by using these databases.

KIP follows part of speech (POS) tagging, noun phrase extraction and keyphrase extraction
steps in order to find out keyphrases of a document. Firstly the documents are loaded into the
system and each document is separated into its tokens. Then each word is assigned an initial
POS tag by using the WordNet [6] lexical database. A noun phrase is a sequence of two or
more words that usually contains useful information. In the noun phrase extraction step, noun
phrases are found by selecting the predefined POS tag sequence that are of interest. In the
keyphrase extraction step, the noun phrases found in the previous step are scored and ranked
by using the domain-specific databases. The keyphrases of the document are found from the

ranked noun phrase list.



Evaluation:

Two approaches are heavily used in evaluating automatically extracted keyphrases. In the
first approach, standard information retrieval measures, precision and recall, are used. In the
second one, domain experts evaluate the extracted keyphrases. In the evaluation of KIP, both
methods are utilized. According to the evaluation results of the first method, KIP’s recall is
0.70 and precision is 0.44 when the number of extracted keyphrases is 10. The evaluation
results of domain experts also show that 94% of the extracted keyphrases are acceptable. The
scores of KIP system reveal that it is an effective keyphrase extraction algorithm. Moreover,

its ability to learn domain-specific keywords makes it easily applicable to new domains [40].

2.2 WordNet Ontology

WordNet is an electronic lexical database of English that is developed at the Princeton Univer-
sity [6]. WordNet can be seen as a large semantic network which groups English words into
sets of synonyms and constructs semantic relations between these synonym sets. Every node
in the network represents a real world concept and consists of a set of words that represents
this concept. Consequently, each node is a synonym set called synset. For example, car is a

real world concept represented with the synonym set car, auto, automobile, motorcar.

In WordNet, the nodes in the network are connected via links where each link represents a

relationship between synsets. The list of relations taken from [30] is given in Table 2.1.

The synsets in WordNet are divided into four categories: nouns, verbs, adverbs, and adjec-
tives. To measure the semantic relatedness, the Hyponym relation, i.e. is-a kind of or simply
is-a, is used. This relationship is restricted to nouns and to verbs only. By using the is-a
relation, the noun and verb synsets are organized into large hierarchies or trees. Each tree has
a single root node and the more general concepts are the ancestors of the more specific ones.
In Figure 2.2 [30], an example is-a hierarchy in WordNet is given. As it can be seen from the
figure, the root node of the tree, entity, is the most general concept and subsumes the more

specific concepts such as carrot, birdcage, skin, etc.

In WordNet, there are 9 hierarchies for nouns and 628 hierarchies for verbs. Verb hierarchies

are much shorter and broader with respect to noun hierarchies. This fact results in the higher



Table 2.1: Relations between synsets defined in WordNet.

Relation Description Example
Hypernym is a generalization of furniture is a hypernym of chair
Hyponym is a kind of chair is a hyponym of furniture
Troponym is a way to amble is a troponym of walk
Meronym is part / substance / member of wheel is a (part) meronym of a bicycle
Holonym contains part bicycle is a holonym of a wheel
Antonym opposite of ascend is an antonym of descend
Attribute attribute of heavy is an attribute of weight
Entailment entails ploughing entails digging
Cause cause to to offend causes to resent
Also see related verb to lodge is related to reside
Similar to similar to kill is similar to assassinated
Participle of  is participle of stored (adj) is the participle of “to store”
Pertainym of pertains to radial pertains to radius

entity, physical thing

plnigl ul;gﬂn . . cage. coop

: %, mechanical device
r . et . !

x‘ i skin
A .
F ) birdeage huteh
plant root ! ]
sprinkler squirrel cage
carrot radish

——= =is—arelationship

________ = = gtherchildren

Figure 2.2: An example is-a hierarchy in WordNet



number of verb hierarchies.

There are several application programming interfaces (API) for using WordNet in different
environments. By using these API’s, one can perform searches, retrievals and even morhpo-
logical analysis of words without dealing with complex structures [30]. We used WordNet
3.0 and WordNet.NET [35] library throughout the thesis. Detailed information about the
WordNet.NET library is given in Section 5.1.

2.3 Semantic Similarity of Words

There is a large number of measures developed for finding the semantic similarity between
words. These measures are successfully applied to natural language tasks such as word sense
disambiguation, synonym identification, text summarization, text annotation, information ex-
traction and information retrieval. The lexical database WordNet is heavily used in measuring
the semantic similarity because it provides is-a hierarchies for nouns and verbs. While some
similarity measures [41, 22] use only the structure and the content of WordNet, some of them
[31, 27, 14] use statistical data from large corpus besides the structure of WordNet. Below,
we explain semantic similarity metrics that work well with the WordNet hierarchy. All these
methods accept two concepts as the input and return a similarity score indicating their relat-

edness.

2.3.1 Wu & Palmer Similarity Metric

In [41], the depth of two concepts and the depth of the least common subsumer (LCS) in the
taxonomy are combined to measure conceptual similarity. It uses the WordNet taxonomy.
The formula is given as:

2 x depth(LCS)

. o 22
imyp(c1, ¢2) depth(cy) + depth(cy) o

where c¢; and ¢, are two concepts in WordNet, LCS is the least common subsumer of these

two concepts, and depth is the distance of the concept to the root of the taxonomy.



2.3.2 Leacock & Chodorow Similarity Metric

Leacock & Chodorow [22] suggests a semantic similarity measure that uses WordNet. The
measure considers only the is-a hierarchies of nouns in WordNet. As a result, this measure is
restricted to find the semantic similarity between nouns. The semantic relatedness is calcu-
lated by scaling the distance between the concepts with the maximum dept of the taxonomy.
length(cy, c
Simc(ercz) = ~log LECLC2) (2.3)
2%D
where ¢ and ¢, are two concepts in WordNet, length is the shortest path between two concepts

using node-counting and D is the maximum dept of the taxonomy.

2.3.3 Resnik Similarity Metric

In [31], Resnik introduces the idea of information content (IC). Information content of a con-
cept indicates the specifity or the generality of that concept. For example, a concept occuring
in lower levels of a is-a hierarchy like carrot will have high information content. However, a
more general concept in a is-a hierarchy like object will have much lower information content.

The formula of IC is given as:

IC = —1log P(c) (2.4

and the probability of occurence of a concept is calculated by using its frequency in the corpus.
Hence, statistical data from large corpora is needed to estimate the information content. The

probabilty is defined as:

pey = freat©

~ freq(root) 2:5)

Resnik [31] formulates the semantic similarity measure as the information content of the least

common subsumer (LCS) of two concepts.
S imges(c1,c2) = IC(LCS (¢, ¢2)) (2.6)

LCS of two concepts is the lowest concept in the is-a hierarchy that subsumes both concepts.
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2.3.4 Lin Similarity Metric

A measure based on the Resnik’s similarity measure is introduced in [27]. The Resnik’s

measure is normalized by including the information content of the two concepts.

, 24 IC(LCS (c1.¢2))
Simpin(c1,c2) = ICen + IC(cy) 2.7

If either of IC(cy) or IC(cy) is zero, than similarity is defined as zero. It has a lower bound of

0 and an upper bound of 1.

2.4 Information Retrieval Evaluation Metrics

In order to measure the performance of information retrieval systems, several methods are
proposed. In this section, some important evaluation metrics are explained. The common
feature of these metrics is that they all assume a ground truth notion of relevancy: a document

is relevant or non-relevant to a search term, or a document is assigned a degree of relevance.

2.4.1 Precision

Precision is a metric for measuring the accuracy of the results. It is the proportion of the
number of relevant documents among the retrieved documents to the number of all retrieved

documents. The formula of precision is given as [3]:

. l{Relevant documents} N {Retrieved documents}|
Precision = - (2.8)
{{Retrieved documents}|

Precision cares all retrieved documents. Precision at n or P@n is used to evaluate the pre-
cision at a given cut-off rank, taking only the topmost results retrieved by the system into

account.

2.4.2 Mean Reciprocal Rank (MRR)

Mean reciprocal rank (MRR) is a statistic value that is used to evaluate an information retrieval
system. To use this metric, the IR system must return a set of possible results ordered by
correctness probability for a query. The reciprocal rank of a query result can be found by

taking the multiplicative inverse of the order of first correct answer. For a query data set,
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mean reciprocal rank is defined as the average of sum of reciprocal rank for each query in the

dataset. The formula of MRR is given as [4]:

vrr= L 3! 29)
|0l & rank; ’

where Q is the query dataset, and rank; is the rank of the first correct answer to the i’ query.

2.4.3 Discounted Cumulative Gain (DCG)

Discounted cumulative gain (DCG) is used to measure the usefulness, or gain, of an informa-
tion retrieval system. Each result in the query result list must have a graded relevance score.
The results with higher relevancy are more useful when appeared on the top positions of a
result list. DCG is based on this assumption. As a result, it penalizes the highly relevant doc-
uments appearing at the bottom positions of a result set. The formula of DCG for a particular

rank position p is given as [1]:

DCG, =) = 2.1
<Gr ;10g2(1+i) (210)

where rel; is the relevance of the i'h result in the result list of a query, i is the order of the
document in the result list, and p is the order of the last document included in the DCG

calculation.

For different queries, result list can vary in length. Therefore, the DCG alone is not capable
of evaluating the system performance. For this reason, the DCG should be normalized across

queries. The normalized cumulative gain, nDCG is formulated as:

DCG,
IDCG,

nDCG, = (2.11)

where IDCG), is the ideal DCG for rank p, that is computed by sorting the documents of
a result list by relevance score. To measure the overall performance of an IR system, the

average of nDCG values for all queries is calculated.
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CHAPTER 3

RELATED WORK

This chapter gives explanations about applications of keyphrases similar to SemKPSearch.
Then we give berief information about text semantic similarity metrics which constructs a

base for the keyphrase semantic similarity metric proposed in this thesis.

3.1 Applications of Keyphrases

Keyphrases provide a brief description of a document’s content and can be viewed as the
semantic metadata that summarize documents. They can be used in many applications such as
information retrieval [11, 9, 17, 15, 24], document classification and clustering [42, 21, 13, 7],
collection browsing [12, 16, 38], and thesaurus construction [18]. Some of the studies are

summarized in the following.

In [24], Li et al. incorporate the document keyphrases in the search results. Two indexes are
used for this purpose: document-to-keyphrase index and keyphrase-to-document index. For
each search result, the keyphrases of that document are listed below the result and act as a
hyperlink. When the user clicks on a keyphrase, the documents having this keyphrase will
be retrieved. By using this solution, the user can predict the document content easily and

navigate through the related documents by using the keyphrase information.

Phrasier [17, 15] is an interactive system for querying, browsing and relating documents in a
digital library. Phrasier uses KEA to extract the keyphrases of the documents in the collection.
There are two types of indexes: document-to-keyphrase index and keyphrase-to-document
index. When the user selects a file, it identifies the keyphrases by using these indexes and

highlights them in the text. Also, a link anchor is inserted into the keyphrase text which
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points to the set of related documents. The keyphrases, frequency of keyphrases in the current
text and the number of documents that keyphrase appears in the collection are displayed to
the user. The user can retrieve similar documents by selecting the whole text or selecting a
set of keyphrases. Phrasier uses keyphrases rather than the full text to determine document
similarities. It uses the cosine similarity method to measure the degree of overlap between
the sets of keyphrases for documents. Instead, in our work we try to find semantic similarity
between the keyphrases and we suggest the related keyphrases to the user to reach relevant

documents.

Keyphind [12] is a system developed for querying, browsing and exploring large document
collections. For each document in the collection, keyphrases are automatically extracted by
using KEA. Then, four indexes are generated: a phrase list, a word-to-phrase index, a phrase-
to-document index, and a document-to-phrase index. When the user enters a word or a phrase
to search, the keyphrases containing the query terms and the number of documents corre-
sponding to each keyphrase are displayed to the user. By selecting the keyphrase of interest,
the user can view the documents for which the keyphrase is assigned and look at the content
of these documents. Also, the keyphrases related to these documents, named co-occurrence
phrases, are listed in order to provide the user with the related query topics. The user can filter
the search results by forming a query from both the keyphrase AND a co-occurring phrase.

Figure 3.1 shows the user interface of Keyphind system during a search for “text”.

3.2 Measuring Text Semantic Similarity

Semantic similarity measures of text segments are used in a variety of applications such as
natural language processing, information retrieval, text classification and text summarization
[29]. The classic method of finding the similarity of two text segments is using a lexical
matching method and producing a similarity score based on this method. The methods one
step further from the classic method use different approaches such as stemming, stop-word
removal, part-of-speech tagging and longest subsequence matching. However, these lexical
similarity methods cannot always find the semantic similarity of texts. For example, it is
obvious that the two text segments “I have a car” and “I own a vehicle” are semantically

similar, but lexical similarity metrics are inadequate to catch the similarity between these
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Keyphind

. e | searen History |
| Phrase Occurring with "text retrieval® _ #Docs |
text editor "5 information retrieval 4
| text compression 11 || full text 2
| et 10 _] natural language processing 2
full text 8 retrieval system 2
| program text 8 document retrieval 2
| text database 7 signature file i2
| text generation 7 engineering sector 1
 structured text 5 slgnature length 1
 input text = office information system 1
 plain text i5 earch string 1
| text element i5 ignature size 1
text entry i5 machine learning 1
text line 5 schema-independent retrieval 1
text processing 5 term clustering 1
| text widget 5 feature selection 1
| text window 15 navigation tool 1
free text 4 office system 1
text editing 4 relational database system 1
text file 4 feature set 1
text search 4 recognition error 1
block of text 3 recent development 1
handwritten text 3 information retrieval system 1
natural language text 3 - natural language indexing 1
parallel text 3  feature extraction 1

Document previews for “text retrieval” _ : -
I Natural language processing for information retrieval David D. Lewis AT&amp;T Bell Laboratories Karen Sparck Jones Computer
| Laboratory, University of Cambridge July 183 (107)

| Document Retrieval Using Signature Files Jaber Al-Merri and D. R. McGregor Department of Computer Science University of
|| Strathcly de 26 Richmond Street Glasgow, G1 1XH Scotl (2731)

|| [B Querying, Navigating and Visualizing an Online Library Catalog Aravindan Veerasamy Scott Hudson Shamkant Navathe
| fveerasam, hudson, shamg@ccgatech.edu College of Computing (2976)

| B CS-TR-3514 August, 1995 A Survey of Information Retrieval and Filtering Methods ? Christos Faloutsos Department of

| Computer Science and Douglas W, Oard Electrical Engin (5778)

. [@ Text Search Using Database Systems Revisited | Some Experiments | Helmut Kaufmann and Hans=JPorg Schek Swiss Federal
 Institute of Technology (ETH Z?urich) Department of Computer Sc (6966)

B Schema-Independent Retrieval from Heterogeneous Structured Text Charles L. A, Clarke G. V. Cormack F. ). Burkowski Dept. of
Computer Science? University of Waterloo, Waterloo, Canada (7271)

Project Note MULINEX Multilingual Indexing, Navigation and Editing Extensions for the World—Wwide Web Gregor Erbach, G?nter
Neumann, Hans Uszkoreit DFKI GmbH Language Techno (13944)

Speech Retrieval Based on Automatic Indexing Martin Wechsler, Peter Sch?auble Swiss Federal Institute of Technology (ETH)
| Z?urich, Switzerland Abstract We present a system that (15481)

‘ REPRESENTATION AND LEARNING IN INFORMATION RETRIEVAL A Dissertation Presented by David Dolan Lewis Submitted to the

Figure 3.1: Keyphind user interface. Basic query results are seen on upper left panel. On the
bottom panel document previews are displayed. On the upper right panel co-occuring phrases
with the selected phrase are shown.
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texts. There are several word-to-word semantic similarity measures which can be utilized in
finding the text semantic similarity. Some of these measures are explained in Section 2.3. In
the following sections, two text semantic similarity measures which we draw benefit from in

this study are given.

3.2.1 Text Semantic Similarity Measure of Mihalcea and Corley

Mihalcea and Corley [29] suggest a method for calculating the text semantic similarity. They
define the semantic similarity of text segments as a function of the semantic similarity of
the component words. To calculate the similarity score of texts, they integrate metrics of
word-to-word similarity and word specifity. The reason why the word specifiy is included in
the similarity measurement is that if a semantic matching is identified between two specific
words such as carrot and radish, then higher weight should be given to this similarity and if
the similarity of two general concepts such as get and become is the issue, then the weight
should be lower. To determine the specifity of a word, the inverse document frequency (IDF)

is used. The formula of IDF is given below [5]:

, ID|
- b

where |D| is the total number of documents in the corpus and |d : t; € d| is the number of

documents where the term ¢; appears. If the term does not occur in the corpus, then this will

lead to a division-by-zero. As a result, it is common to use 1 + |d : ¢; € d| in the denominator.

For two input text segments 7 and 75, Mihalcea and Corley suggest the following formula:

. >, (maxSim(w, T) = idf(w)) Y, (maxSim(w, Ty) * idf(w))
. _ 2 weT weT,
Sim(T,T) = 2( S idfon) + S idfon) ) (3.2)

weT| weT,

According to the formula given above, for each word w in T, the word in T, that has the
highest similarity with w is found by using a word-to-word similarity measure. Then the sum
of the word similarities that are weighted with idf of corresponding word is calculated. The
result of the summation is normalied with the length of T';. These steps are repeated for text
segment 7. Finally, the semantic similarity of two sentences is measured as the average of

the sum of the resulting similarity scores of 7'y and 75.
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To evaluate the success of the proposed text semantic similarity algorithm, they use it to
determine if two text segments are paraphrases of each other. They use the Microsoft para-
phrase corpus. For each candidate paraphrase pair in the test set, the semantic similarity is
calculated by using the formula 3.2. If the candidate pair exceeds a threshold value of 0.5,
then it is identified as paraphrase pair. They evaluate the accuracy of the results in terms of
the number of the correctly identified paraphrase and non-paraphrase pairs in the test data set.
They calculate precision, recall, and F-measure. Also, Mihalcea and Corley evaluate their text
similarity measure by using different word-to-word similarity measures while computing the
maxS im(w, T;) and maxS im(w, T1). They use six knowledge-based measures: Wu & Palmer
[41], Lin [27], Resnik [31], Lesk [23], Leacock & Chodorow [22], and Jiang & Conrath [14]
similarity metrics. Furthermore, two corpus-based methods are used in evaluation: Point-
wise Mutual Information (PMI-IR) [36], and Latent Semantic Analysis (LSA) [20]. Among
these similarity measures, the PMI-IR measure gives the best results with an F-measure of
81.0%. By combining all of the metrics mentioned above and simply taking average of them,

an F-measure of 81.3% is reached.

In this thesis, we try to adapt text semantic similarity metric given in Formula 3.2 to measure
keyphrase similarity. We use the formula with two word-to-word similarity metrics: One with
Wu&Palmer and the other with the word similarity measure of Li et al. described in Section

3.2.2.

3.2.2 Sentence Similarity Measure of Li et al.

Li et al. [25] propose a method for measuring the semantic similarity between sentences.
They calculate the sentence similarity by combining word semantic similarity and word order
similarity of sentences. Both of these similarities use the following word semantic similarity

metric:

swi,wz) = fi(l) x fo(h) (3.3)

For a semantic net hierarchy like WordNet, this word similarity measure defines the semantic
similarity between two words, w; and wy, as a function of / and &, where [ is the shortest path
length between w; and w, and # is the depth of the least common subsumer of w; and w,
in the semantic net. While the path length between two words is increasing, the similarity

between these words should decrease. As a result, Li ef al. define fi(/) as a monotonically

17



decreasing function of /. On the other hand, words at upper levels of a hierarchy are more
general and less similar according to the words at lower levels. A LCS in deeper levels should
effect to a more valuable score. Hence, f>(4) should be a monotonically increasing function

with respect to depth 4. With these restrictions the following formula is proposed:

Bh _ ,~Bh
T _ —al © €
Simpi(wi,wr) =e B o (3.4

where a € [0, 1], 8 € (0, 1] are constants to scale the effect of path length and depth.

Given two sentences 7 and T,. For each sentence, a semantic vector is constructed by using
lexical information and the information content derived from a corpus. The cosine similarity

between two semantic vectors gives the semantic similarity S ¢ of two sentences.

While measuring semantic similarity between two sentences, effect of the word order of sen-
tences should also be taken into account. A word order vector for each sentence is created and
used in the calculation of word order similarity. Word order similarity S, is an efficient metric
that measures how similar the word order in two sentences is. Finally, the overall similarity is
defined as:

S(T1,T2) =655+ (1 -0)S, (3.5)

where ¢ € (0.5, 1] is used to adjust the contributions of semantic and word order similarity to

the sentence similarity.

Since sentence similarity is out of the scope of this thesis, we prefer to give only a brief

summary of the method. More information can be found in [25].

In this thesis, we used the word-to-word similarity of Li’s method. We did not use the overall
sentence similarity algorithm because the word order similarity does not make sense in the

context of keyphrases.
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CHAPTER 4

SEARCHING WITH SEMANTICALLY RELATED
KEYPHRASES

In this thesis, a search and browsing interface “SemKPSearch” is developed for querying doc-
uments in a digital library using their keyphrases. A keyphrased based index, SemKPIndex,
is created for a document collection and SemKPSearch uses SemKPIndex for querying and
browsing collection in a user friendly interface. In SemKPSearch, browsing also aided by
suggesting keyphrases that are semantically related with the given query. As the documents
in the collection are indexed by their keyphrases, semantically related keyphrases are indexed
with a score which is calculated by employing a semantic similarity metric. In this work,
we propose two semantic similarity metrics to calculate a semantic similariy score between

keyphrases.

This chapter introduces the proposed keyphrase based search and browsing system. In Sec-
tion 4.1 an overall description of the system is given. The structure of SemKPSearch index
and index generation process are explained in detail in Section 4.2 and Section 4.3. Then Sec-
tion 4.4 concludes the chapter by explaining methods of finding semantic similarity between

keyphrases.

4.1 Overall Description of SemKPSearch System

The overall diagram of SemKPSearch system is shown in Figure 4.1. The steps of preparing

the index and querying with keyphrases over a document collection are as follows:
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Figure 4.1: Overall diagram of SemKPSearch system

A document collection with their keyphrases is the main input to SemKPSearch. If the
documents in the collection do not have author assigned keyphrases, KEA [39] is em-
ployed to extract keyphrases. Automatic keyphrases extraction with KEA is explained

in Section 2.1.1.

Keyphrases, words of keyphrases, paths and titles of documents are indexed together in

SemKPIndex.

Each indexed keyphrase is compared to all other keyphrases and a similarity score is
calculated with a semantic similarity metric, and then semantically related keyphrases

are stored in SemKPIndex.

SemKPIndex is written on the disk, so the users can use it later to query the document

collection.

Using SemKPIndex on the SemKPSearch interface, the users query the document col-
lection with topic-like keyphrases. The interface returns a set of document results that

contains query term among their keyphrases.
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e Besides the documents that contain query term in their keyphrases, the SemKPSearch
suggests semantically related keyphrases using SemKPIndex. The users can expand

search results by using these suggested keyphrases.

The rest of the chapter explains the structure and generation of the SemKPIndex and the
proposed semantic similarity metrics for keyphrases in detail. The implementation and usage

details of the SemKPSearch interface are explained in Chapter 5.

4.2 SemKPIndex Structure

SemKPIndex is composed of five indexes; namely a keyphrase list, a word to keyphrase index,
a document to keyphrase index, a keyphrase to document index and finally a keyphrase to
keyphrase index. The structure of SemKPIndex is illustrated in Figure 4.2. In the remaining
of this section the structures of these indexes are discussed. The generation of the indexes is

explained in Section 4.3.

SemKPSearch index

Keyphrase to
document index

Keyphrase to

list keyphrase index keyphrase index

Keyphrase Document to
keyphrase index

{ Word to

Figure 4.2: The structure of SemKPIndex.

SemKPSearch index structure is very similar to the structure of Keyphind index [12]. In our
work there is an additional keyphrase to keyphrase index which holds semantically related

keyphrases. The sub-indexes of SemKPIndex are given as follows:

1. Keyphrase list is a list of all keyphrases that are given with the documents in the
collection. This list is used as a reference to keyphrases in other indexes. All keyphrases
are kept as lowercase and unique. For example keyphrases “Semantic Similarity” and
“semantic similarity” will refer to the same keyphrase. However the keyphrases with

non-alphanumeric characters are not handled as the same keyphrases; e.g. “first-order
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logic” and “first order logic” are kept as two different keyphrases. This index is used
as a suggestion list that guides the user with possible keyphrasea as the user enters the

query terms.

Document to keyphrase index contains information for each document in the collec-
tion. Each entry in this index stores the document path, title and the keyphrases of the
document. Each keyphrase is kept with a relation score that shows the importance of
the keyphrase for the owner document. If no relation score is given for keyphrases, it is
automatically calculated during index generation (See Section 4.3). An example entry

for this index is given below:

C:\docs\587060.txt -> { Using redundancies to find errors,
{ {error detection, 1.0} ,

{extensible compilation, 0.5} } }

The Document to keyphrase index is used to improve the search result by showing each
document with its keyphrases and to order the documents in the search result. For
instance, if there are two documents containing the queried keyphrase, then the relation

scores are taken into account and the documents are ordered accordingly.

Word to keyphrase index contains all words in all of the keyphrases. Each entry
corresponds to the keyphrases containing the entry word. The following example can

be an entry for this index:

similarity -> { {similarity} ,
{semantic similarity} ,
{similarity measurement} ,

{similarity retrieval} }

This index is needed to show the user more results and more keyphrases to extend the
search. For example when the user searches “similarity”, in addition to the documents
that contain the keyphrase “similarity”, the documents containing the keyphrases “se-

mantic similarity”, “similarity measurement”, “similarity retrieval” will be retrived by

the help of this index.

Keyphrase to document index is a mapping from all keyphrases to the paths of the

owner documents. It is somehow the inverse of the document to keyphrase index. This
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index is used to retrieve the documents that have a given keyphrase among its key-

phrases.

5. Keyphrase to keyphrase index provides the main contribution in the study. The aim
of creating this index is to aid the users in their searches by suggesting semantically
related keyphrases with the query terms. The index keeps the semantic relation between
keyphrases in the keyphrase list. During the index generation, a semantic relation score
is calculated between each keyphrase in the system (See Section 4.4). The relations that
exceed a predefined threshold value are stored in this index. Each entry is a mapping
from a keyphrase to its semantically related keyphrase list. The following entry can be

an example of this index:

face recognition -> { {face recognition algorithm, 0.930} ,
{shape recognition, 0.836} ,
{identification system, 0.827} ,

{process expressions, 0.815} }

The keyphrase to keyphrase index gives the user a chance to see the semantically related
keyphrases with the search terms. It also helps to extend the search results with the

suggested semantically related keyphrases.

4.3 Generating SemKPIndex

SemKPSearch expects a collection of documents and their keyphrases in seperate files as
inputs to the SemKPIndex generation process. The keyphrases can be assigned by the authors
or automatically extracted from the documents. The documents with their keyphrases are

indexed one by one during index generation.

For each document, keyphrases of the document are added to the keyphrase list. Then by

using these keyphrases, other indexes are created.

After adding keyphrases of a document to keyphrase list, a new entry is added to document
to keyphrase index. The path of the document is stored in the entry with the title of the

document'. The entry corresponds to the keyphrases of the document. Also a relation score

! Title is read from the document. In our experiments title of the document was in the first line of the file, so
we did not try to search the title in the given document
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is kept for the keyphrases. Keyphrase extraction algorithms generally give keyphrases with
their relation scores to the document. If some relation score is given with the keyphrases of
the document, this information is stored in the index. Otherwise; for example for the author

assigned keyphrases, keyphrases are scored during the index generation as described below:

Calculating Keyphrase Relations to Documents:
If there is no relation score with the keyphrases of a document, a relation score is

calculated using the following function that uses the order of each keyphrase:
) i
fO=1-- 4.1
n

where i is the zero based order of appearance of the keyphrase in the keyphrases of
the document and 7 is the number of keyphrases associated with the document. This
function gives a score distribution in the range (0, 1]. Using this formula we assume
the keyphrases are given by the relevance order. For the higher values of n, the last
keyphrase in the list will be much less related with the document. For example, there
are two documents, one with 4 and the other with 6 keyphrases. Assume that they have
the same keyphrase “supervised learning” in the last position of their keyphrases. In
the search results for “supervised learning” query, the document with 4 keyphrases
will appear before the document with 6 keyphrases. This makes sense, because as
the number of keyphrases increases, the last keyphrase become less related with the

document.

After creating document to keyphrase index entry, keyphrases of the document are added to
the keyphrase to document index. Each entry in this index points to a document list. So if a
keyphrase was indexed before, just the path of the document is added to the list corresponding

to the keyphrase.

Index generation continues with adding each word of keyphrases to the word to keyphrase
index. Here each word entry in the index, points to a keyphrase list that gives a reference to
keyphrases in which the word occurs. When a word of a keyphrase is already indexed, just

the keyphrase is added to the list of the word if the list does not contain it.

After the creation of four indexes above, each keyphrase in the keyphrase list is compared

with the remaining keyphrases. A semantic relation score is calculated for each keyphrase
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pair. To reduce the noise data, this score is compared with a preset threshold value?. If the
score exceeds the threshold, this score is stored in a keyphrase to keyphrase index entry which
maps a keyphrase to keyphrase list. If keyphrases to be compared are the same keyphrases, no
calculation is done. Calculating the semantic similarity between keyphrases with the proposed

metric is explained in detail in the Section 4.4.

After processing all keyphrases, each keyphrase list entry in the keyphrase to keyphrase index
is evaluated. Each list is sorted according to the relation score. Top 30 keyphrases are kept
and others are removed from the list. This reduces the size of the index and increases the
usability. Actually even with a threshold value, the semantic similarity calculation may give
some irrelevant relations between keyphrases. So we consider only top 30 of the related
keyphrases in the list to keep in the index. The user can use additional search options to see
some more related keyphrases using the search interface. This task and the other querying

tasks are explained in Section 5.2.

4.4 Semantic Similarity Between Two Keyphrases

One of the main contributions in this thesis is expanding a keyphrase based index with a
keyphrase to keyphrase index which holds semantically related keyphrases information. As
described earlier, to generate this index, we propose semantic similarity metrics that calculate

a semantic similariy score for two keyphrases.

There are several methods to find the semantic similarity between two texts (e.g. [8, 25, 26,
29]). Keyphrases of the documents generally have more than one word but they are not sen-
tences. So the similarity between two keyphrases is based on the similarity of their words. In
[8] Corley and Mihalcea introduce a metric that combines the word-to-word similarity metrics
into a text-to-text semantic similarity metric (See Section 3.2.1). This metric is rewritten in

Formula 4.2 for keyphrase similarity.

>, (MaxS im(w, Ky) = id f(w)) >, (MaxS im(w, K1) = id f(w))

wekKy weky

> idf(w) " > idf(w)

wek weky

1
KPSim(K;,K>) = 5( )

4.2)

2 This threshold value depends on the semantic similarity metric used. In Chapter 6.3.3 different threshold
values are suggested for different metrics by using the evaluation data.
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Here K; and K are two keyphrases to be compared; MaxS im(w, K) is a function that gives
the maximum similarity score between a given word w and words of keyphrase K using a
word-to-word semantic similarity measure; and id f(w) is the inverse document frequency of

the word w.

In our work, we propose to calculate the semantic similarity between keyphrases using Corley
and Mihalcea metric in two ways. One with the combination of Wu & Palmer [41] word-to-
word similarity metric, Simwyp, given in Formula 2.2 (See Section 2.3.1), and the other with
the following word similarity measure, Simy;, in Formula 4.3, introduced by Li et al. [25]

(See Section 3.2.2).

eﬁh _ e—ﬂh
“ePh + e~Ph

—al

Simp(wi,wy) =e 4.3)

where w; and wy are two words to be compared, / is the shortest path length between w; and
wn, h is the depth of the least common subsumer of w; and w, in WordNet. For WordNet,

optimal values for @ and 8 constants are reported as 0.2 and 0.6 respectively in [25].

To find the semantic similarity between two keyphrases by using the similarity metrics above,
the first step is to create a similarity matrix. All words of one keyphrase are compared to
each word of the other keyphrase and for each comparison, a score is found with Simyp
or Simy;. Keyphrases are short texts that are not even a sentence. So it is not feasible to
detect part of speech information from a bunch of words. Besides, keyphrases of documents
generally consist of nouns or verbs. Thus, for word comparisons, words are compared as
nouns and verbs and whichever is higher, it becomes the similarity score. For example, to

begin comparison of two keyphrases; we will create a similarity matrix as given below:

[Simwli,w21) ... Simwliw2) ... Sim(wli,w2,)]
MKy, K>) = | Sim(wl;,w2y) ... Sim(wl;,w2)) ... Sim(wl;,w2,) 4.4)
_Sim(wlm,w21) oo Sim(wly,w2j) Sim(wlm,WZ,,)_

where K and K are two keyphrases with m and n words respectively, wl; € Ky and w2; € K».
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In the next step, with the help of this similarty matrix, ek, (MaxS im(w, K3)  id f(w)) and
2.wek, idf(w) are calculated using the maximum value in each row and id f(w) value of the
corresponding word in K. Similarly 3} ,cx, (MaxSim(w, K1) * idf(w)) and )k, id f(w) are
calculated using the maximum value in each column and id f(w) value of the corresponding

word in K>.

Putting altogether in Function 4.2, the semantic similarity score KPS im(K, K;) € [0, 1] is

calculated for the given keyphrases K; and K>.
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CHAPTER 5

IMPLEMENTATION DETAILS AND USER INTERFACE

In this chapter, details of SemKPSearch implementation and the usage of the system are
presented. Section 5.1 describes the main components that SemKPSearch depends on and

Section 5.2 explains the user interfaces and the usage of the system.

5.1 Implementation Details

SemKPSearch is a windows application running on .NET Framework 3.0. It is implemented
in Microsoft Visual Studio 2008 with C# programming language. Also, the following libraries

are used to implement similarity metrics.

e WordNet.Net: The implemented semantic similarity metrics use WordNet taxonomy.
To use WordNet in .NET framework, WordNet.Net library is used. WordNet.Net is an
open-source .NET Framework library that works for WordNet 3.0 database, developed

by Crowe and Simpson [35].

e WordsMatching: A library which is created by Dao [34] and distributed with Word-
Net.Net. It uses WordNet.Net to search given words in WordNet database. The library
includes handy data structures that make easy to compare two words. It provides meth-

ods to find least common subsumer or path length between words.

o TF_IDFWeighting: TF_IDFWeighting is another useful library that is created by Dao
[33]. It helps to get term frequency, inverse document frequency and TF-IDF weight
for a word in a given corpus. It also provides methods to compute cosine similarity of

two documents in the corpus.
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Figure 5.1 presents a diagram explaining the dependencies between these libraries.

f_‘ SemKPSearch ﬁ

TF_IDFWeighting WordsMatching

WordNet.Net J

Figure 5.1: The library dependencies in SemKPSearch implementation.

5.2 Using SemKPSearch Interface

The user interface of SemKPSearch enables users to browse documents by querying their

keyphrases. SemKPSearch query and browsing interface is shown in Figure 5.2.

SemKPSearch interface provides the following fuctionalities: Suggesting keyphrases stored
in the current index as the user is typing the query, caching the queries run by the user, brows-
ing direct results of a keyphrase query, suggesting semantically related keyphrases with the
query term, expanding document results and searching incrementally by using semantically

related keyphrases. The details of these functionalities are given below:

Keyphrase suggestion as typing:
As the user is writing the query text in the textbox, SemKPSearch suggests the keyphrases
that are starting with the same characters of the query text. This ability enables the user to see

all keyphrases in the document collection that are indexed in SemKPIndex.

Caching search history:

Every time the user hits the search button, SemKPSearch caches the query in history. After
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Figure 5.2: SemKPSearch user interface. Keyphrases that are semantically related with the
query terms are listed in the left panel of the interface. Search results and their keyphrases are
shown on the right panel.

a search, if the user makes a new search, the user can move backward and forward between

queries by clicking the “back” and “forward” buttons next to the “Search” button.

Browsing direct results of a keyphrase query:

In SemKPSearch, searching and browsing are based on the keyphrases of the documents
instead of their contents. So, when the user enters the query and clicks “Search” button, using
keyphrase to document index in SemKPIndex, SemKPSearch first returns the documents that
have keyphrases matching to the query term. In addition, it uses the word to keyphrase index
to get keyphrases that contain all of the words of the query term, and then corresponding
documents to those keyphrases are shown too. Document results are sorted according to the
relation scores of the keyphrases that provide the document to be retrieved. Sorted results are
shown in the right panel of the interface as illustrated in Figure 5.2. Documents are shown
with their titles and keyphrases which are retrieved from the document to keyphrase index.

The users can reach to the full text of the document by clicking on the title.

Suggesting semantically related keyphrases:

Together with the search results, keyphrases which are semantically related with the query
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term are retrieved from the keyphrase to keyphrase index and listed on the left panel as sorted
according to the semantic similarity score. If the query text was not indexed in the keyphrase
to keyphrase index and in the keyphrase list, then semantically related keyphrases are calcu-
lated on the fly by comparing the query text to all keyphrases. Top 30 of the related keyphrases
are stored in the keyphrase to keyphrase index and shown to the user. Also by using the key-
phrase to document index, the number of documents that can be retrieved with a keyphrase is

shown on the right of that keyphrase.

Expanding document results:

Using semantically related keyphrases, the user can extend the document results by clicking
on the keyphrase with the left mouse button. Documents that can be retrieved by the selected
keyphrase are listed below the query results with a seperator bar. Note that, instead of regular
search, word to keyphrase index is not used, which means the extended results show only the

documents containing the selected keyphrase.

Expanding the search using semantically related keyphrases

The user can right click on a semantically related keyphrase or click any keyphrase of a
document in the results. Then, on a separate tab a new search with the selected keyphrase
is done. In the new tab, the semantically related keyphrases with the selected keyphrase and
the corresponding documents are shown. This helps the user to extend the search with a
new keyphrase which is semantically related with the query text or which is contained by a
document in the result set. If the user wants to come back to the starting point, results for the
query text will still be in the first tab. Additional search tabs can be closed from the right click

menu on the tabs.

Besides these main abilities SemKPSearch provides more search options on a query. Once a
query has been made, the user can look at the “More” tab to see additional search options. As
illustrated in Figure 5.3 keyphrases which contain any word in the query text are listed in the
left panel. If the user wants to see more keyphrase suggestions that are semantically related
with query text, the user can search more in the right panel. This search is done by calculating
the semantic similarity between the query text and all keyphrases in the SemKPIndex. The

keyphrase similarity metric of the current SemKPIndex is used in this calculation.
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Figure 5.3: Additional search options.
Moreover, using the “Options” tab, a different SemKPIndex file can be loaded or a new

SemKPIndex can be generated for a different document collection as long as the documents

have their keyphrases.
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CHAPTER 6

EVALUATION

6.1 Test Data

In order to evaluate the retrieval performance and the related keyphrase suggestions of SemKP-
Search, we used a test corpus that is collected by Krapivin et. al. [19]. The corpus contains
2304 papers from Computer Science domain, which were published by ACM between 2003

and 2005. It has full-text of articles and author assigned keyphrases.

To determine the effect of keyphrase source and similarity metric on keyphrase suggestions,
we created four keyphrase indexes. Two of the indexes were created with author assigned
keyphrases and the other two were created with KEA extracted keyphrases. Also, two of
them used Simwyp and the other two used Simy; in Formula 4.2 while finding the semantic
relation between keyphrases (See Section 4.3 for index generation). In other words, for both
author assigned and automatically extracted keyphrases, two indexes were generated with

different semantic similarity metrics. The configuraton of these indexes are given below:

e KEA_SimLi: This index was created with the keyphrases extracted by KEA. Sim;y;

was used as the word-to-word similarity metric in Formula 4.2.

o KEA_SimWP: This index was created with the keyphrases extracted by KEA by using

S imwp similarity metric.

e Author_SimLi: This index was created with the author assigned keyphrases by using

Simy; similarity metric.

o Author_SimWP: This index was created with the author assigned keyphrases by using

S imwp similarity metric.
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In order to exract keyphrases automatically using KEA, 30 documents were randomly se-
lected from the corpus and their author assigned keyphrases were given to KEA to build the
training model (See Section 2.1.1). Then for each document in the corpus, KEA extracted 5
keyphrases which were 2 to 5 words. The reason why we chose keyphrases with at least 2
words is to be able to obtain more precise keyphrases. A one word length keyphrase may be

too general.

Besides the SemKPIndexes mentioned above, a full text index over the same corpus was
created by Google Desktop. This index was used to compare SemKPSearch with Google

Desktop. Google Desktop tool is explained in Section 6.1.1.

6.1.1 Google Desktop

Google Desktop is a desktop search software developed by Google for Linux, Mac OS X, and
Microsoft Windows platforms. The software allows you to access the information on your
computer such as personal files, music, and photos and information from the web such as

user’s emails and other Web pages.

When Google Desktop is installed, it creates a full-text index for all files in the computer.
Also, the index can be generated for the selected directories only. Google Desktop can in-
dex different file types such as text files, pdf and ps files, html files, image and music files,

Microsoft Word, Excel, and PowerPoint files [2].

After the index file is created, Google Desktop guarantees that the index stays up to date when
new emails are recieved, new web pages are visited, and files are added, deleted, or updated in
the local computer. The index file is stored locally on the computer, so it is possible to reach

Gmail and web history while being offline.

As soon as indexing is completed, the user can search the files in the computer. Google
Desktop interface displays the search results. Each result includes the file name and a brief
snippet with the search terms highlighted. The user can display the file content on Google
Desktop interface. Also, the search can be restricted to a particular type such as emails,

images, videos.
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6.2 Evaluation Process

SemKPSearch system evaluation has been done by 8 volunteer testers. Each of them is in
computer science area. We gave them an Evaluation Form describing the evaluation process
and the steps that they should follow while evaluating the system. The Evaluation Form is
given in Appendix A. We organized the evaluation in two parts. In the following subsections,

each part is explained in detail seperately.

6.2.1 Evalution Part 1

In part 1, the evaluators were expected to compare two systems: SemKPSearch and Google
Desktop. The aim of this part of the evaluation was to compare a search engine using
keyphrase-based index with a search engine using full-text index by measuring the document

retrieval performance.

Table 6.1: Keyphrase set used in evaluation part 1.

Keyphrase set 1 Keyphrase set 2
clustering algorithm disk management
information retrieval recognition

parallel programs

obstacle detection

test cases

sound frequency

data caches

language acquisition

polynomial time approximation

cryptographic algorithms

indirect implications

tree topology

packet routing

file formats

abstract data types

automata theory

description logics

formal languages

data collection

data compression

categorization methods

application development

sensor networks

structured programming

fault detection

complexity analysis

training sets

graph data structure

We prepared two keyphrase sets given in Table 6.1. The difference between the two keyphrase
sets is that the keyphrases in Keyphrase set I occurs among the keyphrases of the documents
in the collection. However, the keyphrases in Keyphrase set 2 are not keyphrases of any

document. In other words, keyphrases in the first set was indexed in SemKPIndex, the second
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set was not. The evaluators selected two keyphrases randomly from each of Keyphrase set 1
and Keyphrase set 2. They searched these four keyphrases by using both SemKPSearch and
Google Desktop.

For this part, SemKPSearch was configured with KEA_SimLi index. The reason why we
chose this index is that it is created from automatically extrated keyphrases. This case is more
appropriate for real life applications since most of the documents in a digital library do not
have author assigned keyphrases. Also, we believed that the keyphrase semantic similarity
metric with SimLi would suggest better results for keyphrase indexing. In Section 6.3, an

analysis of evaluation results showed that this assumtion was true.

For both systems, the evaluators judged the relevance of the first 10 documents in the re-
sult list. They gave a relevance score between O and 4 (namely O:Irrelevant, 1:Poorly rel-
evant, 2:Partially relevant, 3:Relevant, 4:Completely relevant) to each document, and noted
the scores on Table B.1 given in Appendix B.1. During scoring SemKPSearch, if the result
set contained less than 10 documents, they expanded the result set by using the suggested
keyphrases. Until reaching 10 documents, first they used three suggested keyphrases and
evaluated the documents retrieved for these keyphrases. Then up to 9 suggested keyphrases,

they used two at a time and scored the retrieved documents.

6.2.2 Evalution Part 2

In part 2, the evaluators were expected to evaluate the keyphrase suggestions of SemKP-
Search on different indexes which were created for the same document set. The four indexes
used in part 2 evaluation are given in Section 6.1, namely KEA_SimLi, KEA_SimWP, Au-
thor_SimLi, and Author_SimWP. One of the aims of evaluation part 2 was to determine which
of the keyphrase set, i.e KEA extracted or author assigned, produces more valuable keyphrase
suggestions. Another purpose of this evaluation was to find out which of the word similarity

metric, the similarity metric of Li et al. or Wu & Palmer, suggests more helpful keyphrases.

For evaluation part 2, we prepared the keyphrase set given in Table 6.2. This is a mixture
of keyphrase set 1 and keyphrase set 2 given in Table 6.1. The assessors selected four key-
phrases randomly from Table 6.2. They searched each of the keyphrases on four instances of

SemKPSearch with the specified indexes and judged the relevance of the first 15 suggested
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Table 6.2: Keyphrase set used in evaluation part 2.

Keyphrase set
application development
data caches

polynomial time approximation
disk management
recognition
categorization methods
sound frequency

tree topology

training sets

language acquisition
cryptographic algorithms
automata theory

formal languages
abstract data types
structured programming
complexity analysis
clustering algorithm
sensor networks

fault detection
description logics
parallel programs

test cases

file formats

information retrieval
data compression
graph data structure
obstacle detection
indirect implications
packet routing

data collection
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keyphrases for the query term. They gave a relevancy score between 0 and 4 (namely 0:Irrel-
evant, 1:Poorly relevant, 2:Partially relevant, 3:Relevant, 4:Completely relevant), and noted
the scores on Table B.2 given in Appendix B.2. Table B.2 is designed for the results of four
keyphrase searches on one index. As a result, in this part, the evaluators filled four tables for

four different indexes.

6.3 Analysis of Results

According to the evaluation done with the methodology described in Section 6.2, we collected
the data to examine SemKPSearch system. The collected raw data is given in Appendix B.
In both of the evaluation parts, each queried keyphrase was evaluated by two evaluators on
the average. We weight up the scores gathered from the evaluators in three issues: Keyphrase
suggestion success, document retrieval success, and cut-off values for keyphrase similarity

metrics.

6.3.1 Keyphrase Suggestion Success

We first discuss the performance of the semantically similar keyphrase suggestion of the sys-
tem, by calculating the average scores for the first 15 keyphrases given by the evaluators. The
results are shown in Table 6.3 and in Figure 6.1. The average scores for the first k keyphrase
suggestions where k € {1,5, 10, 15} is the number of keyphrases to take the average, shows
that the Author_SimLi index gets the highest average scores. Also we see that, indexes with

SimLi get the same score for the average of 15 evaluated keyphrases.

Table 6.3: Avarage scores calculated for the first k£ keyphrases.

Index Avg@1 | Avg@5 | Avg@10 | Avg@15
KEA_SimLi 3,34 3,04 2,80 2,48
KEA_SimWP 3,15 2,76 2,22 1,96
Author_SimLi 3,69 3,08 2,81 2,48
Author_SimWP | 3,07 2,51 2,10 1,88

Table 6.4 shows the average scores for the keyphrases in the given order. By using these

average scores we calculated DCG values for all four indexes. According to the DCG values
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Figure 6.1: Average scores calculated for the first k suggested keyphrases.

in Figure 6.2, Author_SimLi index once again suggests the semantically related keyphrases
in the most valuable order among the four indexes. Indexes with SimLi measure measure,
suggests keyphrases in more valuable orders. On the other hand, when SimWP measure is
used, suggestion with author assigned keyphrases is scored less than the suggestion with KEA

assigned keyphrases.
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Figure 6.2: DCG values for the suggested keyphrases by using the four SemKPIndexes.
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Table 6.4: Average user scores and DCG values for these scores for the first 15 semantically
related keyphrase suggestions of four evaluation indexes.

Keyphrase | KEA_SimLi | KEA_SimWP | Author_SimLi | Author_SimWP
Order

1 3,34 3,15 3,69 3,07
2 3,31 2,81 3,66 2,70
3 2,94 2,73 2,88 2,47
4 2,94 2,54 2,78 1,83
5 2,69 2,58 2,41 2,50
6 2,59 2,27 3,00 2,33
7 2,78 1,96 2,16 1,77
8 2,50 1,92 2,63 1,50
9 2,38 1,19 2,53 1,53
10 2,50 1,04 2,41 1,33
11 2,22 1,35 1,88 1,63
12 1,97 1,27 1,94 1,53
13 1,75 1,50 2,22 1,07
14 1,72 1,62 1,38 1,33
15 1,56 1,46 1,69 1,60
DCG5 34,42 24,66 37,96 22,13

Furthermore, to compare the keyphrase suggestions of the indexes, MRR and precision values
were calculated from the assessor scores. Remember we made the evaluators score the key-
phrases over 4. So in order to calculate MRR and precision, we mapped the assessor scores

to binary data. This mapping is done in two ways:

1. Count the keyphrase as relevant to the query, if its score is 3 or higher; count it as

irrelevant otherwise.

2. Count the keyphrase as relevant to the query, if its score is equal to 4; count it as

irrelevant otherwise.

According to these mappings MRR, precision for all scored keyphrases and precision for the

first 5 suggested keyphrases are shown in Table 6.5.

The values in Table 6.5 tell us that for most of the keyphrase queries Author_SimLi index sug-
gested relevant keyphrases in the earlier orders. KEA_SimLi index follows Author_SimLi
index for all examinations. If we compare KEA_SimWP and Author_SimWP, for a more

harsh examination by taking score 4 as relevant, Author_SimWP index suggests better than
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Table 6.5: MRR, precision and precision@5 values for suggested keyphrases.

Index MRR4_3 MRR4 Pre4_3 Pre4 P@54_3 P@54
KEA_SimLi 0,88 0,74 0,54 | 0,31 0,73 0,50
KEA_SimWP 0,85 0,59 0,42 | 0,22 0,65 0,36
Author_SimLi 0,98 0,80 0,56 | 0,33 0,76 0,53
Author_SimWP 0,83 0,75 0,34 | 0,22 0,53 0,39

KEA_SimWP. However if we relax the examination and take the score 3 and above as rele-

vant, KEA_SimWP index suggests better than Author_SimWP index.

According to the results in all three tables, keyphrase suggestion by using keyphrase simi-
larity metric with SimLi, achieves better results than using SimWP. However, using SimLi
metric, author assigned keyphrases has higher scores. This is an expected outcome, since
author assigned keyphrases may become more meaningful from the automatically extracted
kryphrases. Although, Author_SimLi index has better suggestion results, KEA_SimLi index
results are competitive with it since both indexes has an average score 2,48 for all evaluated
keyphrases in Table 6.3. Considering that in real life applications, since the most of the doc-
uments in a collection do not have author assigned keyphrases, we can argue that keyphrase
suggestion can be done with automatically extracted keyphrases and the proposed keyphrase

semantic similarity metric with SimLi.

6.3.2 Document Retrieval Success

In the first part of the evaluation, SemKPSearch configured with KEA_SimLi index compared
to Google Desktop on the same document collection. The document retrieval performance of
the two systems were compared with the relation scores for the retrieved documents given by
the evaluators. Table 6.6 presents the average scores, MRR values and precision values for
both systems. Similarly Figure 6.3 presents the average scores and precision values together.
Table 6.6.a shows the evaluation results for the documents returned for a keyphrase query
which was indexed by the evaluated SemKPIndex. In other words there was at least one

document with the queried keyphrase extracted by KEA in the document collection.

According to Table 6.6.a, the documents retrieved with SemKPSearch get higher average

scores than the documents returned by Google Desktop. Since this table is for the evalua-
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Table 6.6: Evaluation results to compare document rerieval performance of SemKPSearch
and Google Desktop. a) Searching with the keyphrases indexed in SemKPIndex. b) Searching
with the phrases not indexed in SemKPIndex.

SemKPSearch Google Desktop
For the first | Average Score | MRR | Precision | Average Score | MRR | Precision
n documents
1 3,95 1,00 1,00 3,05 0,70 0,70
3 3,57 1,00 0,83 2,94 0,83 0,67
5 3,32 1,00 0,78 2,74 0,83 0,56
7 3,04 1,00 0,70 2,49 0,83 0,49
10 2,74 1,00 0,62 2,15 0,83 0,40
(@)
SemKPSearch Google Desktop
For the first | Average Score | MRR | Precision | Average Score | MRR | Precision
n documents
1 2,04 0,43 0,43 2,14 0,29 0,29
3 1,93 0,50 0,33 1,81 0,29 0,25
5 2,01 0,54 0,34 1,86 0,29 0,21
7 1,71 0,54 0,25 1,90 0,31 0,25
10 1,71 0,54 0,21 1,73 0,31 0,22
(b)

tion of the results with the keyphrases indexed in SemKPIndex, one can argue that this is
the success of the keyphrase extraction algorithm: direct results in the first orders will get
appearently high scores because the search term is directly extracted from the documents as
their keyphrases. But with a further analysis of the raw results we see that for all queried key-
phrases in the evaluation part one, the number of directly returned documents is 2,4 out of 10
on the average. So, 76% of the evaluated documents are returned by assisting the query with
semantically related keyphrases. The average score for the documents that are retrieved by
the suggested keyphrases is 2,47. Futhermore, the average score for the first 5 documents that
are retrieved by the suggested keyphrases is 2,62. On the other hand, the average score for
the last 8 documents out of 10 retrieved by Google Desktop is 1,9. These values reasonably
show us that using keyphrases of documents, the document retrieval with SemKPSearch is

more successful than Google Desktop.

To calculate MRR and precision values, we counted the documents with a score 3 and above
as relevant, and the documents with a score less than 3 is irrelevant. These values on Table

6.6.a are similar to the average scores and SemKPSearch beats Google Desktop. Here we see
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Figure 6.3: Average scores and precision values with respect to number of retrieved docu-
ments. a) Searching with indexed keyphrases. b) Searching with non-indexed phrases.

43



that the MRR value for SemKPSearch is 1, which means that for all queries, SemKPSearch
returned a relevant document to the query term at the first place. Actually this result comes
from the success of keyphrase extraction KEA. Because the first document has always the

query term as its keyphrase extracted by KEA.

In Table 6.6.b, a slightly different result is seen for the documents returned for the phrases
not indexed in SemKPIndex. The average scores are a bit lower for the SemKPSearch re-
sults. However MRR and precision values shows that for the queries with phrases that are
not indexed as a keyphrase of a document, in SemKPSearch, related documents appear on the

higher orders and it returns more valuable results up to 7 documents on the average.

By using the scores for each query in evaluation part one, a nDCG value is calculated for
the 10 returned documents and average nDCG values are determined for both systems. The
results are given in Table 6.7 by grouping again with respect to the query set. According to
this table SemKPSearch ranking of the retrieved documents is better than Google Desktop for
the queries with indexed keyphrases. However, for the queries with non-indexed phrases, the

ranking of the documents returned by Google Desktop is better.

Table 6.7: nDCG g values for overall search results.

SemKPSearch | Google Desktop
With indexed keyphrases 0,97 0,89
With Non-indexed phrases 0,85 0,93

Consistent with the results mentioned above, the document retrieval performance of SemKP-
Search is better than Google Desktop for the queries with the assigned keyphrases of the
documents. While the user is typing the query, the user interface of SemKPSearch leads the
user to search with indexed keyphrases by showing a suggestion list to the user. This behavior

may reduce the deficency of the system on non-indexed phrase queries.

6.3.3 Threshold Values for Keyphrase Similarity Metrics

For the evaluation purposes, we created SemKPIndexes as described in Section 6.1. To gen-
erate these indexes we did not use any threshold values. However, to prevent SemKPIndex

from being too large, each keyphrase entry is restricted to have a maximum number of 30
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semantically related keyphrases in the keyphrase to keyphrase index. On the other hand, for
a real life application, it is better to use a threshold value for the keyphrase similarity metrics
used in SemKPIndex generation. Using a threshold value, useless keyphrase suggestions can
be eliminated. For different threshold values, the number of keyphrases that can be suggested
and precision values for these suggestions are given in Table 6.8. For precision values, key-
phrases with a score 3 and above is counted as relevant. The table is grouped according to the
keyphrase semantic similarity metrics of the SemKPIndexes.

Table 6.8: Number of suggested keyphrases and their precision values with respect to the
threshold value. a) Number of keyphrases and precision values for the indexes created with
SimLi metric. b) Number of keyphrases and precision values for the indexes created with
SimWP metric.

KEA_SimLi Author_SimLi
Threshold | # of KP | Precision | # of KP | Precision
0,95 0,75 0,86 0,25 1
0,9 1,59 0,84 1,38 0,93
0,85 3,75 0,83 2,94 0,92
0,8 7,72 0,71 6,75 0,8
0,75 11,38 0,56 10 0,69
0,7 13,28 0,58 13,4 0,6
0,65 14,53 0,55 14,9 0,56
(a)
KEA_SimWP Author_SimWP
Threshold | # of KP | Precision | # of KP | Precision
0,95 0,92 0,79 1,1 0,81
0,9 5,42 0,67 5,6 0,64
0,875 7,77 0,59 7,8 0,57
0,85 11,9 0,53 9,93 0,44
0,825 13,7 0,46 11,9 0,39
0,8 14,5 0,43 14,4 0,35
0,775 15 0,42 15 0,34
(b)

According to the information in Table 6.8.a we can advise to use 0,65 threshold value for
SemKPIndexes crated with keyphrase semantic similarity metric with SimLi. Because, on
the average, the evaluators gave a score 3 and above to more than half of the suggested 15
keyphrases. According to Table 6.8.b, the threshold value 0,85 can be used for the metric with
SimWP. Using this threshold value, the number of keyphrases that can be suggested on the

average is around 11 and the average precision for these keyphrases is around 50%.
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CHAPTER 7

CONCLUSION

In this thesis, we propose SemKPSearch system which is a user friendly search and brows-
ing interface for querying documents in a digital library by their keyphrases. SemKPSearch
indexes the documents with their keyphrases in SemKPIndex. SemKPIndex is a keyphrase
based index which is constructed from five sub indexes. Namely; the keyphrase list for all
keyphrases in the index, the document to keyphrase index to map the documents to their
keyphrases, the keyphrase to document index mapping keyphrases to documents, the word to
keyphrase index to reach the keyphrases by their words, and finally the keyphrase to keyphrase

index holding the semantic relations between the keyphrases and scores for these relations.

To calculate the semantic similarity between keyphrases, we propose to use a text-to-text
semantic similarity metric that is proposed by Corley and Mihalcea [8]. This metric employs
a word-to-word semantic similarity measure. By using this metric semantic similarity of the
keyphrases is formulated as a function of the similarity of the words of the keyphrases and

the specifity of words coming from IDF.

Through the user interface of SemKPSearch, the user can search documents with topic like
query phrases. SemKPSearch returns keyphrases that are semantically related to the query
text, as well as the documents having keyphrases containing the query text. The user can
continue to browse more documents with the suggested semantically related keyphrases or
with the keyphrases of the retrieved documents. In this way it is expected that the user can
reach the related documents with the query text even if the documents do not contain the

query term.

Evaluation of the system is done by the human evaluators. The evaluators judged the quality

of the results and the effectiveness of the suggested semantically related keyphrases, by using
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the indexes mentioned in Section 6.1. In order to evaluate the performance of retrieving
the documents with semantically related keyphrases, SemKPSearch system was compared
to Google Desktop which is a full-text index based search engine. The evaluation results
showed that the evaluators found the documents retrieved with SemKPSearch more related
to the query term than the documents retrieved with Google Desktop. Besides the document
retrieval, the semantically related keyphrase suggestions were also evaluated by the assessors.
According to the results obtained for related keyphrase suggestions, it is feasible to use the
automatically extracted keyphrases and to relate them with the keyphrase semantic similarity

that we proposed.

In the future, the semantic similarity measurement between two keyphrases might be extended
by calculating the cosine similarity between the document sets corresponding to each of the
keyphrases. By improving the semantic similarity measure, false or weak semantic relations
in keyphrase to keyphrase index might be reduced. Also carrying on an extensive evaluation
with a broader document collection and with additional evaluators, might reflect the success
of the system more accurately. In such an evaluation, keyphrase to keyphrase index might be

improved with learning abilities using the false reccomendations marked by the users.
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APPENDIX A

Evaluation: A usability study of SemKPSearch

The evaluation process of SemKPSearch is divided into two parts. In the first part, you are
given two search interfaces: SemKPSearch and Google Desktop. You are asked to compare
these two interfaces on the same document set and evaluate the retrieval success by scoring
the search results. In the second part, you are given four instances of SemKPSearch and you
are expected to examine SemKPSearch on different indexes which are produced for the same

document set using different approaches.

Part 1:
In this part, you are asked to search documents for 4 key phrases on SemKPSearch and Google
Desktop and evaluate the search results. Below, you will find the instructions about how to

use each search interface.

o SemKPSearch: SemKPSearch is a searching and browsing tool that enables users to
query documents by their author assigned or automatically extracted key phrases, and
to expand their queries by suggesting semantically related keyphrases. SemKPSearch
indexes are not full text index. Thus user should consider using topic like search terms.
When the user searches a phrase, the result set contains the documents that have the
search term as its assigned key phrase. The user can expand the result set and reach
more documents about the search phrase by clicking on the suggested related key-
phrases. Document results are shown by their titles and keyphrases. The user can
see the document by clicking on the title. A sample search for “computer graphics”

using SemKPSearch can be seen in Figure A.1.

o Google Desktop: Google Desktop is an application that enables users to search the

files in the computer in a manner similar to searching the web with Google. It provides
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full text search on the files. For this evaluation, we configured Google Desktop to index
only one folder which contains our evaluation document set. Since Google Desktop
searches every word in the query text, please use quotations around the search term
in order to gather more relevant and comparable results. Also when a search is done;
by default, Google Desktop shows the search results as sorted by date. Click “Sort by
relevance” after each search to begin evaluation. To see the content of a document in the
result set, the file name can be clicked or simply preview link below the search result
can be used. A sample search for “computer graphics” using Google Desktop can be

seen in Figure A.2.

- Searching with Semantically Related Key Phrases (Index: Index1 - allDocsMySimKeaKeysWithThrs)

computer graphics €3

| Search Results (computer graphics) | More Options

30 Semantically Related Key Phrases 3 Results for "computer graphics” + 1 result with related keyphrases you selected ~ See Vore for additional search options

graphics hardware (1 % = | Generalization of Lambert"s reflectance model

computer communication (1) reflectance model rough surface computer graphics body reflection  surface is modeled
drawing system (1
n-node graph (1
video servers (3) rendering algorithm  ray casting  Flight simulator ~ computer graphics  Visual Flythrough

graphs with node (1 ccessibility Analysis Using Computer Graphics Hardware

graphs on n nodes (1 Accessibility Analysis Coordinate Measuring  Coordinate Measuring Machines Measuring Machines
graph drawing (1) Computer Graphics

video into shots (1
star graphs (1

host language (1) Ray tracing ~ graphics hardware  programmable graphics  ray casting ~ programmable graphics hardware
estimator of attributes (1

programmable graphics hardware (1

number of servers (1

new estimator (1

error estimator (1)

image views (1

messages from every node (1)

simple graph (1

image and video (1

A Real-Time Photo-Realistic Visual Flythrough.

m

Ray tracing on programmable graphics hardware

Figure A.1: A sample search with SemKPSearch

Evaluation Task for Part 1:

Open the first worksheet named “Part1” in the given MS Excel file. You will see four tables
to fill. For each table, pick a key phase from the list, search them on both SemKPSearch with
Index1 and Google Desktop. Judge the relevance of each document in the result set to the
query, and give a score between 0 and 4 (namely O:Irrelevant, 1:Poorly relevant, 2:Partially
relevant, 3:Relevant, 4:Completely relevant) to the first 10 results and note the scores on the
corresponding table. During scoring SemKPSearch results, if the result set contains less than
10 documents, expand the result set by clicking on the suggested related key phrases in the

given order. To expand the result set, first click 3 key phrases and give scores to the newly
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Web Géarseller Gruplar Haberler Haritalar Desktop
GO@g]e "computer graphics” | [search | =

Desktop

Desktop: All- 0 emails - 92 files - 0 web history - 0 chats - 0 other 1-10 of about 92 (0,27s)

Remove from Index | Sorted by relevance Sort by date

B 629432t

explosive growth of computer graphics over the .. primitives in computer graphics and geometric
Graphics co-processors and graphics displa'_\,r
- P w \Aygul-toshiba\Docs\629432 txd - n folder - 1 cached - Nov 19

518430.txt

In general, computer graphics achieves greater .. points x where F Those in computer graphical
madeling tend to use the term .. described in standard graphics texis fur rutatlng
B Previe \A},gultnshlhanDDCS\mE-lSUtxt pen folder - 1 cached - Mo

514468 .t

exchanges, and has been used in computer graphics to simulate light interactions in .. the
SUbJECl exists in the field of Computer Vision; we hane chosen to use an adnanced

B Hide | w VAygul-toshiba\Docs\614468 txt - Open folder - 1 cached - Mov 1
Eay
T =
Interactive Virtual Relighting of Real Scenes. 0
--A

AbstractComputer augmented reality (CAR) is a rapidlv emerging field which enables
users to mix real and virtual worlds. Our goal is to provide interactive tools to perform

rrsneane dlhwinatan 1o Waht dntaractinens hakrraan vaal and cidhial Ahdacts dnchadine

Figure A.2: A sample search using Google Desktop
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added documents. If you have not scored 10 documents yet, then continue by expanding 2
key phrases at a time and giving scores to new results. After each expansion, please use the

next row in the table to record your scores.

Part 2:
In this part you are expected to examine key phrase suggestions of SemKPSearch on different
indexes which are produced for the same document set using different approaches. For the

evaluation task, you will be given four instances of SemKPSearch each with a different index.

Evaluation Task for Part 2:

Open the second worksheet named “Part2” in the given MS Excel file. You will see four
tables to fill. Each table is for another instance of SemKPSearch with indexes 1-4. In the first
table, select four keyphrases that you want to search. Once you select the keyphrases for the
first table, keyphrases on the other tables will be automatically filled. For each table, search
the selected key phrase on the corresponding SemKPSearch instance, judge the relevance of
the first 15 suggested keyphrases to the query term, give a score between 0 and 4 (namely
O:Irrelevant, 1:Poorly relevant, 2:Partially relevant, 3:Relevant, 4:Completely relevant) and

note the scores on the table.

After you complete the evaluation, please append your name to the end of the file name and

save the MS Excel file. Thank you for your participation.
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APPENDIX B

User and System Scores for The Evaluation

Here, we give the scores which the evaluators filled in the evaluation forms.

B.1 Evaluation Form for Part 1

Table B.1: Evaluation form used in part 1 filled with sample data.

Search phrase: Score for document in order:
clustering algorithm 1123|4567 |8]|9]|10
Direct search results 41313

Results aided with 3 key phrases 314144

Results aided with 5 key phrases 4

Results aided with 7 key phrases 314
Results aided with 9 key phrases

Google Desktop results 201 |1 {3|3|4]|1|1|0]3

B.2 Evaluation Form for Part 2

Table B.2: Evaluation form used in part 2 filled with sample data.

Your scores for the first 15 keyphrase suggestions:
Search phrase: 1|2 (3 |4|5|6 7|89 |10 |11 | 12|13
sensor networks 414121414044 1]2 4 0 1 2 0
disk management 313132333 |0|4]|3 4 1 0 0 1
application development | 4 | 3 | 3 | 4 | 3 [ 2|2 (3|42 2 3 4 3 0
sound frequency 41313134323 |3]3 3 1 3 1 1
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B.3 Collected Data from Evaluation Part 1

B.3.1 Average Document Retrieval Scores for Indexed Keyphrases

Table B.3: Evaluator scores for description logics.

Search phrase: Score for document in order:
description logics 1123|4567 |8]|9]|10
Direct search results
Results aided with 3 key phrases 412
Results aided with 5 key phrases 211122
Results aided with 7 key phrases 2121
Results aided with 9 key phrases
Google Desktop results 414121111
Table B.4: Evaluator scores for fault detection.
Search phrase: Score for document in order:
fault detection 1123|4567 |8|9]|10
Direct search results 4
Results aided with 3 key phrases 4122
Results aided with 5 key phrases 1
Results aided with 7 key phrases 3
Results aided with 9 key phrases 1|3
Google Desktop results 4 13|11 (2]2(1]1(01]0O0
Table B.5: Evaluator scores for data caches.
Search phrase: Score for document in order:
data caches 1123|4567 |8|9]|10
Direct search results 4 | 4
Results aided with 3 key phrases 413 ]4
Results aided with 5 key phrases 3|4
Results aided with 7 key phrases 4|13 |4
Results aided with 9 key phrases
Google Desktop results 41413 (24144 |3]3
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Table B.6: Evaluator scores for fest cases.

Search phrase: Score for document in order:
test cases 1234|567 |8]9]10
Direct search results 4 121412
Results aided with 3 key phrases 41414141012
Results aided with 5 key phrases
Results aided with 7 key phrases
Results aided with 9 key phrases
Google Desktop results 11213} 1]0[0]0[0|0]0O0
Table B.7: Evaluator scores for information retrieval.
Search phrase: Score for document in order:
information retrieval 1123|4567 |8]|9]|10
Direct search results 41414
Results aided with 3 key phrases 413]1010]0
Results aided with 5 key phrases 0|3
Results aided with 7 key phrases
Results aided with 9 key phrases
Google Desktop results 13|24 (3|3 [4|2]2]|2
Table B.8: Evaluator scores for clustering algorithm.
Search phrase: Score for document in order:
clustering algorithm 1|2 3 4 5 6 7 8 9 10
Direct search results 413 3,5
Results aided with 3 key phrases 3 35| 4 3,5
Results aided with 5 key phrases 3,5
Results aided with 7 key phrases 3 3,5
Results aided with 9 key phrases
Google Desktop results 3 1,5 2,5 2,5 3,5 3,5 1,5 1,5 1,5 | 2
Table B.9: Evaluator scores for sensor networks.
Search phrase: Score for document in order:
sensor networks 1 2 3 4 5 6 |7 |8 9 10
Direct search results 3,5 3,5 3,5 3,5
Results aided with 3 key phrases 35 |1
Results aided with 5 key phrases
Results aided with 7 key phrases 0105
Results aided with 9 key phrases 0,5 0,5
Google Desktop results 2 3 3 3 3 2121 0 0
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Table B.10: Evaluator scores for categorization methods.

Search phrase: Score for document in order:
categorization methods 2(3|4(5|6|7|8]9]|10
Direct search results 4

Results aided with 3 key phrases 21414

Results aided with 5 key phrases 2|2

Results aided with 7 key phrases 2 12| 4
Results aided with 9 key phrases

Google Desktop results 4 1413|142

Table B.11: Evaluator scores for parallel programs.

Search phrase: Score for document in order:

parallel programs 1 2 (3 4 5 6 7 8

Direct search results 4 4

Results aided with 3 key phrases 351353 2,5 | 2,5

Results aided with 5 key phrases

Results aided with 7 key phrases

Results aided with 9 key phrases

Google Desktop results 3514 |2 2,5 2,5 1,5 | 2 2.5

Table B.12: Evaluator scores for packet routing.

Search phrase: Score for document in order:
packet routing 11213 4 5 6 718
Direct search results 41 4

Results aided with 3 key phrases 2,7 | 3

Results aided with 5 key phrases 33 |3

Results aided with 7 key phrases 312
Results aided with 9 key phrases

Google Desktop results 4 1 4 | 37| 33 2,7 1 23 1 0,7
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B.3.2 Average Document Retrieval Scores for Non-indexed Phrases

Table B.13: Evaluator scores for application development.

Search phrase: Score for document in order:

application development 1234|567 |8]9]10

Direct search results

Results aided with 3 key phrases | 3 | 3 | 2

Results aided with 5 key phrases 303112123 ]1

Results aided with 7 key phrases

Results aided with 9 key phrases

Google Desktop results 202 12(2|2(2|1(2|1]1

Table B.14: Evaluator scores for formal languages.

Search phrase: Score for document in order:

Jormal languages 1123 |4 |5|6|7|8|9]|10

Direct search results

Results aided with 3 key phrases | 1 | 3 | 3 | 3

Results aided with 5 key phrases 310

Results aided with 7 key phrases 0|2

Results aided with 9 key phrases 313

Google Desktop results 41311 113]4|13]0([2]0
Table B.15: Evaluator scores for disk management.

Search phrase: Score for document in order:

disk management 1123|4567 |8|9]|T10

Direct search results

Results aided with3keyphrases | 3 | 2 | 1 | 2 |2 | 1 | 2|21

Results aided with 5 key phrases 2

Results aided with 7 key phrases

Results aided with 9 key phrases

Google Desktop results 2|1
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Table B.16: Evaluator scores for file formats.

Search phrase:

Score for document in order:

file formats

2|13|4|5|6/|7|8]|9

10

Direct search results

Results aided with 3 key phrases

31011 1 110 ] 1|1

Results aided with 5 key phrases

Results aided with 7 key phrases

Results aided with 9 key phrases

Google Desktop results

Table B.17: Evaluator scores for tree topology.

Search phrase:

Score for document in order:

tree topology

3 4|5 6 7 8

10

Direct search results

Results aided with 3 key phrases

0,7

0,3

1,3

Results aided with 5 key phrases

210303

Results aided with 7 key phrases

23 (03

Results aided with 9 key phrases

2,7

1

1

Google Desktop results

Table B.18: Evaluator scores for graph data structure.

Search phrase:

Score for document in order:

graph data structure

3 |45 |6 |78

10

Direct search results

Results aided with 3 key phrases

1313113107 |1]1

0,7

Results aided with 5 key phrases

0,3

Results aided with 7 key phrases

Results aided with 9 key phrases

Google Desktop results

Table B.19: Evaluator scores for complexity analysis.

Search phrase:

Score for document in order:

complexity analysis

3 4 5 6 7 8

10

Direct search results

Results aided with 3 key phrases

2,3

2,3

2,3

2,7 127 |13

Results aided with 5 key phrases

0,7

Results aided with 7 key phrases

2,7

2,7

Results aided with 9 key phrases

Google Desktop results

1,7

1,7

2,7 | 27 | 1,7 | 33

1,7

33
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B.4 Collected Data from Evaluation Part 2

B.4.1 Scores for KEA_SimLi Index

Table B.20: User evaluation scores for KEA_SimlLi index.

Your scores for the first 15 keyphrase suggestions:

Search phrase:

4

5

7

8

9

10

11

12

13

—
=

[y
wn

abstract data types

2

(]

application development

W &~

[SSI )

w| o

application development

automata theory

categorization methods

W AW RAO

W =N

categorization methods

clustering algorithm

clustering algorithm

complexity analysis

complexity analysis

data caches

data caches

W AW O|O|W R =]~ O N

WO = B W[OS | W

disk management

disk management

disk management

W AN WO

Sfault detection

WA W W A=W WO O

formal languages

W W W B | B D] W D] L =] B[ W A 1 | W &

graph data structure

graph data structure

information retrieval

information retrieval

polynomial time approximation

W R BN RHOINO OB W WO~

recognition

sensor networks

sensor networks

sensor networks

sensor networks

sound frequency

test cases

tree topology

tree topology

tree topology

[OSY Il NS T RSN B S RSN I N N IR S =] I SN I SN I SN I NS ) (O] el [N JUVY IS I o B N (O] I o o I N S S B S RSN IS N

ol M ST BSOS T IR N I SN N RS SN S B S IR SN W) OV e RSN OS] I B R SN O OS] N N E S RN B S B RS R N 8

WW| W AW WSO =R W =AW R AR AR R AR AW AW

WWR| RN R R RW=O =R W RN W =] B W =&~

= OB A BRI AW RO =[O W W AN =W W WA~

| RN AW =W AW W RO —

NSTR I NSRRI NS YIS IS OSSN I SN VST S e el Bl (P S Bt IONTIP S B I IRORT] IS (OS] R IR S I N B NS e IOST I (S OS]

oo = w| & Ko =] &

BN =W W =[O O N W AW~

W D = | W D D] W | | W W B —| W

O =[N W RO R WO =] W

=== = = ] O O] = | W W W = O W W W W A AO| A WO

OO =W W =R =R WNW OO~ OO W N AW W RN O|W O

OO =W = B[ =]| (N O—=| =IO OO

R = A== OW O =W R === OO RO =W WO —|— DD
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B.4.2 Scores for KEA_SimWP Index

Table B.22: User evaluation scores for KEA_SimWP index.

Your scores for the first 15 keyphrase suggestions:

Search phrase:

4

5

7

8

9

10

11

12

13

[y
£

[
wn

application development

[\

(98]

application development

automata theory

clustering algorithm

W OO W

clustering algorithm

W W AW

W KO

complexity analysis

(SN N N N E R RN Y
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WO OO &

data caches
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formal languages
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tree topology
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Table B.24: User evaluation scores for Author_SimLi index.

B.4.3 Scores for Author_SimLi Index

Your scores for the first 15 keyphrase suggestions:

Search phrase:
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abstract data types
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Table B.26: User evaluation scores for Author SimWP index.

B.4.4 Scores for Author_SimWP Index

Your scores for the first 15 keyphrase suggestions:

Search phrase:

4

5

7

8

9

10

11

12

13

—
=

o
wn

abstract data types

(=]

=]

application development

application development

automata theory

categorization methods

[SS] I\ RN =N I SN OV ]

categorization methods

clustering algorithm

clustering algorithm

data caches

data caches

disk management

disk management

disk management

fault detection

formal languages

graph data structure

[OS] I NS NN ROV I SN N el B K= B==1 I (O] I S B SN PN O] SN ) )

W = O W R —=WO|IO R R =AW

graph data structure

information retrieval

information retrieval

W = BRI W OO N O W &N

polynomial time approximation

recognition

sensor networks

sensor networks

sensor networks

sensor networks

WO B[RRI RO~ OO OO | WO

W | W B = W] W O] = | W =] =[] DO N =] W[

sound frequency

test cases

tree topology

tree topology

tree topology

(OS] IESN I (O] N RS ) Nl Re) [an) I NS I 2N B S B N B B e N N R R R B R RN = R B e B N R N

e E=1 IS R =1 IS OS] I N ST I o I NS

=l =l R R R N R =R R RN Y

O =R W RN OO OO AW A RO OS| O N

[SS1IE =N NS aw) 2N IR N NN OSSN NN OS] I (ST (O 1 (O] I (9] [en) IF SN OS] ) IE RSN I N ] I (ST () I (ST (9] I O] BF SN OS] | 9]

N = OW R OB WWR RN O WOIN O WA A RO W N W

= O = O =B B OO

(el el o el )

(=] Rl g Bew] Nanl IR SN IS B NS X NS I IR SN I ST ST ) Bl 9 SN I NS ) el I NS ) BE B B NS T S I ST g Ben] Hew) Ran) | 5]

O| O =R W OO = = O W] W~ =] O D] —| D W

(o] Nl o Reel

O W WO OO === W=D~ AW O

SO~ N W W =IO = ,OON O~ O R OO~ =N~ OO N

olo|—|w| =& =|—|c| &|c|o|w || &lw oo —|—|vo|o|v oo &~

OR[N W OO WO OO OO RO O] RO = —

67




T8L°0 S8L0 88L0 88L°0 86L0 86L°0 ¥08°0 +08°0 L08°0 8080 8180 S¥8°0 $S8°0 8580 0560 {8ojodoy 2241
L06°0 L06'0 L06°0 ¥16°0 €260 €260 £26'0 6260 6260 6260 ¥€6'0 560 7560 560 7960 $25D3 152}
S08°0 S08°0 808°0 T80 TI8°0 7180 L180 LI80 L180 80 £€8°0 080 £68°0 +98°0 1L8°0 Couanbaif punos
TL80 088°0 688°0 688°0 £68°0 T16'0 T16'0 2160 L16°0 L160 L160 8€6°0 $96°0 000°T 000°1 SYLOMI2U LOSUIS
TL80 TL8'0 TL8°0 TL8'0 TL80 ¥L8°0 SL80 SL80 6880 $06°0 C16°0 €€6'0 €760 L¥6'0 L¥6°0 uonIUZ0921
£€8°0 €€8°0 ¥€8°0 8€8°0 1780 €480 S¥8°0 S¥8°0 LS80 198°0 €L8°0 €880 6060 6060 960 uoypuxotddp owy ppruousjod
198°0 ¥98°0 798°0 1L8°0 SL80 $88°0 $88°0 $88°0 $88°0 $88°0 006°0 906°0 L16°0 026°0 ¥$6°0 [PAd1u24 UODULIOfUL
128°0 6280 0v8°0 080 0v8°0 1780 1780 £18°0 ¥8°0 0S80 $98°0 9L8°0 088°0 0880 0260 aangonazs vivp ydvas
LO80 2180 €180 L18°0 9280 6280 £€8°0 €€8°0 £€8°0 6€8°0 S¥8°0 €680 €580 8580 SL80 sasvn3u] [putiof
088°0 $88°0 $88°0 0680 L68°0 L68°0 0060 $06'0 S06°0 $06'0 S06°0 126'0 S€6'0 S¥6°0 000°1 uou2212p Jnvf
L180 128°0 128°0 €280 628°0 1780 ¥8°0 6780 0580 8L8°0 T16'0 126°0 ¥r6°0 r6°0 ¥76°0 Juau2SOUDUL YSIP
TI8°0 T80 T18°0 T80 T18°0 T80 L18°0 128°0 128°0 €€8°0 7€8°0 €580 006°0 006°0 000°1 $aYov2 DIDp
008°0 2080 T18°0 TI8'0 T18°0 €180 €180 €€8°0 £€8°0 €€8°0 €68°0 €680 ¥98°0 +98°0 216'0 wiypo8]v Suliasnio
688°0 $68°0 $68°0 $68°0 006°0 0060 0060 0060 0060 0060 0060 +06°0 L16°0 L160 L16°0 SpoYIoUL UOYD2LIOS D)
$68°0 958°0 9580 LS80 LS80 658°0 098°0 098°0 198°0 898°0 7880 7880 888°0 688°0 2060 &oay1 vivpwoimp
2060 2060 9060 906°0 9060 916°0 L16°0 ¥26°0 £€6'0 €660 S€6°0 r6°0 8560 8560 ¥L6'0 uaudo]aaap uoyvonddp
8+8°0 7680 658°0 998°0 0L8°0 LL8O 0880 0880 7880 868°0 868°0 $T6'0 956°0 000°T 0001 sadS; vywp 10043590

ST 4! €1 (4} I o1 6 8 L 9 S 4 € 4 T saseayd youeag

:suonsa33ns aseaydAay ST 11y ) J0J SII0IS INOX

XOpUI JM WIS Loyny PIm palsa33dns saseaydLay 10J sa100s Are[iuiis /7' q 9[qel,

68





