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ABSTRACT

A LABVIEW INTERFACE TO INTEGRATE MAGNETIC RESONANCE
IMAGING (MRI) SIMULATOR WITH SYSTEM CONTROL AND ITS
APPLICATION TO REGIONAL MAGNETIC RESONANCE ELECTRI&L

IMPEDANCE TOMOGRAPHY (MREIT) RECONSTRUCTION

Topal, Tankut
M.Sc., Department of Electrical and Electronics iBagring

Supervisor: Prof. Dr. B. Murat Eyuplu

July 2010, 91 pages

Magnetic resonance imaging (MRI) is a high resolutmedical imaging technique
based on distinguishing tissues according to timeiclear magnetic properties.
Magnetic resonance electrical impedance tomogrgMREIT) is a conductivity

imaging technigue which reconstructs images oftetat properties, based on their
effect on induced magnetic flux density due to exdby applied current flow. Both

of these techniques are of interest for novel mebeand development. Simulators
help researchers observe the accuracy and thesreduhe study. In this study a
user friendly complete MRI/MREIT simulator is desggl. This simulator is the



combination of improved version of MRI simulatomf@lemented by V. E. Arpinar,
H. Yigitler), a forward solver, to observe the @nt injection effect, the improved
version of user interface that is designed on L&W!Igraphical programming
environment (designed by M. Ozsut), and equi-p@ént projection (EPP)
reconstruction algorithm (proposed by M. S. OzdeMir Eyuboglu, O. Ozbek). All
of these individual parts are improved and gathenedabVIEW environment in
order to work in synchrony. In addition to thaggional image reconstruction

technique (proposed by H. Altunel, M. Eyuboglualso included in the simulator.

The simulator is run for various inputs and sysspacifications. It is observed that
the simulation results are consistent with the etqueresults for MRI, MREIT and

conventional/regional MREIT reconstruction. Foufatient models are designed and
results are obtained using these models. The apcwifathe results usually differs

with the input parameters and model geometry. \a#ld) numerically the accuracy
of the forward solution part using Biot-Savart akaipere's laws, the consistency of
the forward problem solution part is obtained geecentage of 95%. In the MREIT
part, magnetic flux density distribution taken fréonward solver part is added to the
main magnetic flux density used in the MRI partn€istency of the magnetic flux

density distribution given to the simulator as inpimd the output taken from the

MREIT part of the simulator is found as 99%.

In addition to conventional EPP algorithm, regioRREIT reconstruction algorithm
is applied for various noise levels. It is obsertedt, as the noise level increases,
regional MREIT reconstruction algorithm gives relaty much better results
compared to conventional MREIT reconstruction atbon. Errors obtained by
applying conventional reconstruction and regioronstruction are compared for
each inhomogeneity individually. Therefore, accigacof the different current

patterns depending on the inhomogeneities are wéars well.

Keywords: electrical impedance tomography, magnetgsonance imaging,

simulator, regional reconstruction
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MANYET IK REZONANS GORUNTULEME $MULATORUNU SISTEM
DENETIMI ILE BIRLESTIREN LABVIEW ARAYUZU VE BOLGESEL
MANYET IK REZONANS ELEKTRKSEL EMPEDANS TOMOGRAFKF (MREET)
GERICATIMINA UYGULANMASI

Topal, Tankut

Yuksek Lisans, Elektrik ve Elektronik Mihend&IBolUmu
Tez Yoneticisi: Prof. Dr. B. Murat Eyuigtu

Temmuz 2010, 91 sayfa

Manyetik rezonans goruntileme (MRG), dokulari néklenanyetik 6zelliklerine
gore ayirt eden yuksek cozunurlukla tibbi gorintige tekngidir. Manyetik

rezonans elektriksel empedans tomografi (MREET) dwkularin elektriksel
Ozelliklerinin, harici akimdan kaynaklanan manyetki yagsunlugu dasilimlari

Olculerek gericatilmasi esasina dayanir. Her ikknite de, aratirmaya ve
gelistirmeye acik yeni tekniklerdir. Simdulatorler, gnamacilara c¢abmanin
dogrulugunu ve alinacak sonuclarl goézlemleme acisindan irpard olur. Bu
calsmada kullaniciya kolaylik gyan tim bir MRG/MREET similatéri

Vi



gerceklatirilmi stir. Simulator, V. E. Arpinar, H. ¥tler tarafindan tasarlangolan
MRG simulatorinin geftirilmis halinin, akim etkisini gdzlemlemek amaciyla
gelistirilen bir ileri problem ¢ozlictiniin, M. Ozsut tarafan tasarlanmiolan ODTU
MR sistemi arayiiziinin ve M. S. Ozdemir, M. Eyglnp O. Ozbek tarafindan
Onerilen g-potansiyel izdgimu (EPP) algoritmasinin bigieninden olymaktadir.
Batin bu b@msiz parcalar gediirilerek LabVIEW gorsel programlama ortami
altinda bir araya getirili ve birbirleriyle uyumlu bir sekilde calgmalari
sglanmstir. Bunlara ek olarak, H. Altunel ve M. Eyl#ao tarafindan onerilen

bdlgesel gorintl okiurma tekngi de bu simulatére eklenstir.

Simulator ceitli girdiler ve sistem Ozellikleri icin c¢ajtirlmis ve elde edilen
sonucglarin MRG, MREET ve klasik/bdlgesel gericatigm beklenenle tutarlilik
gosterdgi gozlemlenmgtir. Simalator icin dort farkl model hazirlangrwe sonuclar
bu modeller Gzerinden elde ediktii. Sonuclarin dgrulugu genellikle girdilere ve
model geometrilerine Igh olarak deisebilmektedir. Simulatérden elde edilen ileri
problem sonuclart Amper Biot-Savart yasalari ilgrdéanmg, sonuclar %95 tutarli
elde edilmgtir. MREET bolumunde, ileri problem ¢oziminden gidarak alinan
manyetik aki ygunlugu dasilimi, MRG béliminde ana manyetik akiggmlugu
dagihmina eklenir. MREET bdlumtne girdi olarak venileu boliumden cikti olarak
alinan manyetik aki ygunlugu dagilimlarinin tutarhlg, MREET bolumunin
dogrulugunu gosterir. Sonugclar, bu bolimun girdileri vetgiglan manyetik aki

yogunluklarinin 99% tutarl oldiunu goésternstir.

Klasik EPP algoritmasinin yaninda, bélgesel geantatekngi de farkli gartlti
degerleri icin uygulanmgtir. Bunun sonucunda gurdlttd miktarr arttikca békje
gericatim tekriinin klasik gericatim tekg@ine kiyasla daha iyi sonu¢ vegdi
gorulmigtur. Klasik gericatim tekdi ile bolgesel gericatim tekgi farkl

inhomojenlikler icin kagilastiriimis hatalar hesaplangtir. Boylelikle farkli akim

yollarinin dgruluklari da geometriye Igh olarak gozlemlennstir.

Anahtar Kelimeler: elektriksel empedans tomognainyetik rezonans goruntileme,

simulator, bélgesel gericatim
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CHAPTER 1

INTRODUCTION

1.2 Introduction to Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) is a medical imggechnique which is based

on imaging radiofrequency response of spinningeaiutol magnetic field]].

Nuclear magnetic resonance (NMR) phenomenon, thspired researchers to
develop MRI, was first discovered by Purcellal [2], [3], and Blochet al [4]
independently in 1946. This phenomenon leadedéntification of different nuclei
with chemical properties by observing the chematafts occurred in nuclei. The
idea and the developments in this field are thémted with imaging spin in MRI

technique.

MRI is a relatively new imaging technique, in sughmanner that the first MRI
image was published in 19775]] This leading research triggered many
developments in fast and high resolution tissuegingamodalities. Moreover, MRI
systems became the most popular medical imaginteragswhich provide high

resolution soft tissue contrast, and created amsimg of multi-billion dollars.



1.3 Basic Principle of Magnetic Resonance Imaging

Objects are composed of many atoms which have ingplaning in a random

direction and speed. However, each nucleus haareift spinning characteristics due
to its type. When magnetic resonance active nuwleiexposed of high magnetic
field, they tend to align in some definite direcsp and keep on spinning in the
space. This procedure is realized by magnets. @ifteatoms have different spinning
speeds depending when the main magnetic field péiesth In most of the clinical

MRI applications hydrogen atoms are imaged, sinoeessive amount of water

exists in human body.

In addition to a main magnet creating the highistatgnetic field, gradient coils are
designed to generate time-varying magnetic field®se coils are utilized to control
spatial non-uniformity, which is crucial for signlicalization. The lower limit of

gradient strength should be stronger than the maignetic field inhomogeneity].

The other fundamental component of an MRI systemFscoil, which consists of
both transmitter and receiver coils. The transmittel generates a rotating magnetic
field for spin excitation. The receiver coil deted¢he magnetic precession of the
spins generated by the transmitted RF signal amyests into electrical signal.
Instead of using two separate coils for signalgnaission and reception, a single coil

can be used as both RF transmitter and recedyer [

1.4 Magnetic Resonance Electrical Impedance Tomogra phy

Electrical conductivities of tissues vary due teithphysiological and pathological
properties. Conventional electrical impedance tamplgy (EIT) reconstructs
conductivity and permittivity images using curreot voltage data which are
acquired by the electrodes on the surface. Fiustent is applied between electrodes,
and then voltage generated by the injected cuisedetected on different surface
electrodes. However, the data measured at thecsuaii@ limited by the number of



surface electrodes and highly affected by surfa@ngetry, and electrode position.
The data is contaminated by systemic artifacts rmmderous noise sources. Due to

these facts, EIT reconstructed images have relgtiogv resolution and accuracy

[7]

The main idea of magnetic resonance electrical dapee tomography (MREIT) is
based on detecting magnetic flux density generayetthe induced currents via MRI
system. Induced currents affect the precessiorucienand create a phase shif. The
effect of phase shift can be seen clearly whenMReimages with applied current
and without applied current are subtracted andedcdlhis modality was proposed to
overcome technical difficulties of EIT in early 1®9. Three independent trials were
attempted initially by Zhang (19923][ Woo et al (1994) B], Ider and Birgul (1995)
[10].

1.5 METU Magnetic Resonance Imaging System

MRI research at Middle East Technical UniversityfMJ) is performed at METU
Magnetic Resonance Imaging Research Laboratory (MEMRIRL) of Electrical
and Electronics Engineering department which ingslan MRI system with a main
magnetic field of 0.15 T. This system was set upeamly 90's by researchers in
METU-EEE department. M. Ozsut has constructed soBwincluding graphical
interface to control the MRI system in this MScdisestudy 1]. LabVIEW was used
as the software programming environment and Naltims&ruments A/D, D/A TMS-
DSP cards are integrated to control the signalsndJshis graphical interface,

required parameters are controlled and changedeated easily.

1.6 Objectives of This Study

MRI and MR-EIT are relatively new imaging techniguéhus, these fields are open

for novel research such as system optimizatiorgrahgn construction, new imaging
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technique development. This kind of novel reseaschenerally created and tested
by simulators and system modeling techniques. Téabefore testing a system
experimentally, new techniques are applied on satou$, in order to observe the
results and expectations on virtual environment. reost cases in MREIT research
area, this procedure is followed for testing retaumsion algorithms, checking the
accuracy of mathematical background, observingeneffects and many parameters
which affect the system. As a result, simulatiomdsts help researchers to

investigate consistency of expected and obtaingatseof proposed techniques.

Previously, V.E. Arpinar and H. Yigitler have dempeéd an MRI simulator as a part
of their PhD. and M.S. thesis respectivelpl][ [12]. This simulator has been
implemented to perform simulations on MR imaginghwinhomogeneous main
magnetic fields. Although it is a well-designed slator, its application is specific, it
does not include a graphical user interface, andnpeters to be changed are not
easy to be reached. Since there is no graphiaaiface, users change the inputs by
typing directly into the software codes. To overeothese difficulties, a graphical
user interface is designed in LabVIEW 7.0 as a phthis thesis. The interface is
embedded into the MRI system software which wasgded by M. Ozsut as M.S.
thesis [].

MREIT can be examined as solution of two probletingse are forward problem and
inverse problem. Forward problem of MREIT is thelgem of calculating magnetic
flux density and current density distributions imetobject caused by externally
injected currents. The additive magnetic flux dgns measured in MREIT system
and it is desired to find out the magnetic flux sign and current density
distributions of injected currents. To obtain timformation, forward solver software
having the capability of calculating the given diaitions is designed. The software
allows user to define the model geometry, condugtivalues, electrode locations,

and injected current.

There are generally two types of reconstructionr@gghes used in MREIT. These

are current density based (J based) and magnetic diénsity based (B based)



algorithms. These reconstruction techniques readifferent inputs depending on
type of the algorithm. In the forward solver pafrtiee simulator, these data, such as,
spatial derivatives of B fields, x-y-z componentslpare also calculated to be used

as inputs of the reconstruction algorithms in tmthfer studies.

In addition to conventional MREIT procedure, thare some different approaches to
enhance the image quality. Optimization of curiefgction patterns is one of these
approaches. A PhD study on this subject was peddrby H. Altunel at METU in
2008 [13]. To briefly explain the phenomena, spatial seévisjt of magnetic flux
density with respect to conductivity distributioiifeks due to localization of current
paths. The inhomogeneities closer to the currerthspare more accurately
calculated. Inversely, if the current passing tiglothe inhomogeniety is relatively
weak, then the accuracy of the measurement inatieat will not be high. Therefore,
current optimization approach is based on applymgltiple current injection
patterns and using the proper current injectionepas maximizing the amount of
current passing through the region of interesthédigh a similar way is followed
with H. Altunel [13], this software is newly designed to be compatiwith the
simulator created. The regional reconstruction rtigm, proposed by M. Eyuboglu
and H. Altunel 4], is also implemented and included in the softw&®guipotential

projection algorithm is utilized for regional rectruction [L5].

To conclude, an MR / MREIT simulator was designed ambedded into METU
MRI system.

1.7 Outline of the Thesis

In chapter 2, theory of MRI and MREIT is briefly@ained. The equations utilized
in the thesis and derivations of some equations sti@vn. Signal acquisition
approaches are investigated, and the effects aft itgpthe simulating system are
explained by equations. Next, the theory of rediomeage reconstruction method
and the main approach of the method are shown ilkigtrations. In chapter 3, the
sections of the simulator are introduced. Inputspots and functions of each section

are explained. User interface design is explaiddddels which are used in the



study are given and their specifications are shdwmrthapter 4, results obtained by
the simulator changing proper variables are givBifferent functions of the
simulator are used. Finally in chapter 5, the tssahd the performance of the

simulator are discussed. In addition to that, aasions and future work are given.



CHAPTER 2

THEORY

2.1 Magnetic Resonance Imaging Background

Although sub-atomic particles behave quantum mdchiy principles of MRI can

be described using vector models, since MRI deéls eollective effects of nuclei.
Nuclei with odd atomic number or weight, such adrbgen atom, have an angular
momentum callechuclear spin. An ensemble of the same nuclei in an object is
known as a nuclear spin system. For exarfiglatoms form a spin system, whif@®
atoms form another one. The physical basis of M&idlsl with nuclear magnetism

which is created by placing nuclei in an externagmetic field §].

Like any spinning charged object, nucleus creatasi@oscopic magnetic field
around itself while spinning. It is callethagnetic moment ( x) [6]. Angular

momentum and magnetic moment vectors are relatéallaws:

— —

H=yd (2.1)
where,
J  : Angular momentum,
y  : Gyro magnetic constant.

The precession frequency gf under aB, magnetic field is given by,



) :yBO (2.2)

ay  : Larmour frequency (angular frequency of nuclear precession)

B, . External magnetic field strength

The bulk magnetization vector for 1/2 spin systdigna exactly along positive z-

direction (main magnetic field direction) at egoilum [6]. The magnitude of bulk

magnetization vector is,

W‘ =M? :—yzjs?ri\ls (2.3)
where,
B, : External magnetic field strength,
h : Planck's constant divided by,2
N, : Total number of spins,
T : Temperature,
K : Boltzmann constant.

For a spin system, the external energy comes fronoszillating magnetic field

obtained by an RF signal, which is denote@@ .

The resonance conditions occurs wHg(t) rotates in the same manner with precess

of the spins.



W =G (2.4)

Equation (2.4) is known as resonance condition.

GeneralE(t) equation is in the following form,

B,(t) = 2B (t) cosgyt+¢ ) (2.5)

where,

B(t) : Pulse envelope function
@y  : Excitation carrier frequency

@ - Initial phase angle

The envelope function in equation (2.5) can beeeitirectangular pulse or asinc

pulse.

Equation of a rectangular envelope pulse is,

t-7,/2 O<sts<sr
g =n| e 2|15 P (2.6)
T, 0 otherwise
where 7, is the pulse width.
Similarly a sinc envelope pulse equation is:
B (t) = Bsinc[rf,(t-7,/2)] O<t<r, @7
0 otherwise '



Time dependent characteristics Mf, when aE(t) magnetic field applied, is

described byloch equation. The Bloch equation takes general form of,

AM _ g Md My (M, - MOk

2.8
dt T T (2.8)

where,

M, :xcomponent of bulk magnetization vector,
M y Yy component of bulk magnetization vector,
M, :zcomponent of bulk magnetization vector,

M? : Thermal equilibrium forM in the presence o, only

T,, T,: Time constants which characterize the relaxation process of a bulk

magnetization vector after it has been excited.

According to the laws of thermodynamics, after a spin systeng Iparturbed by an
RF pulse, it will return to its thermal equilibrium state ié tforce is removed and

sufficient time is given for relaxation. This process is calted precession. The z-

component of magnetization vectd¥(,) recovery is callediongitudinal relaxation
and recovery of transverse magnetization vecthX})() is called transverse

rel axation.

The total effect of free precession can be found using equation (2.92.40).

M, (t) =M2(1-e-t/T,)+M, (0, )™ (2.9)
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M, (t) =M2(1-€"")+M, (0, )™ (2.10)

The signals arising from the action of a singlespubn nuclear spin system is called
free induction decay (FID). FID signals are basic form of transient silgngained
after the excitation pulse. Mathematical form ofFdD signal generated afterpulse

is as follows:

S(t) :sinaj p(wp M @e ™™gy t>0 (2.11)

—00

where,

p(w) : Spectral density function

Simpler than equation (2.11), the FID signal ofrayle spectrum component which

has a resonating frequency @f can be expressed as:

S(t) =M2singe2e™  t>0 (2.12)

Another form of an MR signal is callestho signal. Echo signal is two-sided signal
and necessary for symmetric frequency mapping.att be obtained by either
reversing gradient magnetic field or transmittingltiple RF pulses which are called

gradient echoes andRF echoes respectively.

For RF echo generation, at least two RF pulses imeisipplied. One of the most
common usages of this procedure is started by @82 and followed by a 180°
pulse with a delay of. The signal generated by this approach is caiped echo
(SE) signal.

11



The objects that are being imaged are heterogendbus it is necessary to
differentiate local signals with respect to differ@arts of the object.

Two of the most basic methods for spatial locailmatare selective excitation and
gpatial encoding. Modern MRI systems involve three orthogonal gratiieof

different shapes and forms.

Specifically, the received frequency - encoded Hignal is generally in the

following form:

S(t) = I o(r)e e gr

object

(2.13)

where,

J. =(9,,9,,9,) is defined as the frequency - encoding gradient.

Phase encoding can also be done along an arbitrary direction fordimeénsional

object by turning omy, gy, 9, during the phase-encoding period simultaneously.

The initial phase angle can be written as:

P(r) =—y9pe T (2.14)

In the equation (2.14),, denotes the interval of phase encoding.

The received signal can be expressed as the sum of all local phase esigodksl
which is given in equation (2.15).

12



S(t) { J' ,o(r)e_”"‘l’”emTpedr]e‘”"ot (2.15)

object

After demodulation, the carrier signaTi""Ot will be removed from the signal.

An important connection between Fourier transfomd apatial encoding (phase and
frequency encoding) is established by kigpace interpretation. Using this method,

complex imaging schemes can be described in k-gpate¢ion.

The relation betweek andt is as follows when frequency encoding is done by
multiple gradients:

Lgfet FID signals
21T

k = y (2.16)
nge(t—TE) echo signal

For an FID signal, if the gradient fields are fuans of time, the relation between k-

space and gradient fields can be written as:

t
4
k)=~ ! 9re(r)dr (2.17)
The corresponding k-space signal to equation (2s13)

sk)= [ p(r)e’ ™ ar

(2.18)
object
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As it can be seen on the equation above, the tranation is very similar to Fourier

transform. HoweverS(k) is available only for limited number of points irspace.

Basic k-space mapping for two-dimensional imags)g i

S(kx,ky): J~ I(x,y)e_izn(kxx+kyy)dXdy (2.19)

object
where | (X, y)is the desired image function and formulized ak¥ad:
Zy+Az/2

ly)= [ p(xy,2)z (2.20)

Zy+Az/2

An example for spin-echo pulse sequence is giverFigure 2.1. In this two
dimensional imaging sequence, phase-encoding i$iedpplong y-direction and

frequency encoding is donexrdirection.

14
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Figure 2.1- Spin-echo pulse sequence with phasedemg is along thg-direction
and frequency-encoding is along thdirection.

This is known aphase-encoding method, k, andky values are calculated as shown in

equation (2.21).

4
kx _ng(t _TE)

_V
ky = 5]’ nAg yTpe

t=Te| <Toaq /2 (2.21)

The k-space coverage of the pulse sequence giveigime 2.1 is shown in

Figure 2.2.
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Figure 2.2 - K-space coverage of the spin-echogmsh®wn in Figure 2.1. (a) k-
space trajectory of a single echo, (b) k-spacedtayjy of a set of spin-echo cycles

[6].

Sampling of k-space is an important issue to benexed. For rectilinear mapping, if
the object is bounded by a rectangle having a wadth\y and W, the sampling

theorem is as follows:

1 1
Ak, <— and Ak, <—
X W, y Wy (2.22)

If the hybrid case is of interest, for which freqag encoding is applied along
direction and phase encoding is applied algitlirection, the step sizes on k-space
are calculated as shown in equation (2.23).

nk, =Yg /At
27 (2.23)

_y
By =0, Tre
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where,

Oy : Frequency encoding gradient
At : Readout sampling time interval
Ag, :Phase encoding gradient step size

Tp,e :Phase encoding gradient interval

By substituting equation (2.23) into (2.22) we abta

At < 21T
Y19,V 24
o (2.24)
Ag, <
VTpeWy

There are various methods for sampling k-spaceceSime hybrid case is used in the

designed simulator, other approaches are not exahiimtheory part of the thesis.

While explaining k-space mapping, it is shown im&iipn (2.18) and equation (2.19)
that the transformation from spatial domain integitency domain is realized by an
approach which is very similar to Fourier transfation. In addition to that, for

image reconstruction the inverse case is on. leratlords, the method is similar to

inverse Fourier transform.

According to Nyquist criterion, the largest pixedesacceptable is,

AX=—— (2.25)
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which is known ad=ourier pixel size. For the given pixel size in equation (2.25),

there are exactl\ pixels within the field of view (FOV).

FOV _ 1/Ak _
Ax  1/NAk

(2.26)

These pixels are determined by (equation 2.27) visi&known aglirect DFT / FFT

reconstruction.

N/2-1 )
IIm=ak > grie?™™N  -N/2sm<N/2 (2.27)
n=-N/2

In the simulator, saturation recovery spin-echousege, shown in Figure 2.1, is

implemented.

For the saturation recovery spin-echo sequencegrtiitude of the spin echo signal

is as follows:
Ac =M2(1- 26 "TTe/2M 4 g7Tr/ M g Te T2 (2.28)
where,
Tr : Pulse repetition time
Te : Echo time
T, : Longitudinal relaxation time for bulk magnetimat vector
T, : Transverse relaxation time for bulk magnetizatiector

18



In practice,Teis much smaller thaifir. Therefore, equation (2.28) can be simplified

as,

Ac =MO(1-e ") Te/ (2.29)

The signal expressed in equation (2.29) indicated, tthe image intensity is
dependent ogpin density-weight, T1-weight, andTo-weight. As a result of this, one
can adjust contrast parameters by choo3ingnd T, appropriately. According to
equation (2.29), contrast table of a saturatiomvery spin-echo sequence can be

constructed as shown in Table 2.1.

Table 2.1 - Contrast table for saturation-recosgin-echo sequence with respect to
Te andTgr values.

Contrast Te Tr

T, -weighting short appropriate
T,-weighting appropriate long

p -weighting short long

An example ofT; and T, weighted images obtained using saturation recospiy

echo pulse sequence are illustrated in Figure 2.3.
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Figure 2.3 - Axial MRI images of a patient withapsing-remitting MS. a),
weighted spin echo axial MRI image. h)weighted spin echo axial MRI image
[16].

2.2 Magnetic Resonance Electrical Impedance Tomogra phy

Background

Electrical conductivities of tissues vary dependorgpathological or physiological
properties of different tissue types. Electricalpedance tomography (EIT) is
developed in order to distinguish tissues accortintipeir electrical propertiedT].

The resolution and accuracy of EIT technique isrpaad its sensitivity is space
dependent. These disadvantages limit the usageorfeational EIT when high

resolution and accuracy is required.

Magnetic resonance current density imaging (MRCi2hnique was proposed
within the last decade (Scadtal 1991, Eyubogliet al 1998). This new modality is
based on imaging magnetic flux density caused Ipjiexp current using MRI. Using
this technique, magnetic flux density is imagedthe same resolution with MRI

resolution and current density is imaged providimg half of MRI resolution.
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Magnetic resonance electrical impedance tomogragMREIT) technique
reconstructs conductivity distribution using bottgntial measurements obtained by

surface electrodes and current density obtaineddREDI.

Electric current injected to a conductor generaemagnetic flux density. The
component of this magnetic flux density, whichnstlhe same direction with main

magnetic field, creates a phase shift on the signal
s=[[M(x y)exp{ [y @t +g,¥, )+ BT, ]} dxdy (2.30)
Xy

where,

M (X, y) : Transverse magnetization

g,X : Gradient magnetic field applied along x-direntio

9,y : Gradient magnetic field applied along y-direntio

Bj : Component of current based magnetic field palr&édl main magnetic field
T, : Duration of current pulse
t,t, : Duration of x and y gradients respectively

Phase accumulation generated by the current pksegoressed in equation (2.31).

@n = VB (X Y)T; (2.31)
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In the procedure, first MR signal is obtained with@urrent injection. Then, the
phase term of this signal is calculated. The samegss is also done for the case
which current is applied. Finally, difference beémethese two phase terms is
calculated and additive phase term is found. Uliegequation (2.31), magnetic flux

density caused by the applied current can be addain

The current density depending on calculated magktx density is found using

Ampere's law:

J =, Y(OxB) (2.32)

And conversely, magnetic flux density also can akewated using Biot-Savart law

shown in equation (2.33), if the current densistribution is known.

B= %w (2.33)
T r

In order to calculate one component of current gstribution, two components
of magnetic flux density distributions which aregendicular to the desired current

density component are required. This processustitited in Figure 2.4.

There are several approaches for MREIT reconstmuicBasically two methods are
used, these are J-based reconstruction algorithnas Exbased reconstruction
algorithms [L8], [19]. In this thesis, equipotential projection (EPRjogsithm, which
is aJ-based reconstruction algorithm, is used for retangson [20]. This method
requiresJ components and surface potential as input andsdgiwe conductivity as
the output.J andB values are calculated by the simulator after obtgi potential

distribution data from the forward solver.
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Phase images of the signals obtained by MRI systenphase wrapped. In other
words, since the phase scale is betweemand +t, the boundaries around these
values have the contrast aof.2This condition is shown in Figure 2.5. To elintma
this effect, an unwrapping algorithm is used in siystem. This algorithm detects
the difference of respective pixels, and if thefed#nce is 2+, whered>0, then
assigns this value t&. The comparison of wrapped and unwrapped imagedea

seen on Figure 2.5.

- -20

-10

-10

(@) (b)

Figure 2.5- An illustration of phase images befamnd after unwrapping. a) wrapped
MRI phase image b) unwrapped phase image.

2.3 Regional Image Reconstruction Using Optimum Cur  rents

In regional image reconstruction (RIR), field ofewi is divided into sub-regions
[13]. And in order to reconstruct the conductivity tdisution, optimum current
patterns are applied corresponding to each reghfter finding the conductivity
distributions for each region, these regions areget to gather complete field of

view.

24



Image contrast can be improved by increasing sySBiR or using high magnetic
field systems. On the other hand, it can also bgrared optimizing the current

injection patterns.
There are several principles for optimum currejedtion:

- current should be injected using opposite elecspde
- current should be injected by using small electspde
- opposite current injection electrodes should becqaaproviding the

current paths pass through the center of the inlgemaity of interest.

According to the statements above, RIR method edisted as follows:
1. Divide FOV into multiple regions,
2. Choose optimum injection pattern for each region,
3. Perform MREIT measurements using optimum curreotseéch region and
reconstruct the conductivity distribution of theesfied region,

4. Combine regional images to form the image of erR{Dy/.

lAl lA2

A3 A3

— —»
6=10 S/n =2 S/n

A4 A4
o=4 S/n

— —>

[ [ =

Figure 2.6 - Square model with two conductivitytpdsations. Current
patterns are shown with arrows numbered from AA4o0

25



Consider that the optimum current injection pritegpare applied to a model as
shown in Figure 2.6. Conductivity values of theantogeneities are 10, 4 and 2 S/m.
Current patterns from Al to A4 are used as showRigure 2.7 and each current

injection pattern is applied individually.
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Figure 2.7 - Current injection patterns and regiohSOV

In the previous study by H. Altunel, the errors émnventional reconstruction (CR)
and RIR are comparedd]. As a result, it is observed that, errors are/\wmilar for
noise-free case. However, when noise is added, Ri®vides more accurate
conductivity distributions, especially for inhomogdties in the object. The
advantage of this method is that, the reconstraten be achieved for a specified
region without propagation errors arising from othegions. This lowers the error
significantly, especially when noise is presentc8ithere is always an amount of
noise for realistic experiments, utilization of RIRrovides more accurate

conductivity images.

26



CHAPTER 3

MRI/ MREIT SIMULATOR

In this chapter, sub-sections of MRI / MREIT sintolaare investigated and
designing ideas are explained. These sub-seatambe named as:

- Forward problem solving

- MRI simulator development

- MREIT simulator development

- Application of optimum current injection patternadaregional image
reconstruction

- Graphical user interface design

Next, these parts are explained in details.

3.1 Forward Problem Solving

3.1.1 Idea and Implementation of Forward Problem So  Iving

As it is mentioned in chapter 2, in MREIT, magnédtiex density caused by the

applied currents is imaged. These currents araeppbking surface electrodes. To
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simulate this approach, it is necessary to caleula¢ potential field distribution in
the object depending on conductivity distributiom applied current first.

Figure 3.1 - An experimental phantom model shoveilegtrode localization and
current injection.

Forward problem solution of MREIT utilizes boundargnditions and previously
calculated conductivity distribution. Several etedes are placed around the surface
of the object. In the thesis, models are createith wight electrodes on model
surfaces. Two of the electrodes are placed folcarturrent injection pattern, two
are placed for horizontal current injection pattand remaining four electrodes are
placed for diagonal current injection patterns.f&we electrode localizations can be

seen on Figure 3.2.
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Figure 3.2 - Example simulation model showing stefaurrent injection electrodes

The equation, that is used to calculate the paedistribution inside the object, is
the boundary value problem (BVP) shown in equati).

0 J on positive current electroc
Ja— =<-J on negative current electro
n
0 elsewhere

where,

o} : Conductivity,

) : Potential,

n : Outward unit vector on boundary.

(3.1)

The relation between conductivity and potentiasgollows:

OQoOd) =0 in Q
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where,

Q : Volume of the object.

The problem stated in equation (3.2) is solved gifiimte element method (FEM).

Potential is solved on about 3000 nodes for an @r@gl600 pixels. However this
value can change according to some requirementselgaif the boundaries inside
the object are complex or long, then mesh sizesedse and conversely solution
node number increases. In addition to that, olgest also affects the number of

solution nodes.
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Figure 3.3 - General view of the mesh mode for sepgacle model.

In the next step after solving potential distribati X and y components of current
density distribution is calculated using the equai (3.3) and (3.4) where z

component of the current density distribution isuelsed to be zero.

0P (X, y)

3y (X y)=-0(x,y) o

(3.3)
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Jy(xy)=-o(xy)

0P(X, y)
oy (3.4)

Using the equations above, current density distiobs are obtained. However, it is
required to go one step further and find magnétix fdensity distributions in each
direction. Although calculating onl, is enough when dealing with the magnetic
flux density image, it is necessary to calculBfend B, components as well to be
used in reconstruction algorithms for conductivityaging. As it is explained in
section 2.2, magnetic flux density distributions dee calculated using Biot-Savart
law (shown in equation 2.33). Now, there exist xang z components of magnetic

flux density generated by injected currents.

All calculations and results those have been obthtill now are for noise-free case.
But experimental environments include a noise leVel take it into account for

simulator, user can add noise to magnetic flux idgkata at a desired level to get
more realistic results. The resultant magnetic flexsity is given into simulator as

additive magnetic flux density caused by currejgation.

3.1.2 Forward Problem Solving Part on User Interfac e
The inputs of forward problem solver of the simatadre as follows:

- Model type,

- Image size,

- Injected currents on each electrode (Electrodekctiide2 , ... ,
Electrode8),

- Conductivity values of the inhomogenetities,

- Special geometry descriptions for some models (asaap length),

- Save directory for saving generated current demssstyibution,

- Noise level

The functions of these inputs will be explainedi@tails in section 3.5.
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Figure 3.4 - Block diagram showing the steps ofveod problem solution.

3.2 MRI Simulator Development

The old version of the MRI simulator is designedbbyArpinar and H. Yigitler as a
part of their thesis1ll], [12]. In this study, the simulator is developed for IR
applications including various models, and contbthe system is generalized for
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public use. In this part, the developments and dbeeralization facts will be
expressed.

For simulation, first of all, the model geometriesist be chosen. According the
geometry of the model, spin densities, longitudimelaxation and transverse
relaxation intervals of inhomogeneities are defir@dmpleting these inputs, all the

required parameters about the object are known.
The model geometries available in the simulator are

- Square-circle model
- Diagonal squares model
- Impulsive squares model

- Shepp-Logan model

These models will be discussed in details in se@i6.

Models are formed of different inhomogeneities agach inhomogeneity has
independent MR parameters. The MR parameters ohtiuels used in the simulator

are listed below:

- Longitudinal relaxation timeTg)
- Transverse relaxation timé&

- Spin densityA)
As shown in equation (2.29), these values direatftigct the MR signal.

There exist text boxes corresponding to each pasanen the user interface.
Exceptionally, since there are 10 inhomogeneityoregyin Shepp-Logan phantom,
and there are three parameters defined for eaabnragmay cause a crowded scene
on the screen. To overcome this issue, Shepp-Lpgeameters are loaded from a
previously saved matrix. In addition to that, constion of this matrix can be

realized and saved as a file using another tabeo§imulator.
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Next inputs required for simulation are the pulsguence parameters. Before
expressing the process, listing the inputs of pséxpiences will be more illustrative.

Thus, the inputs are given below:

- Model type

- Image size

- Step number in the read-direction

- Step number in the phase-direction
- Main magnetic field strength

- RF transmitter magnetic field strength
- RF receiver magnetic field ratio

- TR

- TE

- Maximum gradient strength

- Data file save directory

- Number of averages

- System noise

- Current (on/off)

Field of view (FOV) is one of the most crucial cepts in MRI. It is important to
note that, in the MRI simulator, field of view istd0 cover exact boundaries of the
object. This satisfies equation (2.22). Thus, amsas the object is chosen, FOV is
also defined. After that, using the equations (Ra&%d (2.26), step sizes on k-space
are calculated. In a classical MRI approach, FO¥dpisted using gradient fields.
However, if the aim is to cover whole object, tltpuatment of gradients according
to desired FOV will be more appropriat#?]. Therefore, the gradient fields and
durations are calculated according to the objex and FOV. For the inverse case,
gradient fields can be obtained using equation3{2.5ince maximum gradient
strength, FOV boundarieslr and Tg are already knownl, and T.q can be
calculated using equation (2.23) and (2.24).
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The outputs of the MRI part are magnitude image pinalse image in the spatial
domain, magnitude image, phase image, real imagemaginary image in the k-

space. These can be selected to be imaged on temdion window.

3.3 MREIT Simulator Development

The theory of MREIT is explained in section 2.2.cAding to the stated procedure,
a resultant magnetic flux density distribution eaiby current injection is calculated
and this magnetic field is added on main magnegicl.f The process done in the

simulator is basically the same.

In the first section of this chapter, the methods forward problem solving are
expressed. The aim of forward problem solving ifind the magnetic flux density.
The thing here done is to take the solution from fidbrward problem solver part of

the simulator and add it to the main magnetic tersity.

B =B, +B, (3.5)
where,
B, :Main magnetic flux density
Bj : Magnetic flux density caused by applied currents
B : Resultant magnetic flux density

Then, two MRI data are obtained usiBgand B, . The difference of phase images

for these two data involves magnetic flux dengitfpimation caused by the injected
currents as shown in the equation (2.30) and (2@3jation of current injectionl()

is entered by the user using the interface. Th&efbj is calculated easily.
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As mentioned in section 2.2, there are basically approaches for conductivity
reconstruction in MREIT. These are B-based algorghndJ-based algorithmd-
based algorithms directly utilize each component magnetic flux density

measurementsB(, By andB,) in order to reconstruct conductivitgd]. However,
since only z-component oB can be measured by an MRI system, it is neces$sary

rotate object to obtain x and y components@ofT his rotation is also available in the
MREIT part of the simulator, in other words eacimponent is calculated. J-based
algorithms utilize current density distributionso &chieve this, each component of

current density X,J,,J;) is calculated using magnetic flux density measmets.

Equation (2.32) shows the way to fiﬁhusingg. Writing this equation for each

parameter, equations below are obtained:

J :i E—ﬁ
oy oz
J :i an_E (36)
oo\ oz ox '
J :i ﬁ-@
© o\ Ox  dy

As it can be seen on equation (3.6), derivativeB afomponents are required to find

J values. In the simulator, each component Dbfis calculated using these

derivatives. The process can be seen in Figurel@atly.

3.4 Image Reconstruction

3.4.1 Conventional Image Reconstruction

It is expressed that, there are several algorithdeveloped for MREIT

reconstruction. Since all components of magnetix fliensity are known and the
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derivatives are calculated, the required paramdtrany MREIT reconstruction
algorithm can be assumed as prepared.

In this study, EPP algorithm is chosen as the r&ttoction algorithm Z0].
The inputs of the algorithm are:

- x component of current density distributiak(x,y)),
-y component of current density distributiak(X.y)),
- Potential distribution®(x.y)).

Although the potential distribution covering whalject is inserted, only the surface

potential values are used.

EPP algorithm can be utilized applying either ongrent injection pattern or
multiple current injection patterns. If more thameccurrent injection pattern is used,
the conductivity distribution is reconstructed &ach pattern individually, and then
final conductivity is found by averaging these digitions.

3.4.2 Regional Image Reconstruction

In the theory section, an explanation of the ided principles of regional image
reconstruction is given. Now, the application agtapproach in the simulator will be

expressed in details.

In this study, the reconstruction algorithm used flois approach is also EPP
algorithm. The idea of reconstruction techniqualisost the same with conventional
image reconstruction. The difference is that, thgeat is divided into several sub-
regions, and appropriate current injection patteares applied to reconstruct each
region. Finally, these regions are combined togetra the complete image is

obtained.

For any MREIT application for this simulator, usean apply currents in any
electrode shown in Figure 3.2. Hence, the currattems can be selected by the user

easily. The data which is acquired after each otiirgection pattern must be saved
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before starting a new one. That is because thenséwmtion algorithm needs the
data to select the region to be reconstructed.

In the previous studies, object is divided intorfeub-regions for a square model
[13]. Different from those, square models are dividethb nine sub-regions. The
reason lays behind is to provide similarity of &lede configuration with the models
designed for conventional MREIT applications. Fary asquare model in the
simulator, the current injection patterns are showirigure 3.5. V1, V2 and V3
represent vertical patterns; H1, H2 and H3 reptelsenzontal patterns; and D1 and

D2 represent diagonal current injection patterns.

D1 V1 V2 V3 D2

H1

I
N
Py,
N
A
al
A
(e)]
I
N

Py)
©

H3 H3

D2 V1 V2 V3 D1

Figure 3.5 - Current injection patterns and reglossions for regional image
reconstruction

The table showing the current injection patternghwespect to the reconstructed

regions is given below.
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Table 3.1 - Injection patterns utilized for each-seagions.

Region Utilized Current Injection Patterns
Region 1 (R1) V1 H1 D1 -
Region 2 (R2) V2 H1l - -
Region 3 (R3) V3 H1l D2 -
Region 4 (R4) V1 H2 - -
Region 5 (R5) V2 H2 D1 D2
Region 6 (R6) V3 H2 - -
Region 7 (R7) V1 H3 D2 -
Region 8 (R8) V2 H3 - -
Region 9 (R9) V3 H3 D1 -

In the procedure of RIR, reconstruction is done Midrole object utilizing each
current injection pattern as shown above. Eachorégiconductivity is calculated

averaging the two corresponding patterns.

Another model type that can be used in regionansttuction algorithm is Shepp-
Logan phantom. Since Shepp-Logan is an elliptiteinbom, regional division and

current injection patterns are different from sguanodels.

Shepp-Logan phantom used in the simulator and timeerat injection patterns is
given on Figure 3.6. Since the outer boundary ef dbject is square shaped, the
current is carried towards the Shepp-Logan phariigroreated current paths (white
paths on Figure 3.6). The conductivity valueshafse regions are assigned as the
conductivity value of the outer region of Shepp-anghantom. On the other hand,
the black regions, which are not desired to be gotide, have zero conductivity.

Hence, current cannot pass through these regions.
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Figure 3.6 - Current injection and sink electrotBcpments for each current
injection pattern.

Similar with the square model case, this model khbe divided into sub-regions.

Below, on Figure 3.7, there is an illustration siraphow the regions are separated.

Table 3.2 states the utilized current injectiortgrats with respect to the sub- regions
of FOV. These patterns are chosen in order to marithe image contrast.
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Figure 3.7 - The regions of FOV for RIR using Shéjmgan phantom.

Table 3.2 - Sub-regions of Shepp-Logan phantomcanesponding current
injection patterns utilized for each region.

Current Regions of the Phantom

Patterns RL R2 R3 R4 R5 R6 R7 R8 R9
Al v N N
A2 Voo Voo J
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The results obtained using the given model wildlseussed in the results section.

3.5 User Interface Design Using LabVIEW

3.5.1 Introduction to LabVIEW

LabVIEW is the abbreviation stands foaboratoryVirtual I nstrumentEngineering

Workbench. It is one of the leading tools for acupgiy analyzing and visualizing
data. LabVIEW is an open environment interfacinghvany kind of measurement
hardware. It includes more than 450 built in fuocs specifically designed for data
acquisition, signal processing and measurementysisalLabVIEW also provides
tools for user interface design, web publishingftveare connection, data
management and visualization. The software suitlempnted for METU MRI

system involves the abilities mentioned abdlje [

LabVIEW is a graphical programming environment camny the abilities of

conventional programming languages with a rapidettigsment environment. While
designing software on LabVIEW, icons are used foncfion representations.
Therefore, the complexity of software code syntad #he required time decrease
whereas the productivity increases. Each virtuatrimment (VI), namely each

program in LabVIEW, has two main parts called frpahel and the block diagram.

The front panel is the visual part of the interfdoeother words it is the window that
the user faces. This window contains controls,caidirs, text boxes, plotting figures,

tables, etc.

The block diagram is the software in graphical giesEvery item on front panel has
a corresponding icon on block diagram. All of thems on the front panel are
controlled by these icons on block diagram. By mgrihe icons and changing the

variables appropriately, programs are designed.
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LabVIEW is a dataflow programming language. Usits tdataflow structure,
differently from text-based languages, it can execuultiple operations in parallel

and synchrony.

Since this thesis includes only software desigg,cand of National Instruments (NI)

is not utilized and controlled.

3.5.2 LabVIEW Part of the MRI/MREIT Simulator

3.5.2.1 Data Acquisition Panel

MRI/MREIT simulator is controlled by an interfaceherefore, all of the necessary
inputs for executing the simulator are enteredr@nftont panel. In this section, the
recently added parts of this interface correspandindifferent affairs are going to
be explained. But first, the general view of theeyous version of the data
acquisition part (designed by M. Ozsut) is showroider to notice the additional

parts.
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Figure 3.8 - Screenshot of the data acquisitiontfpanel while spin echo pulse
sequence is being applied.

In Figure 3.8, general view of the previous versi®rshown. The new sections on
data acquisition window are added on the tab winddwneh is seen right bottom part

of Figure 3.9.
The new tabs can be listed as follows:

* Acquisition Parameters
*+ Model Parameters
* Create Current Distribution

* Create Shepp-Logan Phantom
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Figure 3.9 - New vision of the data acquisition e after the additional parts

"Acquisition Parameters" tab is not newly designadt, several new input boxes for

simulator are added on this tab.
These inputs and their functions are expressedwbelo

Image SizePixel number of a square image in one direction,

- B0 Main Magnetic FieldThe value of the main magnetic field,

- RE Transmitter Magnetic FieldThe magnetic field strength of the RF

transmitter,

- RF Receiver Magnetic Field Ratiofhe strength ratio between the RF

transmitter and the receiver,

- Load Parent Folder/New Folder NamBetermine the path to save the

simulation directory,
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- Gmax :Maximum gradient strength,

- Add Noise/SNRThe noise level in the system.

Figure 3.10 - "Acquisition Parameters" tab.

In addition to those above, following inputs theg ased in METU-MRI system are
also combined with the simulator:

- TR,

- TE,

Image Size Read Direction (as frequency encoslieg number),

Image Size Phase Direction ( as phase encodapgsimber).

"Model Parameters" tab includes the inputs to eréla¢ object to be imaged in the

simulator. The inputs are as follows:
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- Model Type:The type of the model,

- T1, T2 and spin density valuddR parameters of each inhomogeneity,

- Load Shepp-Logan Phantor@nly visible if Shepp-Logan model is chosen

and loads the file including the MR parametersShepp Logan phantom,

- Current: The button to turn on or off the current. If tharrent is turned on,

following inputs become active.

» Browse Current DensityPath loader that is used to load the file

including pre-created current density distributionthe model,

» Current DurationThe total amount of time that the current is agahli

» B componentThe button to select the B component which is e@nt
to add to the main magnetic field.

% D\ Tezr\Model denemeleri\Current =

Figure 3.11 - "Model Parameters" tab.

"Create Current Distribution” tab is designed irdear to obtain current density
distribution and magnetic flux density componentsrjecting current to a specified

model.
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The inputs of this part are:

- Current Model:Current injected model is chosen,

- Image SizeThe size of the object in pixels,

- Conductivity valuesConductivity of each inhomogeneity,

- Current valuesAmplitude of currents injected on each electrode,

- Square Gap NumbédAvailable only for impulsive square model): Thiegd
number between two impulsive squares,

- Save ModelFile path to save the created model,

- Load Shepp - Logan Conductivity Vect@onductivity values of the Shepp-

Logan phantom,

- Add Noise/SNRNOoise level of the current injection system.

Figure 3.12 - "Create Current Distribution" tab.
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The next tab is "Create Shepp-Logan Phantom". @ntab T1, T2, spin density and
conductivity values of each section are determifedShepp-Logan phantom. This
tab is seen as matrix structure. The inputs are:

- T1, T2, spin density and conductivity values ofteaection,
- Save MR parameters: Create a file to save the MBpeters of the model,

- Save Cond. Parameters: Create a file to save tiductvity parameters.

Figure 3.13 - "Create Shepp - Logan Phantom" tab.

3.5.2.2 Image Reconstruction Panel

Image reconstruction panel is the window where iptesly acquired data are imaged
and processed. Same as the data acquisition pheeldditions are made on the tab
window of this panel as well. To compare with thewnone, the old version of the

program is shown in Figure 3.14.
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Figure 3.14 - Old version of the image reconstarcpanel.

The new tabs designed for the simulator are dswel
* B Component Reconstruction
* Reconstruct B and J

* Reconstruct Conductivity

Optimum Currents
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Figure 3.15 - New version of the image reconstarcpanel.

"B Component Reconstruction” tab is used for sdvpuaposes. One of them is
reconstructing the MR data and imaging parametietiseosignal. In addition to that
one can unwrap a wrapped phase image on this t@tsem it. In the end, the B
component is obtained by loading the data withaitlkdout injected currents.

The inputs of this tab are listed below:

- Load Data Folde(for reconstruction): Loads the folder containegpuired

data to be reconstructed,
- Show:Parameter to be imaged is chosen,
- Colormap (available in each part of the tab) : The colorntagmage the

reconstructed signal is chosen,
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- Show Colorbar(available in each part of the tab): Shows theortalr if

activated,

- Load Data Foldeffor unwrap) : Loads the folder containing acqdidata to

be unwrapped,

- Load Data With Current Loads the data folder which includes the signal

acquired by injecting current,

- Load Data Without Currentl:-oads the data folder which includes the signal

acquired without injecting current.

Figure 3.16 - "Simulator B Comp. Reconstructiord. ta
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The next tab on this panel is "Reconstruct B andlid"this section x, y and z

components ofB and J are obtained. To achieve this, MREIT data for each
component must be collected. In other words, cceBieB, andB, images must be
given to simulator as magnetic flux density digitibn caused by injected currents,

and phase images must be obtained before. Wheaouthent-free phase image is

subtracted from phase images, each componeﬁt cdin be calculated.

The inputs of this tab are:

Load Data With Current For Bx:oads the folder includingx distribution

as the additive magnetic field,

- Load Data With Current For By:oads the folder includin®y distribution

as the additive magnetic field,

- Load Data With Current For Bz:oads the folder includingz distribution

as the additive magnetic field,

- Load Data Without Currentl.oads the folder including current free data,

- Save B and JSaves reconstructed componentsﬁ)fand J and the

derivatives of B with respect to each component to be used in wario

reconstruction algorithms in the future,

- Load B and J Filestoads the previously calculated and sa@and J

parameters. In this part each parameter can bershrowesired colormap

and with colorbar.
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Figure 3.17 - "Reconstruct B and J" tab.

In "Reconstruct Conductivity (EPP)" tab, necessemyuts (y, J, and potential

distribution) for EPP algorithm are loaded. EPPoedthm can be run by using
different current patterns such as horizontal,ig@ror diagonal. In this part, user is
allowed to load at most four different current pais to reconstruct conductivity.

The inputs to achieve these are:

- Load File For Jx, Jy, Potential 1loadsJ,, Jy and potential distribution
obtained by "Reconstruct B and J" tab for the fitgtrent injection pattern,
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Load File For Jx, Jy, Potential 2LpbadsJ,, J, and potential distribution

obtained by "Reconstruct B and J" tab for the sdcoarrent injection

pattern,

Load File For Jx, Jy, Potential 3LoadsJ, J, and potential distribution

obtained by "Reconstruct B and J" tab for the tbirdrent injection pattern,

Load File For Jx, Jy, Potential 4LoadsJ, J, and potential distribution

obtained by "Reconstruct B and J" tab for the fowrirrent injection pattern,

Save Reconstructed Conductivit$saves the conductivity distribution that is

reconstructed in this tab.

b D\ Tez\MRSinulatorvd 03\ InputData\simulateData\B_) 10_pot.mat

st
B
=
R

% D\ Tez\MRSimulatory4,03\InputData\simulateData)

Figure 3.18 - "Reconstruct Conductivity (EPP)" tab.
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"Optimum Currents" is the tab where the regionalBlfRreconstruction is realized.
The model parameters are inserted by the user @haase applies proper current
injections for the model and reconstructs conditgtidistribution using regional

reconstruction approach.
The inputs of "Optimum Currents" tab are listed ardressed below:

- Model : Model type to be reconstructed,

- Image SizePixel number of a square image in one direction,

- Conductivity ValuesConductivity of each inhomogeneity,

- Add Noise/SNRNoise level of the system.

- Simulation Type: determines simulation type. If "direct" is chosen,

conductivity is reconstructed using only currenformation obtained in
forward solver part. If "MREIT" is chosen, condwity is reconstructed

using MREIT procedure,
- Colormap: The colormap to image the reconstructed signahosen,

- Show Colorbar Shows the colorbar if activated,

- Save Conductivity DistributionSaves the obtained conductivity distribution

to afile,

- Load Shepp -Logan Conductivity:-oads the conductivity information of

Shepp-Logan model if the model is chosen as Shepaui.

56



Figure 3.19 - "Optimum Currents" tab.

3.6 Models Designed For the Simulator

3.6.1 Square - Circle Model

Square - circle model is composed of two inhomogeseinside a background.
These are a square above and a circle below tleresqlhe shape of the model can
be seen on Figure 3.20.
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Figure 3.20 - Square -circle model.

Conductivity, T, T> and spin density of each inhomogeneity is assidpyetthe user.
The length of all sides at the outer region is 9 drhis value is chosen to be

consistent with the previous studies.

Each edge of the square inside the background hlagth of 3.15 cm. Circle has a
diameter of 3.15 cm. The centers of both squarecacte are in the same vertical

line which is passing through the center of the ehod

3.6.2 Diagonal Squares Model

Diagonal squares model includes diagonally pladed small squares. Each square
has an edge length of 0.45 cm. The distance betwegisequential squares is 0.45
cm along both horizontal and vertical axis. The glasl shown on Figure 3.21.
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Figure 3.21 - Diagonal squares model

The conductivity, T, T, and spin density values of all squares are thees&ach
parameter of the squares and the background igneskby the user. In order to use
this model, image size should be at least 40x48lpiXOtherwise the geometry of the

squares is distorted.

3.6.3 Impulsive Squares Model

Impulsive squares model is used to observe theubofghe system for an impulsive
inhomogeneity. The inhomogeneity is composed ofkgamind and two squares
having a size of 0.225x0.225 cm. These symmetyicplaced squares can be
separated from each other in horizontal axis adegr the user assignment.

This model can be seen on Figure 3.22.
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Figure 3.22 - Impulsive squares model.

The difference between the squares is in termgjoére size. User can select gap

length starting from 1 to 37 squares.

3.6.4 Shepp - Logan Model

The Shepp - Logan phantom is also included in thmulator. Although Shepp -
Logan phantom is widely used in tomographic imagitige parameters can be
adjusted suitably for MRl and MREIT simulations.ffBrent from the previous
models, Shepp- Logan is an elliptic phantom. Indineulator, current is carried from
the electrodes on the image boundary to the Shepgan model using current
canals as shown in Figure 3.22. These canals havsame conductivity value with

the first (outer) region of the model.

Shepp - Logan has ten regions in itself. Each hasindependent value of

conductivity, T, T, and spin density. User assigns the parameterschf region.
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Figure 3.23 - Shepp-Logan model.

Conductivity value and MR parameters of a Sheppabnognodel are saved as
matrices in different files. These data can be dédadn the user window when
needed. Region division of Shepp-Logan is as showhRigure 3.23, the matrix
including the MR parameters has the size of 10xBtha conductivity vector has the

size of 10x1.

Conductivity value of each region is the summatidrthe previous regions lying
below that region. For example, if the user asstgpsconductivity vector as shown

in equation (3.7), then the region values are caottd as shown in Table 3.3.
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[ 0.06 |
0.12
0.05
0.05

_1-0.05

c= 0.05 (3.7)

0.05

0.05

0.1

| -0.05]

Table 3.3 - Conductivity values created using twedeictivity vector shown in
equation (3.7)

R1 R2 R3 R4 R5 R6 R7 R8 R9 R10

o(S/m) 006 018 023 023 013 023 023 023 0.28.13

3.6.5 Electrode Configurations of the Models

There are eight electrodes on the surface of eamtteinTwo of them are on the
vertical edges, two are on horizontal edges anair@ng four electrodes are on the
corners. The configuration of the electrodes iswshan Figure 3.24. Any current

density value can be assigned by the user to atheeé electrodes.
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Figure 3.24 - Electrode configuration with theinmes and sizes.
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CHAPTER 4

RESULTS

4.1 Forward Problem Solution Results

In this section, the results obtained while solvihg forward problem of MREIT
will be given. First, all of the models will be mtuced and then the results acquired
using these models will be shown.

4.1.1 Models Created by the Simulator

The four models expressed in chapter 3 are gemetehe simulator having the
sizes of 40-by-40. The results are obtained usirgd models.

As explained in chapter 3, conductivityy, TT, and spin density values of each

inhomogeneity can be assigned by the user indepégde

The four models which are used in the simulatorgaren in Figure 4.1.
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() (d)

Figure 4.1 - Models used in the simulator. (a) $3guaircle model, (b) diagonal
squares model, (c) impulsive squares model, (dpthegan model.

4.1.2 Potential, Current Density and Magnetic Flux  Density Results

Potential distribution of an object is extractednfra forward solver in the same size
with the object, and the current density componanéscalculated using equations
(3.3) and (3.4). After obtaining current densitmponents, magnetic flux density
distributions are found using Biot-Savart law asoweh in equation (2.33).

Conversely, the current density distributions aakewdated by using the derivatives
of magnetic flux density in equation (2.32). Comgam of current density

distribution calculated using equations (3.3), Y&aAd (2.33) shows the accuracy of

forward problem solution part.
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The results of forward problem solutions for squellipse model and noise free case
are given in this section.

Potential distribution and current density disttibn for square circle model are
shown in, where the conductivity of background.® 8/m, conductivity of square is
0.1 S/m, and conductivity of circle is 0.4 S/m. Tresults are obtained using
horizontal current injection pattern with the arypdie of 20mA.

(€) (d)

Figure 4.2 -Conductivity, potential and current signdistributions of square circle
model for 20mA current injection in horizontal asisd noise free case (a)
conductivity distribution (S/m), (b) potential digtution (V), (c) x-component of J

(3 (A/m?), (d) y-component of Jf) (A/m?).

As it is shown on Figure 4.2, potential and curgnsity distributions are calculated
as expected.
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Using the current density distributions on Figure€,4magnetic flux density
distributions are calculated using equation 2.33% Tesults of the calculations are

shown in Figure 4.3.

x 10™°

() (b)

(c)

Figure 4.3 - X, y, z components of the magnetig density distribution for square
circle model and noise free case.BafT), (b) By (T), (c) B, (T).

Derivatives of magnetic flux density componentshwigspect to their orthogonal

directions are calculated for square ellipse madelgiven in Figure 4.5.
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Figure 4.4 - Derivatives of B components showniguFe 4.3 with respect to their
orthogonal directions for square circle model aoid@ free case. (aB,/dy, (T/m),
(b) dB,/d, (T/m), (c) dB,/dy (T/m), (d) dB,/d,(T/m), (e)dB//dy (T/m), (f) dB,/d, (T/m).

(d)
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(@)
(€)
(e)

Figure 4.5 - Comparison of J components for squacée model obtained using
equation (3.3), (3.4) and (3.6) for noise free cémgl, (A/m?) distribution obtained
by using equation (3.3), () (A/m?) distribution obtained by using equation (3.6),
() Jy (A/m?) distribution obtained by using equation (3.4),\Ld(A/m2) distribution
obtained by using equation (3.6), §eYA/m?) distribution which is equal to zero, (f)

J; (A/m?) distribution obtained by using equation (3.6).

(b)
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Jy, Jy andJ, can also be obtained using the derivatives shawhigure 4.4. This
inverse way indicates the accuracy of the calamatAs it is shown on Figure 4.5,
the difference between J components calculatedyusguation (3.3) and equation
(3.6) is perceptually low. The errors &fandJ, using equation (3.6) are 6.31% and
2.16% respectively.

These results show that the forward problem salutgpves accurate results.
Magnetic flux density distributions and current sién distributions are obtained

correctly to be used in the simulator.

4.2 Magnetic Resonance Imaging Results

In this section the results taken by the MRI pdrthe simulator will be given. The
results will be shown using square circle model.v@lues of square, circle and
background are 1 s,,values of square, circle and background are GaBdsspin
density values of square, circle and backgroundatd and 0.5.dis chosen as 5 s
and Tz is chosen as 5 ms. Thus, the reconstructed immagxpected to be spin
density weighted. Phase encoding and frequencydamgds made by 40 steps.
Magnetic field strength is assigned as 0.15 T.

Spin density distribution of the model is showrFigure 4.6.

+40.9

10.8

10.7

0.4

Figure 4.6 - Spin density distribution for squairele model (S/m).
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Magnitude and phase images of acquired and recmtestt data are shown in Figure
4.7.

(©) (d)

Figure 4.7 - Magnitude and phase images of acqlkigohce data and reconstructed
data for the model given in Figure 4.6. (a) Magiétumage of k-space data
(cycles/m), (b) phase image of k-space data (fapijnagnitude image of the

reconstructed data, (d) unwrapped phase imagesaktionstructed image (rad).

The results are obtained as expected. Accurachageimage is crucial for MREIT.

The results for MREIT application are shown in &etd.3.
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4.3 Magnetic Resonance Electrical Impedance Tomogra phy

Results

Magnetic resonance electrical impedance tomograghizes difference of MRI
phase images with and without current injectiorali®g this difference with gyro
magnetic constant and current injection duratiovegithe magnetic flux density

component as shown in equation (2.31).

The effect of current is realized in the simuldigradding the magnetic flux density
obtained in forward problem solution part to theiranagnetic flux density. First
data is acquired for constant main magnetic fluxsitg component and the second
one is acquired with additional magnetic flux densi

Unwrapped phase images obtained with and withourentiinjection for the model
shown in Figure 4.6 are given in

Figure 4.8.

() (b)

Figure 4.8 - Phase images for model in Figure #t@ined using and without using
20 mA horizontal current injection. (a) Phase imBayecurrent-free case, (b) phase
image with current application.
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The magnetic flux density for current injection, ielhis given to MREIT simulator
as input, and resultant magnetic flux density distion which is obtained by

subtracting phase images, are given in Figure®h@.percentage error is calculated
as 0.80 %.

X 10° X 10

L ! L I
N I o foe]

o
B .
o & A L © N B O ®

-10

(@) (b)

Figure 4.9 - Magnetic flux density obtained by fardl solver and obtained by
subtracting and scaling phase images with and witborrent. (a) Magnetic flux
density (T) which is given as input to MREIT simialig (b) magnetic flux density

(T) taken as output of the MREIT simulator.

In the MREIT part of the simulator, all magneticXldensity and current density
components and potential distribution can be sdwedhe user. Components of
magnetic flux density are obtained as expresseadl,carrent density information is
calculated using equation (3.6). Resultant magriebcdensity and current density
information is prepared for various reconstructiagorithms. EPP algorithm is
embedded into simulator.
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4.4 MREIT Reconstruction Results

In this part of the simulator, EPP algorithm is dis&his algorithm utilizes the
potential distribution, x and y components of caotrdensity. The inputs for noise
free case are given in Figure 4.10.

(b) (©

Figure 4.10 - Potential, andJy distributions given into reconstruction part o th
simulator as input for horizontal current injectioaving the amplitude of 20mA. (a)
Potential distribution (V), (bJ, distribution (A/nf), (c), Jy distribution (A/nf).

The comparison of true conductivity and obtaineddeactivity is shown in Figure
4.11
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10.35 10.35

10.3 40.3

(@) (b)

Figure 4.11 - True conductivity and reconstructedduictivity using EPP algorithm
for horizontal current injection pattern. (a) Trm@nductivity (S/m), (b) reconstructed
conductivity (S/m) using EPP algorithm.

Conductivities obtained by EPP algorithm for SNR&@ SNR 13 are shown in
Figure 4.12.

10.45

0.6
10.4

10.35 +10.5

(a) (b)

Figure 4.12 - Reconstruction results obtained ukorggzontal current injection
pattern for SNR 30 and SNR 13. (a) Conductivityrihsition (S/m) for SNR 30, (b)
conductivity distribution for SNR 13 (S/m).
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The results for square circle model with differeatrent injection patterns for noise
free case are given in Figure 4.13.

0.4

+40.35 +40.35

10.3 0.3

(b)

10.35 10.35

103 10.3

(©) (d)

Figure 4.13 - Reconstructed conductivity resultsvérious current injection patterns
having the amplitude of 20mA and for noise freeecéa) Reconstructed
conductivity (S/m) distribution for horizontal cemnt injection pattern, (b)
reconstructed conductivity (S/m) distribution fartical current injection pattern, (c)
reconstructed conductivity (S/m) distribution foagonal (from top-left to bottom-
right) current injection pattern, (d) reconstructeshductivity (S/m) distribution for
diagonal (from top-right to bottom-left) currenjention pattern.
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4.5 Regional Magnetic Resonance Electrical Impedanc e

Tomography Reconstruction

As explained in section 3.4.2, regional reconstoucis the approach that divides the
field of view into sub-regions and utilizes the remt injection patterns maximizing
the accuracy of each region.

The current injection patterns for square mode&lua regional reconstruction are
given in Figure 3.5. The results obtained by tmeusator for each current injection
pattern are given in Figure 4.14, where the condties of square, circle and
background are 0.1 S/m, 0.4 S/m, and 0.2 S/m raéspBc

(@) (b)

(c) (d)

0.4 104

0.35 +40.35

0.4

40.35

-10.3
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10.35

40.3

(9) (h)

Figure 4.14 - Conductivity distributions for reg@MREIT reconstruction part
obtained by applying individual current patternewh in Figure 3.5, where
conductivities of square, circle and background®ateS/m, 0.4 S/m, and 0.2 S/m
respectively. (a) Reconstructed conductivity digttion (S/m) for Vertical 1 (V1)
current pattern, (b) reconstructed conductivityribsition (S/m) for Horizontal 1
(H1) current pattern, (c) reconstructed condugtidistribution (S/m) for Vertical 2
(V2) current pattern, (d) reconstructed condugtidistribution (S/m) for Horizontal
2 (H2) current pattern, (e) reconstructed condigtistribution (S/m) for Vertical
3 (V3) current pattern, (f) reconstructed conduttidistribution (S/m) for
Horizontal 3 (H3) current pattern, (g) reconstrdatenductivity distribution (S/m)
for Diagonal 1 (D1) current pattern, (h) reconstedcconductivity distribution (S/m)
for Diagonal 2 (D2) current pattern.

As it can be seen on Figure 4.14, if the curressig through a region is weak, the
reconstruction for that region becomes inaccurébe distortions on reconstructed
images can be clearly seen on Figure 4.14 (ajrd)(e). The regions further from
electrodes are highly distorted. In addition to tthaomparing (b) and (f)
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perceptually, it can be said that, if the conduttiof the further region is high, it is

much more affected from distortions.
In regional reconstruction algorithms these defdrona are tried to be minimized.

Conductivity distribution obtained by using regibhWdREIT reconstruction for the

current patterns and model shown in Figure 4.1iven in Figure 4.15.

40.35

40.3

0.1

Figure 4.15 - Conductivity distribution obtained t@agional MREIT reconstruction
where conductivities of square, circle and backgdoare 0.1 S/m, 0.4 S/m, and 0.2
S/m respectively.

Error comparison of conventional MREIT current pats and regional MREIT
reconstruction current patterns for square cirabeleh shown in Figure 4.6 are given
in Table 2.1. For multiple current injections, #nerage of individual reconstructed

conductivities for given patterns is used.
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Table 4.1 - Reconstruction errors calculated usargous current injection pattern
combinations shown in Figure 3.5 for square cinctalel and noise-free case.

Current Injection Overall Square Circle Background
Pattern

H2 7.36 % 10.59 % 7.08 % 7.34 %
V2 7.39 % 7.97 % 8.03 % 6.97 %
D1 8.02 % 8.93 % 9.61 % 6.91 %
D2 8.03 % 8.93 % 9.59 % 6.90 %
H2, V2 6.87 % 8.70 % 7.12% 6.62 %
D1, D2 7.57 % 8.80 % 9.05 % 6.51 %
H2,V2,D1 6.95 % 8.65 % 7.72 % 6.39 %
H2, V2, D2 6.96 % 8.65 % 7.70 % 6.40 %
H2, V2, D1, D2 6.99 % 8.64 % 7.94 % 6.30 %
Regional Recons. 7.06 % 8.15 % 8.02 % 6.39 %

Table 4.2 - Reconstruction errors calculated usargous current injection pattern
combinations shown in Figure 3.5 for square cinstlel and SNR 30.

Current Injection Overall Square Circle Background
Pattern

H2 10.33 % 11.72 % 10.53 % 10.14 %
V2 8.83 % 8.65 % 8.99 % 8.75 %
D1 8.33% 9.24 % 9.92 % 721 %
D2 8.23 % 9.12 % 9.74 % 7.18 %
H2, V2 8.10 % 9.28 % 8.50 % 7.81 %
D1, D2 7.65 % 8.96 % 9.05 % 6.65 %
H2,V2,D1 7.49 % 9.01 % 8.37 % 6.85 %
H2, V2, D2 7.51 % 8.97 % 8.27 % 6.92 %
H2, V2, D1, D2 7.26 % 8.88 % 8.26 % 6.54 %
Regional Recons. 7.22 % 8.31% 8.29 % 6.48 %

Table 4.3 - Reconstruction errors calculated usargous current injection pattern
combinations shown in Figure 3.5 for square cinstelel and SNR 13.

Current Injection Overall Square Circle Background
Pattern

H2 20.14 % 17.21 % 21.31 % 19.57 %

V2 23.92 % 11.98 % 11.20 % 29.10 %

D1 9.55 % 10.18 % 10.71 % 8.79 %

D2 9.69 % 10.23 % 10.49 % 9.21 %

H2, V2 16.33 % 11.70 % 12.80 % 18.21 %

D1, D2 8.44 % 9.53 % 9.54 % 7.69 %

H2,V2,D1 12.01 % 10.08 % 10.43 % 12.91 %

H2, V2, D2 12.09 % 10.29 % 10.30 % 13.07 %

H2, V2, D1, D2 10.15 % 9.60 % 9.42 % 10.56 %
Regional Recons. 7.57 % 8.67 % 8.34 % 7.03 %
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The error tables show that, for noise free caseesounrent injection patterns may
give better results for each inhomogeneity comp#éveckgional reconstruction. But

even for this case the errors are very close temed) reconstruction application.

Looking at Table 4.2 and Table 4.3, it is seen thgional reconstruction gives more
accurate results for each inhomogeneity as noigel lecreases. Reconstruction
errors for diagonal current injection patterns asdatively low. That occurs

depending on the model geometry. For diagonal nunpatterns, large amount of
current passes through background instead of aretesquare. Since the number of
background pixels (1092 pixels) are much more thgunare and circle pixels (196
and 156 pixels respectively), overall and backgdoarrors are lower compared to
other current injection patterns. In addition togé, conventional reconstruction for
overall and each inhomogeneity is much affectedthi®y noise whereas regional

reconstruction is slightly affected.

The conductivity distributions for Shepp-Logan miodee also obtained by using

regional reconstruction algorithm for different s®ilevels. These results are
compared to the conductivity distributions whicle @alculated by using individual

current injection patterns. The utilized currerjeation patterns are the same with
the case that is shown in Figure 4.14. The Shegmhonodel used in this study is
given in Figure 4.16, and the results for eachvidldial current injection pattern are
shown in Figure 4.17. The results are similar with square — circle model case.
Same with the square — circle case, in additiore¢ponal reconstruction, errors for
different current injection combinations are ca#tatl and given in Table 4.4 for

different noise levels.
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Figure 4.16 - Shepp - Logan model used for comparef regional reconstruction
and conventional reconstruction techniques.
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Figure 4.17 - Conductivity distributions for reg@dMREIT reconstruction part
obtained by applying individual current patternewh in Figure 3.5, where
conductivity distribution of the model is as showrfigure 4.16. (a) Reconstructed
conductivity distribution (S/m) for Vertical 1 (VXurrent pattern, (b) reconstructed
conductivity distribution (S/m) for Horizontal 1 (K current pattern, (c)
reconstructed conductivity distribution (S/m) foetical 2 (V2) current pattern, (d)
reconstructed conductivity distribution (S/m) footttzontal 2 (H2) current pattern,
(e) reconstructed conductivity distribution (S/raj ¥ertical 3 (V3) current pattern,
(f) reconstructed conductivity distribution (S/ney Horizontal 3 (H3) current
pattern, (g) reconstructed conductivity distribat{&/m) for Diagonal 1 (D1) current
pattern, (h) reconstructed conductivity distribat{&/m) for Diagonal 2 (D2) current

pattern.
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Figure 4.18 - Conductivity distribution obtained tegional MREIT reconstruction
where conductivity distribution of the Shepp - Lagzhantom is as shown in Figure
4.16.

Table 4.4 - Reconstruction errors calculated usargous current injection pattern
combinations shown in Figure 3.5 for Shepp - Logenuel.

Current Injection Noisefree SNR 30 SNR 13
Pattern

H2 8.34 % 17.22 % 46.67 %
V2 5.29 % 13.71 % 29.03 %
D1 5.52 % 14.38 % 37.25%
D2 5.53% 14.37 % 40.91 %
H2, V2 4.99 % 10.69 % 30.03 %
D1, D2 4.07 % 7.45 % 29.65 %
H2,V2,D1 3.93 % 6.38 % 13.18 %
H2, V2, D2 3.85 % 6.33 % 20.70 %
H2, V2, D1, D2 3.34 % 5.00 % 17.36 %
Regional Recons. 6.24 % 7.02 % 9.30 %

As it is shown in Table 4.4, regional reconstructiechnique gives better results as

the noise level increases for Shepp - Logan moslelell. The results are similar
with the square - circle model examinations.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

51 Conclusions

In this thesis, a user friendly MREIT simulator designed on LabVIEW
environment, which is a graphical programming werkth. A software code had
been implemented on LABVIEW for Middle East TectatidJniversity (METU)
Electrical and Electronics Engineering DepartmermIMystem control unit by M.
Ozsut as his MSc thesid][ In addition to that, in this study, an MRI/MREIT
simulator is integrated on this MRI control unifteare, thus user is provided to use

either MRI system or the designed simulator onstimae panel.

Previously, an MRI simulator had been designed bypinar and H. Yigitler as
parts of their PhD and MSc thesis respectivély,[[12]. Although the simulator was
working properly, it was designed for restrictedes providing the results for their
thesis study. Namely, it was capable of simulafogfixed model geometry, fixed
object size, fixed phase and frequency steps. is thesis, that simulator is
generalized for specific model geometries; useigasd object size, phase and
frequency encoding steps. The simulator is alsoronga for solution of MREIT
applications (data acquisition and reconstruction).

For MREIT applications, forward problem solver imsplemented for the simulator.
By this addition, user has the ability of creatdesired current density distribution to

be added to the simulator. After both MRI and auirr@ata is provided, magnetic

85



flux density and current density data are calcdlafédhese data can be saved by the

user for later studies.

As the last step of the MREIT procedure, condutivs reconstructed using
equipotential projection algorithn2(]. In addition to conventional reconstruction
algorithm, regional reconstruction algorithm iscalategrated into the simulator as
well. All these steps for MREIT are combined on ginaphical software designed on
LabVIEW environment. The results for each parttd simulator are investigated
individually. The results of the simulator are astent with the expected results.
Forward problem solution part is working with areeage accuracy of 5%. That is
crucial for providing current data to MREIT simwdatorrectly. In the MREIT part,

magnetic flux density distribution taken from tleeviiard solver part is added to the
main magnetic flux density used in the MRI partn€istency of the magnetic flux
density distribution given to the simulator as inpimd the output taken from the
MREIT part of the simulator indicates the accuratyhe MREIT part. The results
show that, input and the output magnetic flux dgndistributions of this part are

99% consistent.

Using each component of magnetic flux density thstions, current density

distributions are obtained and given to equipo&rirojection algorithm. Results
are obtained for various current drives. Perforneanaf current injection patterns
vary depending on the model geometry and condtgtiistribution. Averaging

multiple current injection patterns improves thewaacy of the reconstruction. On
the other hand, regional MREIT reconstruction pdage is also implemented and
the results are obtained. These results show tégipnal reconstruction approach
gives better results than most of the current trgacpatterns for noise free case.
When the noise is increased the benefit of theoredi reconstruction becomes
clearer. Using four different current drives fomgentional reconstruction of Shepp
— Logan model, the error of the reconstructed imagalculated as 17.36% for SNR
13. However, using regional image reconstructigo@hm, the error percentage is
decreased to a value of 9.30%. Naturally regioeabmstruction approach is not
affected by the noise as much as conventional agprddence, for noisy cases this

method gives the best results.
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5.2 Future Works

In this thesis an MREIT simulator is designed fomge model geometries. In the
future it would be beneficial to add new model typlee simulator for further studies.
Regional reconstruction algorithm can be testedvéoious model types and different
system parameters. Experimental data is very impbtb observe the performance
of an algorithm; therefore it would be a good stuflyegional reconstruction

algorithm is applied experimentally. Since the dator is designed, the comparison

of simulation data and experimental data will beiea
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