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Hash functions are cryptographic tools that are used in various applications like digital signature, message integrity checking, password storage and random number generation. These cryptographic primitives were, first, constructed using modular arithmetical operations which were popular at that time because of public key cryptography. Later, in 1989, Merkle and Damgård independently proposed an iterative construction method. This method was easy to implement and had a security proof. MD – 4 was the first hash function to be designed using Merkle-Damgård construction. MD – 5 and SHA algorithms followed MD – 4. The improvements in the construction methods accordingly resulted in improvements and variations of cryptanalytic methods. The series of attacks of Wang et al. on MD and SHA families threaten the security of these hash functions. Moreover, as the standard hashing algorithm SHA – 2 has a similar structure with the mentioned hash functions, its security became questionable. Therefore, NIST announced a publicly available contest to select the new algorithm as the new hash standard SHA – 3.

The design and analysis of hash functions became the most interesting topic of cryptography. A considerable number of algorithms had been designed for the competition. These algo-
gorithms were tested against possible attacks and proposed to NIST. After this step, a worldwide interest started to check the security of the algorithms which will continue until 4th quarter of 2011 to contribute to the selection process.

This thesis presents two important aspects of hash functions: design and analysis. The design of hash functions are investigated under two subtopics which are compression functions and the construction methods. Compression functions are the core of the hashing algorithms and most of the effort is on the compression function when designing an algorithm. Moreover, for Merkle-Damgård hash functions, the security of the algorithm depends on the security of the compression function. Construction method is also an important design parameter which defines the strength of the algorithm. Construction method and compression function should be consistent with each other. On the other hand, when designing a hash function analysis is as important as choosing designing parameters. Using known attacks, possible weaknesses in the algorithm can be revealed and algorithm can be strengthened. Also, the security of a hash function can be examined using cryptanalytic methods. The analysis part of the thesis is consisting of various generic attacks that are selected to apply most of the hash functions. This part includes the attacks that NIST is expecting from new standard algorithm to resist.

Keywords: Hash Functions, Applications of Hash Functions, Design of Hash Functions, Analysis of Hash Functions
ÖZ

ÖZET FONKSİYONLARIN TASARIMI VE ANALİZİ

KOÇAK, Onur
Yüksek Lisans, Kriptografi Bölümü
Tez Yöneticisi : Doç. Dr. Ali DOĞANAKSOY

Temmuz 2009, 63 sayfa
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CHAPTER 1

INTRODUCTION

Cryptographic hash functions have an important role in many applications. Digital signature, message integrity checking, authentication protocols, password protection and random number generation are some of them. Therefore, any flaw or weakness in a standard or popular hash algorithm affects various applications. For several years standard SHA–1, SHA–2 and non-standard MD–5 hashing algorithms are widely used. However, cryptanalytic attacks, especially attacks of Wang et al. [1, 2, 3, 4], and increasing computational power brings the need for a new and more secure hash function. For this reason, National Institute of Standards and Technology (NIST) announced a publicly available contest, similar to the AES contest, in which the winning algorithm will be selected as the new standard hashing algorithm SHA–3.

This contest makes hash functions the most interested topic of cryptography. First the design and later the analysis of hash functions became the hot topics of cryptographic community.

This thesis describes the methods of designing and analyzing hash functions. The main focus of this thesis is the unkeyed hash functions. Throughout this chapter, a brief introduction to hash functions will be given. Chapter 2 and Chapter 3 are devoted to designing blocks of hash functions. In Chapter 2 common compression functions and in Chapter 3 popular construction methods will be dealt with. Finally, in Chapter 4, attacks on hash functions will be mentioned.

1.1 Definitions

A cryptographic hash function is a mapping that takes arbitrary length input and gives a fixed size output. In practice, the input size is not arbitrary, but it is bounded by a very large number so that almost every possible data or message can be hashed at once. Output of the
A hash function is called the *hash value*, *message digest*, or *digest value*. The size of hash value changes according to the algorithm and varies between 128 bits and 512 bits. A hash function which outputs \( n \) – bit hash value is called an \( n \) – bit hash.

Hash functions can be classified according to their input parameters as shown Figure 1.1. Some hash functions take just one input parameter to produce a hash value while some take two parameters. Hash functions taking one parameter, message, to produce hash value, are called the *unkeyed hash functions* also named *Manipulation (or Modification) Detection Codes* (MDC) or *Message Integrity Codes* (MIC). As can be understood from the name(s), an unkeyed hash function concerns only the integrity of the message [5]. The other of type hash functions, taking two input parameters, message and the secret key, to generate a hash value, are called the *keyed hash functions* or *Message Authentication Codes* (MAC). MAC use a key to generate the hash value of a message. So, the generated hash value will contain information from the key besides the message. Therefore, MAC not only deals with the integrity of the message, but also the authenticity of the party who produced the message [5].

### 1.2 Properties of Hash Functions

The unkeyed hash functions further divided into two as *one way hash functions* (OWHF) and *collision resistant hash functions* (CRHF). Note that a hash function can be both one way and collision resistant which is in fact desired for cryptographic purposes.

![Figure 1.1: Classification of Hash Functions](image)

**One Way Hash Functions:** A one way function \( f \) is basically a function which cannot be reversed in polynomial time i.e. given the output \( y \) of \( f \) it is infeasible to find \( x \) such that \( f(x) = y \). With this notion, a one way hash function can be defined as a hash function \( H \),
given the hash value \( H(M) = y \), one cannot deduce the actual message \( M \) within a feasible time. More formally a function \( H \) is a one way hash function if it satisfies the following conditions

- Message \( M \) can be arbitrary length and the output should be fixed length.
- Given the output \( y \) of \( H \), it is hard to find \( M \) st \( H(M) = y \) (preimage resistancy) and given \( M_1 \), it is hard to find \( M_2 \) with \( M_1 \neq M_2, H(M_1) = H(M_2) \) (second preimage resistancy).

The “hardness” or “infeasibility” is defined according to the bit-length of the hash value. For an \( n \)-bit hash function, a preimage or second preimage should not be found in less than \( 2^n \) hash function computations. For security reasons \( n \) should be greater than 160.

**Collision Resistant Hash Function:** A collision for a hash function \( H \) is the presence of two distinct messages \( M_1 \) and \( M_2 \) with \( H(M_1) = H(M_2) \). Since the input space of a hash function is greater than the output space the collisions are unavoidable. For a collision resistant hash function, finding collisions should not be trivial. More formally, a collision resistant hash function should satisfy the following conditions:

- Message \( M \) can be of arbitrary length and the output should be fixed length.
- The hash function should be one way, i.e., should be preimage resistant and second preimage resistant.
- It should be hard to find two distinct messages \( M_1 \) and \( M_2 \) with \( H(M_1) = H(M_2) \).

Again the "hardness" of finding collisions depends on the size of the hash value. For a collision resistant \( n \)-bit hash function finding collisions should take at least \( 2^{n/2} \) hash function computations by birthday paradox (See section 4.1).

**The Relation Between Properties**

Some of the properties of hash functions imply the presence of other properties. Moreover, some properties seem to be related but in fact they can be unrelated. This section provides the relationship between properties.

\[1\] Note that there is no condition on the messages \( M_1 \) and \( M_2 \), while in the second preimage case, \( M_1 \) is a probably given, fixed value.
If a hash function is collision resistant, then it is also second preimage resistant. Let $H$ be collision resistant but not second preimage resistant. Then given a message $M$, finding another message $M'$ such that $H(M) = H(M')$ is "easy" since $H$ is not second preimage resistant. However, finding two distinct messages with $H(M) = H(M')$ with feasible complexity means finding a collision with feasible complexity and this contradicts with collision resistancy of $H$. Therefore $H$ must be second preimage resistant.

On the other hand, collision resistancy does not imply preimage resistancy. For example, the function $f(x) = x$ is collision resistant but not preimage resistant. In order to achieve compression, consider the following example of [5] where $g(x)$ is a collision resistant $n$-bit hash function.

$$
H(x) = \begin{cases} 
0\| x & \text{if } |x| = n \\
1\| g(x) & \text{else}
\end{cases}
$$

Here, for any $n + 1$-bit hash value with first bit '0', it is trivial to find the preimage $x$.

A hash function $H$ may be preimage resistant but this does not guarantee that $H$ is also second preimage resistant or collision resistant. One can define a hash function as $H(x) = x^2 \mod n$ with $n = pq$ where $p$ and $q$ are very large prime numbers. In order to find the preimage, one should factorize $n$ which is not feasible. However, $x$ and $-x$ have the same hash value, therefore $H$ is neither second preimage nor collision resistant.

**Additional Properties:** The properties mentioned above are necessary but they are not the only properties that a hash function should satisfy. Also non-correlation, near collision resistancy, partial preimage resistancy [5], complementation freedom, addition freedom and multiplication freedom [6] are some of the desired properties of a cryptographic hash function.

### 1.3 Applications of Hash Functions

Hash functions are used in various applications. In this section only a few of them will be mentioned.
1.3.1 Digital Signature

Digital signature is an asymmetric cryptographic application which is equivalent to handwritten signature in electronic media. Digital signing process can be seen as the reverse of the public key encryption process. When signing a message, the sender encrypts the message $M$ with his secret key $d$ and sends with the signature $S(M)$ with the message. The receiver decrypts the signature using the public key of the sender $e$ and checks if the decrypted signature is equal to the received message as in Figure 1.2.

However, both signing a message and verifying its signature are costly processes. Most operations are taking powers of large numbers in a large module which requires considerable computation power especially for long messages. Moreover, the signature on a message is of the same size with the signed message. This doubles the required storage area and bandwidth.

Hash functions are integrated to the signing standards in order to reduce the cost of digital signature. Instead of the message, the hash value of the message is signed. This operation is more efficient than signing the message itself since hash functions are very fast compared to signing algorithm and signing algorithm is applied to a very short data. The verification is again on the hash values: the receiver hashes the received message and checks if the signature is on the hash value of the message or not. Figure 1.3 shows the signing and the verification processes.
1.3.2 Message Integrity

The most basic aim of hash functions is the integrity checking. By using hash functions one can detect if any change occurred in a data or not.

In order to check the integrity of a transmitted message sender hashes the message and sends both the message and the hash value. Hash value is sometimes sent from a secure channel, however, generally sent with the message from an insecure line. The receiver hashes the received message and checks the resulting hash value with the received hash value. If two hash values do not match, then it is clear that the integrity of the message is not preserved. If they match, message integrity is preserved. It is very unlikely that both message and hash value alter so that the altered hash value is the hash value of the altered message. The probability of such an event is $2^{-n}$ for an $n$-bit hash.

Also the integrity of a stored data can be verified by using hash functions. One can store the hash value of a data, probably at a different location, and when necessary can compare the stored hash value with the current hash value of the data. If the hash values match, the integrity of the data is preserved.
1.3.3 Authentication Protocols

An authentication protocol is a cryptographic protocol in which the communicating parties authenticate themselves to the other party as in Figure 1.4. These protocols generally rely on a shared secret like a password. Therefore, in these communications the transmission should be encrypted. However, if public key encryption is used, the protocol can be very slow, or if a symmetric key algorithm is used another shared key will be necessary. Also using the same key for a symmetric encryption so many times is a security weakness. So hash algorithms are used in these protocols, generally with public key encryption. The shared secret and reply to the challenge of the authenticating party is hashed and encrypted before sent by the sender. This is also a more secure way to communicate since if an attacker can forge the encryption schema and get the plaintext, she cannot derive the secret. Moreover since hashing algorithms are generally faster than the encryption algorithms, using hash functions is more efficient.

1.3.4 Password Protection

Password storage is another daily life application where hash functions are used intensively. Nearly all local or remote systems use an authentication protocol to authenticate the users. In most of the cases the user enters his user name and password and the other party checks this password if it is the password of the claimed user. Therefore, the user name of the user and his password should be, somehow, stored in the authenticating part.

Storing the user names and passwords in cleartext is not a good idea since anyone who can access this file will get the passwords of all the users of the system. Encryption is a possible solution, however, the system administrators can have the knowledge of the encryption key, and can access to the passwords. Therefore, these files include the user name and the hash
value of the password for that user instead of the password itself. This way accessing the file will not be enough to get the passwords of the users, a preimage or second preimage for the hashing algorithm will be needed. An extra encryption on this file can also be applied to increase the security. In the authentication process, user enters his user name and password. The authenticating party hashes the password and compares with the stored hash value for the entered user name. In most of the password storage applications, password is hashed with a random value salt. This way, users with the same password will have distinct corresponding hash values.

1.3.5 Random Number Generation

Random numbers are important primitives for cryptography and applications where it is necessary to produce unpredictable results. In public key cryptography, most of the time one of the prime multipliers of the modulo $n$ is generated randomly. Besides, keys in the symmetric encryption schemes should be random.

There are a lot of pseudo random number generator algorithms. However, these algorithms generate random numbers by using an input called seed and the generated numbers are related with this seed. Therefore, the seed should also be random or it should be a function of seeds from different sources.

A good hash function should not be distinguished from a random oracle which means the output of the hash function is random. Moreover, hash functions are fast algorithms. Therefore they are good candidates for random number generators.

1.4 Thesis outline

This thesis studies the design and analysis of hash functions. Most common and secure designing methods, and attacks that can be applied to many hash functions are presented.

Chapter 1 is an introduction for the cryptographic hash functions, their properties and applications.

Chapter 2 is devoted to the compression functions which are cores of the hash functions. This
chapter includes all common compression functions.

Chapter 3 is also on the design of hash functions. In this chapter, construction methods are examined in details. Besides the most common construction method, Merkle-Damgård, variants of this construction and a new construction method *sponge construction* are reviewed.

Chapter 4 is a comprehensive chapter on the attacks against hash functions. This chapter includes generic attacks and the precautions against these attacks.
CHAPTER 2

COMMON COMPRESSION METHODS

Compressing the data is the first objective of hash functions. A hash function should compress the input so that the resulting hash value could be used as a fingerprint of the input which can stand for the input itself for many applications.

There are several types of hash functions that use different methods to compress the data. Some of these methods depend on the existing cryptographic tools while others are derived from mathematical problems.

In this chapter, the most common types of hash functions are investigated in detail. The most widely used method is using a block cipher as a compression function. However, recently the number of stream cipher based hash functions is increasing. Modular arithmetic and knapsack problem are other tools that are used in hash functions for compression. Apart from these constructions, there are some other methods which are not very common.

2.1 Block Cipher Based Hash Functions

Block cipher based hash functions use block ciphers as compression functions. The main idea of using a block cipher as a compression function is the minimization of designing efforts and the implementation costs. A hash function should not be distinguished from a random oracle. Therefore, using a secure block cipher is preferable than designing a new compression function which behaves like a random oracle from scratch. Besides, if encryption and hashing operations are used together, using the same or similar algorithms for both encryption and hashing will reduce the implementation cost.
The first block cipher based hash functions were using DES as the compression function. After proposal of provably secure Merkle-Damgård construction, these hash functions became more popular. Most of the popular hash functions, like MD4, MD5, SHA-1 and SHA-2, use block ciphers as their compression functions.

Since the input size of a block cipher is relatively small than the message, message is input to the cipher in blocks. Each block is used for some number of encryptions. The number of message blocks per encryption is called the rate of the hash function. Some hash functions have low rate to be more efficient while some hash functions have higher rates for higher security. The constructions Davies-Meyer\(^1\), Matyas-Meyer-Oseas [7], Miyaguchi-Preneel [8, 9] have rate 1, MDC-2 [10] has rate 1/2 and MDC-4 [10] has rate 1/4.

![Davies-Meyer, Matyas-Meyer-Oseas and Miyaguchi-Preneel constructions](image1)

Figure 2.1: Davies-Meyer, Matyas-Meyer-Oseas and Miyaguchi-Preneel constructions respectively.

![MDC-2 Hash Function](image2)

Figure 2.2: MDC-2 Hash Function

Block cipher based hash functions can be classified according to their output sizes as single block length hash functions, double block length hash functions and multi block length hash functions. Most block cipher based hash functions are designed on single or double block length approach.

\(^{1}\) This construction is devoted to Meyer by Davies [5]
The compression functions of single block length hash functions output chaining values which have size equal to the ciphertext size of the block cipher. Since block ciphers are bijective, there should be additional operations for the inputs of the compression function to destroy invertability. The inputs of a block cipher are the plaintext $P$ and the key $K$ and these two inputs can be both chosen from the set $T = \{ m_i, h_i, m_i \oplus h_i, c \}$ where $m_i$ is the message block, $h_i$ is the chaining value and $c$ is constant. Moreover, there can be a feed forward operation $FF$ with an element to satisfy the preimage resistency which can again be chosen from the set $T$. Therefore, there are totally 64 possible constructions. Preneel, Gavaerts and Vanderwale (PGV), stated that 12 of the constructions are secure by checking all the 64 designs [9]. Later, Black et al. [11] verified the collision resistance of 12 schemes proposed to be secure by PGV and also found that there are 8 more constructions which are collision resistant when iterated properly. In [12], Stam showed the security of these 20 constructions by deriving the secure schemes.

Since the ciphertext size of most block ciphers is too short to be a chaining value, some block cipher based hash functions doubles the output size of the compression function. The compression functions of double block length hash functions use two parallel encryption op-
erations and output a chaining value of double length of the ciphertext. MDC-2 and MDC-4 are double block length hash functions.


### 2.2 Stream Cipher Based Hash Functions

Block cipher based hash functions have restrictions on output sizes. To satisfy the security criterias at least double block length hash functions should be used. However, this decreases the speed and efficiency of the hash function.

Recently, hash functions are constructed based on stream ciphers for speed and efficiency. These hash functions can be constructed in two ways: as in block cipher case a stream cipher can be used as compression function or the hash algorithm can be designed as a stream cipher which takes message in blocks, mixes it and gives hash value like a key stream. Nearly all of the stream based hash functions are designed using the second approach.

The first stream cipher based hash function Panama was proposed in 1998 [14]. Panama was designed for both streaming and hashing purposes. The algorithm is based on a buffer $b$ which acts like a linear feedback shift register, a state $a$ and some transformatins $\rho$. The hash mode of Panama has three phases. First phase is the push mode where the data is input to the algorithm as in Figure 2.4. When all the data is used up the hash function is clocked without any input or output for 32 rounds to mix the message. In this phase, blank pull, state feeds the buffer instead of message blocks. Then the algorithm is clocked as many times as needed, with 256 bits output at each clock, to produce the hash value in pull phase as Figure 2.5.

![Figure 2.4: Panama Hash function Push Mode](image)
After Panama, RC4-Hash [15] was designed based on the stream cipher RC4. Later, after the attacks [16, 17] that completely broke Panama, designers proposed Radiogatun [18] in which the weaknesses of Panama are fixed. Moreover, there are some stream cipher based candidate algorithms for the NIST SHA-3 Contest like Lux [19] and Boole [20]. Stream cipher based hash functions are fast and efficient compared to block cipher based designs and hash functions based on mathematical problems. However, there is no security proof for these hash functions. Therefore to achieve the claimed security some additional tools should be used.

In addition, stream cipher based hash functions can be viewed as iterated hash functions in the following manner: at each iteration a message block $m_i$ and a state $S_i$ is input to the algorithm and a state $S_{i+1}$ is output which is the state obtained by clocking $S_i$ with $m_i$.

### 2.3 Dedicated Hash Functions

Constructing a hash function is a hard task. Designing a compression function is the most crucial part of this job. To reduce the construction efforts, some hash functions use existing cryptographic ciphers, especially block ciphers, as their compression function. However, most of the time, such hash functions do not have the desired properties on security-speed-hardware cost combination. Hash functions which are designed to have optimal combination on desired output sizes are called dedicated hash functions.

In general, dedicated hash functions are constructed upon block cipher based approach. The block ciphers used in dedicated hash functions are designed to have good hashing properties instead of good encryption properties with low implementation cost plus high speed and...
The first dedicated hash function to collect great attention is MD-2 [21] which is designed by Rivest in 1990. After collisions for this algorithm were found, same year Rivest proposed MD-4 hash function [22]. MD-4 design inspired many following hash functions. These functions are called the MD family. One year later, due to security concerns and Dobbertin’s attack [23, 24], Rivest proposed a strengthened version of MD-4, namely MD-5 [25]. Then, NIST published a series of standards named SHA family [26, 27], (Secure Hash Algorithm) which are variants of MD-4. Another improved version of MD-4 developed in RIPE project and resulted in the RIPEMD family.

2.4 Modular Arithmetic Based Hash Functions

Hash functions based on modular arithmetic reduce the security of the algorithm to difficulty of solving number theory problems. These hash functions can be used with public key cryptosystems to decrease the implementation efforts. Moreover, by changing the modulus used in the hash function, it is easy to scale the performance and security. However, these algorithms are very slow even when compared to block cipher based hash functions. Also fixed points, multiplicative attacks and attacks with small numbers like 0 and 1 are threatening for
the security of these algorithms.

Two of the important problems in number theory that can be used in hash functions are factorization problem and discrete logarithm problem.

One of the first modular arithmetic based hash function was an iterative hash function using ciphertext block chaining with RSA. Later some other hash functions designed following this approach [28, 29, 30, 31, 32, 33, 34, 35]. The simplest example of hash functions based on discrete logarithm problem is proposed by Shamir\(^2\) as \(H(M) = g^M \mod N\) where \(N = p \cdot q\) with \(p\) and \(q\) are large prime numbers and \(g\) is an element of maximum order in \(\mathbb{Z}^n\).

Another RSA like hash algorithm, MASH-1 (Modular Arithmetic Secure Hash), repaired and redesigned a few times after successful attacks, became an ISO standard in 1995 with MASH-2, a variant of MASH-1. These algorithms are still secure. The best known attacks for these hash functions require \(2^{n/2}\) and \(2^n\) complexity for collision and second preimage respectively.

### 2.5 Knapsack Based Hash Functions

The knapsack problem is an NP-complete problem that can be used in hashing. The problem can be defined as follows: Given a set of \(n\) integers \(U = \{u_1, u_2, \ldots, u_n\}\), a modulus \(l(n)\) and an integer \(z\), does there exist a subset \(U'\) of \(U\) such that \(\sum_{u_i \in U'} u_i = z \mod d\).

The hash functions depending on the knapsack problem can be divided into two groups according to the knapsack they use: additive knapsack based hash functions and multiplicative knapsack based hash functions. Several additive knapsack based hash functions proposed and broken. Damgård designed a hash function depending on additive knapsack [33] and it was broken by Camion and Patarin [36, 37]. Later Ajtai [38] proposed a hash function and Goldreich et. al. [39] verified the collision resistancy of this function.

Besides additive knapsack based hash functions, there are also hash functions that uses multiplicative knapsacks. The first of these hash functions was announced by Bosset and broken ten years later by Camion again. Later two designs by Zemor [40] and Tillich and Zemor [41] are proposed. Attacks for the specific parameters of these proposals can be found in [42, 43].

Although knapsack problem is NP hard, lattice reduction technique can be used to attack these

\[^2\] There is no proposal of the algorithm but reported by R. Rivest in a mailing list: http://diswww.mit.edu/bloom-picayune/crypto/13190
hash functions especially when $n \gg d$ [44].

2.6 Some Other Types of Hash Functions

In addition to the construction methods mentioned above there are other hash function classes which are very rare. These classes are hash functions based on cellular automata and hash functions based on matrix multiplication.

A simple cellular automata consists of a line of cells, where each cell can have a value 0 or 1. These cells are updated according to a rule at each step. There are two hash functions based on cellular automata which are Cellhash [45] and Subhash [46]. These hash functions are light, fast and until 2006 there were no attacks. In 2006 Chang [47] proposed a preimage attack for these hash functions.

Matrix multiplication is another tool that can be used in hashing algorithms. Banieqbal and Hilditch proposed Random Matrix Hashing Algorithm [48] which takes inputs as a $1 \times m$ row bits, multiplies with an $m \times n$ secret matrix and outputs $n \times 1$ column vector of bits. Another schema is invented by Harari [49]. In this schema, an $m \times m$ matrix is constructed from the message blocks and using a secret $t \times t$ matrix $N$ the output is produced as $N^T \cdot M \cdot N$. However, chosen message attacks are applicable to this schema.
CHAPTER 3

CONSTRUCTION METHODS

In this chapter, construction methods of hash functions are discussed in details. Iterative hash functions still pace a big portion of all hash constructions. Therefore, iterative designs will be investigated deeply. These constructions include Merkle-Damgård (MD), HAIFA and some other alternative designs derived from Merkle-Damgård. Besides, sponge constructions is included in this chapter. Sponge construction is a new and secure construction method which is becoming more popular. This thesis proposes the most common designs, their improvements and new designs that can be improved. Therefore, some constructions are not presented in this chapter. For example, for stream cipher based hash functions there are not many choices for the designer in construction since the hash function should be designed as a streaming module and the primitives or design rationales are specific to the algorithm. Also, hash functions based on mathematical problems considers the message as a number and the message is input according to the modulo used in the algorithm. Moreover, as the mentioned hash functions are not so wide they will not be mentioned in the following sections.

3.1 Merkle-Damgård Construction

Merkle-Damgård construction is the most widely used hash construction method, which was designed by R.Merkle [50] and I.Damgård [33] independently in 1989. Most of the hash functions and all the standardized hash functions are build upon MD construction.

MD construction is basically processed in three steps. First step is the padding step. The aim of the padding is to make the message length a multiple of message block length, m. The most

---

To mention Merkle-Damgård construction, the abbreviation MD will be used while for hash functions from MD family the abbreviation will be italic and will be followed by an –x indicating the version as in MD – 4.
widely used padding procedure is as follows: a '1' bit followed by a number of '0' bits and the bitwise notation of the message length are appended to the message. The number of '0' bits appended to the message are chosen so that the length of the message becomes a multiple of block length \( m \). In general the maximum length of the message that can be processed by the hash function is \( 2^{64} - 1 \). Therefore 64 bit space is provided for the length padding. Considering the appended '1' bit, at least 65 bits are appended to all messages regardless of the message length. If \( l \) is the length of the message, \( d \), the number of '0' bits appended is the smallest positive root of the equation

\[
l + 65 + d \equiv 0 \pmod{m}.
\]

Second step is dividing the padded message into \( m \) bit blocks \( m_0m_1m_2\ldots m_{t-1} \). After this step, the chaining values are iteratively found by using a fixed, publicly known initialization vector, \( IV \), and the message blocks:

\[
h_0 = IV
\]

\[
h_i = f(h_{i-1}, m_{i-1}) \quad i = 1, 2, \ldots, t
\]

where \( f \) is the compression function of the hashing algorithm.

Generally \( h_t \) is taken to be the hash value of the message. However an optional transformation \( g(x) \) can be applied to \( h_t \) to get the hash value as \( H(M) = g(h_t) \).

![Figure 3.1: MD Structure](image)

The iterative structure of MD construction enables arbitrary length messages to be processed easily by the hash functions. Also padding the message length and using a non-zero IV, which is called is called the \textit{MD – strengthening}, increases the defeats or increases the complexity of various attacks.

The most important property of MD structure is that the collision resistance property of the compression function is preserved [50, 33]. The MD structure has a security proof that states
if the compression function used in the hash algorithm is collision resistant then the hash function itself is collision resistant [51].

Besides collision resistancy, it was believed that MD construction also preserves the preimage resistancy and second preimage resistancy of the compression function [52]. However there are several attacks in recent years against the second preimage resistency of the MD construction such as [53, 54, 55].

3.2 HAIFA Construction

MD structure is a provable collision resistant hash construction method. However, as computing power increases and new cryptanalytic tools are proposed, MD hash functions become weaker and more vulnerable to attacks. Biham and Dunkelman [52], fixing the flaws in MD structure, announced a new construction method HAIFA (Hash Iterative Framework). HAIFA is an iterative structure which is based on Merkle-Damgård and uses additional tools to increase the security.

The compression function $f$ takes only message blocks $m_i$ and chaining values $h_i$ as inputs in MD hash functions. In HAIFA, compression function inputs are number of bits (or message blocks) hashed so far, $b$, and salt, $s$, in addition to message block and chaining value. So the chaining values can be expressed as $h_i = f(h_{i-1}, m_{i-1}, b, s)$.

The number of bits, or message blocks, hashed so far is included as an input to prevent the fixed point attacks. In MD structure attacker can freely inject fixed points to find a second preimage as she needs. However, even if $b$ is not mixed well in $f$, since the inputs to the compression functions are different at each iteration, attacker can use a fixed point very limited times.

The other input, salt, is a precaution against attacks which has a precomputation phase. Some attacks have two phases as on-line and off-line phases. In the off-line phase attacker produces a number of structures which can be messages or chaining values using some weaknesses in the hash algorithm. After learning the pair $(M, H(M))$ she mounts the on line phase of the attack to produce a collision or second preimage. In HAIFA, attacker should know the salt to produce the structures but the salt is a random number which is sent with the pair $(M, H(M))$.
as \((M, Salt, H(M, Salt))\) to the receiver. For security reasons the salt should be at least half length of the chaining value and should be random [52].

Moreover, in the HAIFA construction, there is a standardization of initial values for variable hash sizes. If a fixed IV is used for all hash sizes and if for some hash sizes hash values are truncated, then some bits of the hash values of distinct sizes will be equal. For example, if one needs a 224-bit hash value using a 256-bit hash function, he will produce the 256-bit hash value and truncate the final (or some other) 32-bits. Therefore, the 224 bits of the 256-bit and 224-bit hash values of a message will be common. HAIFA, uses different IVs for different hash values, so the truncation will not cause any problems.

Another addition is padding the hash size. Usual padding adds a ‘1’ bit, some ‘0’ bits to make the padded message a multiple of message block length \(m\) bits and the bitwise notation of the length of the original message. New construction method concatenates the bitwise notation of hash size after length padding. This ensures that no two messages exist which have the same hash value without truncation for different hash sizes.

### 3.3 Sponge Construction

Sponge construction [56] is a new construction method for hash functions and stream ciphers. This construction can be built upon a function \(f\) which can be expressed as a random permutation or random function. If \(f\) is expressed as a random permutation, construction is called a \(P – sponge\), otherwise, if it is expressed as a random function, construction is called a \(T – sponge\). The main difference between the compression functions of MD structures and the \(f\) function in sponge construction is, unlike the compressing functions in MD or Haifa, \(f\) is a function which maps \(l\) bit input to \(l\) bit output.

The construction is consisting of 2 phases: absorbing and squeezing. In the first phase, data is input to the sponge iteratively block by block and in the second phase output is given in the same manner. These two phases have similar procedures. In the absorbing phase, iteratively, message block is XOR-ed or overwritten to the state and \(f\) is applied to this state. Then, next message block is processed and so on. After all the message blocks are input, second phase is applied. In the squeezing phase, some part of the state is output and \(f\) is applied to the state. Then, again some part of the state is output and \(f\) is applied until the desired hash size.
is achieved. This process is depicted in figure 3.2. Optionally, between two phases, some number of blank rounds can be applied. In the blank rounds, there is no input to or output from the state. Only, \( f \) is applied to the state.

![Figure 3.2: Sponge Construction](image)

The size of the inner part of the state of sponge construction is called the capacity of the sponge function and denoted as \( c \). The security of a sponge construction depends on its capacity \( c \), hash size \( n \) and \( f \) function. For P-sponges, the complexity of a collision is \( \min(2^{c/2}, 2^{n/2}) \), and complexity of preimage and second preimage is \( \min(2^{c/2}, 2^n) \). Collision complexity of T-sponges is equal to the collision complexity of P-collisions. Finding a preimage costs \( \min(2^c, 2^n) \), and finding a second preimage costs \( \min(\frac{2^c}{L}, 2^n) \) for a T-sponge, where \( L \) is the length of the original message.

This construction ensures that if \( f \) is a random function and \( c \geq 2n \), then the sponge construction is indifferentiable from a random oracle.

### 3.4 Some Other Hash Constructions

#### 3.4.1 Wide Pipe and Double Pipe Construction

In [57] and [58], Lucks introduced a new concept: wide pipe hash functions. These hash functions are constructed so that the intermediate chaining values are \( w \) bits for an \( n \)-bit hash size with \( w > n \). There is a final transformation at the end which reduces the \( w \)-bit final chaining value to \( n \) bits.

The aim of the wide pipe construction is to increase the complexities of the attacks depending on chaining values. For example, for an \( n \)-bit hash \( H_1 \) with \( n \)-bit chaining values, an attack which finds collisions for the compression function with complexity \( 2^{n/4} \), means a break for
However for an $n$-bit wide pipe hash $H_2$ with $w$-bit chaining values where $w = 2n$, cost of this attack is same with exhaustive search cost and not a serious case as $H_1$.

Another approach, by Lucks, to widen the internal state is the double pipe hash functions. In this approach two parallel iterations are processed. These two iterations can be initialized with different IVs, can use different compression functions or can iterate the message blocks in different permutations. At the final step the outputs of the two iterations are mixed to get the hash value.

### 3.4.2 Prefix-Free Merkle-Damgård Construction

One of the problems of MD structure is about the randomness: although the underlying compression function is indifferentiable from a random oracle, the hash function itself is not guaranteed to be indifferentiable from a random oracle [59]. To solve this problem prefix-free encoding is suggested for iterated hash functions. Prefix-free encoding (or prefix encoding) is applied to the message before padding process. The two of the suggested encoding functions are

- $g_1(M) = L_M || m_0 || m_1 || \cdots || m_t$ where $L_M$ is the message length.
- $g_2(M) = 0 || \overline{m_0} || 0 || \overline{m_1} || 0 || \cdots || 0 || \overline{m_{t-2}} || 1 || \overline{m_{t-1}}$ where 0 and 1 are single bits and $m_i$ is the $(i + 1)^{th}$ $m - 1$ bit block of the message $M$.

After encoding, the message is hashed as in MD structure and hash function becomes indifferentiable from a random oracle.

### 3.4.3 Enveloped Merkle-Damgård Construction

EMD is proposed by Bellare and Ristenpart in [60] which is a construction that preserves collision resistancy, preimage resistancy and pseudo-randomness of the compression function. The message blocks are iterated as MD up to the final message block. The final message block $m_{t-1}$ and $h_{t-1}$ are concatenated and taken as input to another iteration with a distinct IV. This operation is called enveloping.
3.4.4 RMX Construction

RMX is presented in [61] and [62] by Halevi and Krawczyk. The idea of RMX is randomization of the message before padding. In this method a random string, \( r \), of length between smallest number of padding bits and message block length \( m \) is produced. From this random string \( r \), three other parameters, \( r_0, r_1 \) and \( r_2 \), are produced: respectively by appending zero bits to \( r \), repeating \( r \) as many times as necessary and taking some part of \( r \). \( r_0 \) is prepended to the message, \( r_1 \) is XORed with all the message blocks except padding and \( r_2 \) is XORed with the padding blocks. After obtaining the hash value, \( r \) is stored, or send to a receiver, with the hash value.

\[
\begin{align*}
    h_1 &= f(IV, r_0) \\
    \vdots \\
    h_i &= f(h_{i-1}, r_1 \oplus m_{i-2}) \text{ for } i = 2, 3, \ldots, t \\
    \vdots \\
    h_{t+1} &= f(h_t, r_2 \oplus m_{t-1}) \\
    H(M) &= h_{t+1}
\end{align*}
\]

3.4.5 3C and 3C-X Constructions

3C and 3C – X are proposed by Gauravaram [63] which are similar to double pipe hash construction. In 3C construction, while message is iterated from the main line, there is an additional line which takes inputs from the main iteration line. Finally the outputs of two
lines are mixed to get the hash value. The algorithm can be defined as follows

\[
\begin{align*}
    h_1 &= f(h_0, m_0) \\
    z_0 &= h_1 \\
    h_i &= f(h_{i-1}, m_{i-1}) \quad i = 1, 2, \ldots, t \\
    z_{i-1} &= f(z_{i-2}, PAD(h_i)) \quad i = 2, \ldots, t \\
    h_{i+1} &= f(h_i, PAD(z_{i-1})) \\
    H(M) &= h_{i+1}
\end{align*}
\]

where \( PAD(x) \) is padding \( x \) with 0 bits until it becomes \( m \)-bits.

![Figure 3.4: 3C Construction](image)

The \( 3C-X \) construction is similar to \( 3C \). The only difference is that the compression functions in the second iteration line, except the final compression function, are replaced with XOR operations. This way construction becomes lighter.

### 3.4.6 Dynamic Hash Function Construction

Dynamic hashing, by Speirs [64], is a collection of iteration lines where each line feeds the next line. This construction has a security parameter \( s \) which can be considered as salt.

The message \( M \) is padded to be a multiple of \( m - n \) bits. A '1' bit followed by a number of '0' bits are appended to the message. Then 64 bits message length and 32 bits representation of \( s \) is concatenated.

The number of lines, \( l \), in the construction depends on hash size \( d \). \( l \) is chosen such that \( n(l - 1) < d \leq nl \). Each line has an initial value, \( h_0 \) which is derived from the line number
and s as $h^t_{i} = f(IV_1, IV_1 || s || 00..0 || i - 1)$. The lines are interacting with each other. The output $h^t_k$ of $k^{th}$ iteration of line $j$ is concatenated to $m_k$ and input to the $(k + 1)^{st}$ iteration of line $(j + 1) \mod l$, where $l$ is the number of lines.

At the end of iterations an “envelope” operation is done with another initial value $h^t_{i+1} = f(IV_2, h^t_0 || 00 \cdots 0)$ and these chaining values are concatenated to get the hash value using the iterations

$$
IV_{s,j} = f(IV_1, IV_1 || s || 00 \cdots 0 || j - 1) \text{ for } j = 0, 1, \ldots, l - 1,
$$

$$
h_{1,j} = f(IV_{s,j}, m_0 || IV_{s,(j-1) \mod l}) \text{ for } j = 0, 1, \ldots, l - 1,
$$

$$
\vdots
$$

$$
h_{i,j} = f(h_{i-1,j}, m_{i-1} || h_{i-1,(j-1) \mod l}) \text{ for } i = 2, \ldots, t - 1, \ j = 0, 1, \ldots, l - 1,
$$

$$
\vdots
$$

$$
h_{t,j} = f(IV_2, h_{t-1,j} || j) \text{ for } j = 0, 1, \ldots, l - 1,
$$

$$
H(M) = g(h_t,0 || h_t,1 || \cdots || h_t,l \mod -1),
$$

where $g(x)$ is a mapping from $n \cdot l$ bits to hash size.
CHAPTER 4

ATTACKS on HASH FUNCTIONS

Hash functions are used in various applications which require specific properties. Therefore, these cryptographic tools are designed in order to satisfy the desired properties. However, designing a hash function is not trivial and sometimes processes used in the algorithm may have some weaknesses, that are not obvious in the design-time, or interact with each other and result in a flaw. So, analysis of hash functions are crucial for the security of applications.

The security analysis of hash functions are mainly focused on finding preimage, second preimage and collisions. If, any of preimage, second preimage or collisions can be found with an effort less than $2^n$, $2^n$ and $2^n$ respectively, then hash function is considered to be insecure against that kind of attacks or broken. Moreover, besides mentioned attacks, there are also pseudo and near attacks. In pseudo attacks attacker tries to find preimage, second preimage or collisions using different initial values for each message. In near attacks, she tries to find some part of the message or hash value instead of fully recovering them. These types of attacks are not so severe and will not be mentioned in this thesis.

The methods for analyzing hash functions, or attacks shortly, can be classified in various types according to the main parameters used in the attack. For example some attacks depend only on the hash size while other attacks may also depend on chaining value or compression function. At this point, one can categorize attacks, in a more general fashion, as generic attacks and specific attacks. Generic attacks are general attacks that are mostly applicable to numerous hash functions. Specific attacks, however, are cryptanalysis methods for specific hash functions and applicable to very limited number of algorithms. Specific attacks are out of the scope of this thesis and generic attacks will be mentioned in this section.

Before going into details of the attacks, a table covering the aims and the assumptions of the
attacks is given in Table 4.

<table>
<thead>
<tr>
<th>Attack</th>
<th>Given</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preimage</td>
<td>$H(M)$</td>
<td>Find $M$</td>
</tr>
<tr>
<td>Second Preimage</td>
<td>$M &amp; H(M)$</td>
<td>Find $M' \neq M$ with $H(M') = H(M)$</td>
</tr>
<tr>
<td>Collision</td>
<td>-</td>
<td>Find $M' \neq M$ with $H(M') = H(M)$</td>
</tr>
</tbody>
</table>

4.1 Birthday Attack

Birthday attack is the basic tool to find collisions for any hash function. The attack is based on the birthday problem (or birthday paradox) which is about the minimum number of people so that the probability of at least two people having the same birthday is greater than 1/2. To bind the problem to hash functions, one can call the presence of two people having the same birthday a collision.

The key point in birthday attack is that the attacker, is looking for any collision rather than a specific collision. If attacker was looking for a specific collision among $N$ people, say at least one person having the same birthday with her, the probability will be

$$P_{\text{Collision}}(N) = 1 - \left( \frac{364}{365} \right)^N.$$  

For this probability being greater than 1/2, $N$ should be greater than 254. Applying this idea to hash functions, attacker is trying to find a message which has a hash value with a specific message by exhaustively searching all possible messages which would be a second preimage search.

However, if attacker just tries to find any collision among the $N$ birthdays the probability becomes

$$P_{\text{Collision}}(N) = 1 - \left( \frac{365}{365} \right) \left( \frac{364}{365} \right) \left( \frac{363}{365} \right) \cdots \left( \frac{365 - N + 1}{365} \right).$$

Here solving for $N$, it can be seen that $N = 23$ people are enough to have a match in the birthdays with probability greater than 1/2.

One can generalize the “birthday case” to collision for hash function $H$. Let $X$ be a set with $|X| = x$ and $Q$ be a subset of $X$ st $Q = \{q_0, q_1, \ldots, q_{t-1}\}$ with $H(q_i) = y_i$. The probability of two distinct elements $q_i \neq q_j$ of $Q$ having the same hash value such that $H(q_i) = H(q_j)$ is

$$P_{\text{Collision}}(t) = 1 - e^{-\frac{x(x-1)}{2t}}.$$
This probability can be found using some approximations:

\[ P_{\text{Collision}}(t) = 1 - \left( \frac{x}{x} \right) \left( \frac{x-1}{x} \right) \left( \frac{x-2}{x} \right) \ldots \left( \frac{x-t+1}{x} \right) \]

\[ = 1 - \prod_{i=1}^{t-1} \left( 1 - \frac{i}{x} \right) \]

\[ = 1 - \prod_{i=1}^{t-1} e^{-\frac{i}{x}} \text{ since } 1 - \frac{i}{x} \approx e^{-\frac{i}{x}} \text{ for } i \ll x \]

\[ = 1 - e^{-\frac{\sum_{i=1}^{t-1} i}{x}} \]

\[ = 1 - e^{-\frac{\frac{t(t-1)}{2}}{x}} \]

The smallest value of \( t \), which satisfies \( P_{\text{Collision}}(t) = \frac{1}{2} \), can be found by solving the above approximation:

\[ P_{\text{Collision}}(t) = \frac{1}{2} = 1 - e^{-\frac{\frac{t(t-1)}{2}}{x}} \]

\[ \frac{1}{2} = e^{-\frac{\frac{t(t-1)}{2}}{x}} \]

\[ \ln\left( \frac{1}{2} \right) = \ln\left( e^{-\frac{\frac{t(t-1)}{2}}{x}} \right) \]

\[ -\ln(2) = -\frac{t(t-1)}{2x} \]

\[ 2x\ln(2) = t(t-1) \]

\[ 2x\ln(2) \approx t^2 \]

\[ \sqrt{2x\ln(2)} \approx t \]

\[ 1, 1\sqrt{x} \approx t \]

Therefore, if attacker wants to find arbitrary collisions for an \( n \) bit hash function, she generates the hash value of approximately \( 2^{n/2} \) messages. There will be a collision with probability 1/2.

In the above collision search, the attacker searches for a collision on a single list of \( 2^{n/2} \) elements. Moreover, there are some attacks that uses two distinct lists of messages and searches for collisions of hash values of the elements from distinct lists. Then the attacker constructs two sets \( Q_1 \) and \( Q_2 \), and checks for any match between the hash values of elements of \( Q_1 \) and \( Q_2 \). The probability of such a collision is approximately equal to \( 1 - e^{-|Q_1||Q_2|/2x} \). If attacker chooses \( |Q_1| = |Q_2| = \sqrt{|X|} \) then the probability will be approximately \( \%63 \). This attack is called generalized birthday attack.
An example of generalized birthday attack is on signatures. Assume Eve wants to get the signature of Alice on an evil message $M$ which Alice does not want to sign. She constructs a message $M'$ that Alice is willing sign. Then Eve, by making minor changes in $M$ and $M'$, constructs $2^n/2$ variations of $M$ and $2^n/2$ variations of $M'$ and computes the hash values of all $2^n/2 + 1$ messages. With a probability greater than $1/2$ there will be a collision between the elements, say $X$ and $X'$, of the two sets. Then Eve asks Alice to sign $X$, which is a derivation of $M$ that Alice is willing to sign. When Alice sends her sign on $X$, she will also be sending her sign on the evil message $X'$. So Eve, without any knowledge of Alice’s private key or attacking to the signing algorithm, has obtained Alice’s signature on evil message.

Note that the probabilities above are calculated with the assumption of the distribution of the birthdays, and respectively collisions, are uniform. If the distribution is not uniform then the probabilities will be higher. Therefore if the hash values are not uniformly distributed or there is a weakness in the structure of the hash function the probability of collision would be higher [65].

4.2 Correcting Block Attack

Correcting block attack is the most trivial second preimage tool which can also be used to find collisions.

The idea is, roughly, for a given message $M_1$ of $t$-blocks and corresponding hash value $H(M_1)$, producing a message $M_2$ of $k$-blocks which is shorter than $M_1$ and then trying to find message blocks $Y = m^1_t, \cdots, m^{t-k}_t$ such that $H(M_1) = H(M_2||Y)$.

In general, the attack is applied by correcting the last message block before padding and called correcting last block attack. In this case, attacker produces a message $M_2$ of length $t - 1$ blocks. Let $h_i$ and $h'_{i-1}$ be, respectively, the final chaining values of messages $M_1$ and $M_2$ before processing padding blocks. Then the attacker searches for a message block $m_i$ such that $f(h'_{i-1}, m_i) = h_i$ where $f$ is the compression function of the hash algorithm. This way $H(M_2||m_i)$ will be equal to $H(M_1)$ and she will get a second preimage for $M_1$. The choice of message block to be corrected has no restriction and can be any message block but the first. If attacker chooses $i^{th}$ message block to correct to find a second preimage, message blocks of $M_2$ after this message block should be equal to message blocks of $M_1$ after $i^{th}$ message block.
blocks.

To find a collision, attacker randomly chooses two messages of the same length $M_1$ and $M_2$. Then, she searches for message blocks $m_c$ and $m'_c$ such that $H(M_1||m_c) = H(M_2||m'_c)$ and gets a collision pair.

The complexity of finding such a correcting block is equal to exhaustive collision search for most of the modern hash functions and it is $O(2^n)$. However, some hash functions are easy to manipulate and this process can be less complicated. Especially hash functions based on modular arithmetic are vulnerable to correcting block attack.

An obvious countermeasure to be taken against correcting block attack is keeping the internal state size longer in order to increase the complexity of finding a correcting block. Moreover, using the message blocks two or more times will also thwart this attack but reduces the efficiency of the hash function.

4.3 Meet in the Middle Attack

The meet in the middle attack (MiMA) is a variant of birthday attack to find second preimages. In the birthday attack, attacker is comparing the hash values while in MiMA, she compares the internal chaining values. The advantage of MiMA over birthday attack is that MiMA enables attacker to construct a message with a desired hash value, i.e., a second preimage. However, MiMA is applicable to hash functions with invertible compression functions where birthday attack can be applied to any hash function. In other words, to apply MiMA, attacker, knowing $h_{i+1}$, should be able to find a pair $(h_i, m_i)$ s.t. $f(h_i, m_i) = h_i + 1$.

General idea of MiMA is going backwards from a hash value and going forwards from IV of the algorithm using some bogus message blocks, and then at a predefined meeting point trying to match them.

In [66], Nishimura and Sibuya defined three models for MiMA. In the first model, model A, attacker who knows $M$ and $H(M)$, divides the bogus message $M'$ into two parts. She chooses a chaining value as meeting point and starting from IV, generates $k$ variations of the first part up to the meeting point. Then starting from the hash value $H(M)$, going backwards, generates $k$ variations of the second part. In the figure each box is a chaining value and each arrow,
except those in the meeting point, denotes the message blocks.

![Model A Diagram](image1)

**Figure 4.1: Model A**

In the second model, model B, attacker, instead of changing the whole first part of the bogus message \( k \) times and the whole second part \( \bar{k} \) times, she keeps fixed most of the bogus message. In this model, attacker goes forward from the IV up to the message block \( m_{t-1} \), one stage before meeting point and goes backwards from hash value up to the message block \( m_t \) one stage after meeting point. Then generates \( k \) variations of \( m_{t-1} \) and \( \bar{k} \) variations of \( m_t \) and checks for a match.

![Model B Diagram](image2)

**Figure 4.2: Model B**

Model C is a synthesis of model A and model B. In model C, the first part of the bogus message is generated as in model A while the second part of the bogus message is generated as in model B. So the attacker goes forward from IV and generates \( k \) variations of the first part of the bogus message and goes backwards from hash value, \( H(M) \), to the message block \( m_t \), one step after the meeting point, and generates \( \bar{k} \) variations of \( m_t \).

The probabilities of all the above models are same as the generalized birthday attack. Taking
Figure 4.3: Model C

\[ k = \bar{k} = 2^{n/2} \] the probability of a match between \( h \) and \( \bar{h} \) is about 1/2.

The above models and probabilities are applicable to hash functions which uses each message block at most once. Coppersmith [67] and Girault et al. [68] extended the attack to \( p \)-fold hash functions which uses each message block \( p \) times.

The complexity of MiMA is roughly \( 2^{n/2+1} \). The exact complexities vary according to the message length and the model used in the attack. However, the cost is dominated by \( 2^{n/2+1} \).

To avoid MiMA, wide pipe or double pipe designs can be used. This makes finding collisions at meeting point cost more than \( 2^{n/2} \). Moreover designing hash functions which do not allow reversing compression functions will be a more efficient way to foil this attack.

### 4.4 Length Extension Attack

Length extension attack can be applied to the iterated hash functions by appending message blocks to the original or padded message. The aim of this attack is producing a hash value which is related to or contains a part of a message \( M \) without fully knowing it. The length extension attacks can be categorized in two as Type A and Type B attacks.

In Type A attack, the hash function is assumed to use no MD-strengthening. For this type of attack consider two messages, \( M_1 = m_0, m_1, \ldots, m_{t-1} \) and \( M_2 = m_0, m_1, \ldots, m_{t-1}, m_t \) which are identical in the first \( t \) blocks. Then, when calculating the hash value of \( M_2 \), \( H(M_1) \) appears as the chaining value which is input to the final iteration. Therefore \( H(M_2) = f(H(M_1), m_t) \) where \( f \) is the compression function of \( H \). This enables the attacker, without full knowledge
of \( M_1 \), to produce the hash value of a message \( M_2 \) which is related with \( M_1 \). One example of the attack is given in [69]. In an authentication protocol, which uses an iterated hash function without output transformation, two parties \( A \) and \( B \) share a secret \( X \) and the authentication protocol is as follows:

- \( A \), generates some message \( M \) and sends \( M, H(X||M) \) to \( B \)
- \( B \), knowing \( X \), compares \( H(X||M) \) with the received data and authenticates \( A \)

![Figure 4.4: The Authentication Protocol](image)

Here an attacker who knows \( M \) and \( H(X||M) \) can impersonate \( A \) to \( B \) with extension attack. The attacker generates arbitrary message blocks \( \bar{m}_0, \bar{m}_1, \ldots, \bar{m}_{k-1} \) and iterates \( \bar{h}_i = f(\bar{h}_{i-1}, \bar{m}_{i-1}) \) for \( i = 1, 2, \ldots, k \) with \( \bar{h}_0 = H(X||M) \). The result, \( \bar{h}_k \), is the hash value of \( M' = X||M||\bar{m}_0, \bar{m}_1, \ldots, \bar{m}_{k-1} \). Then the attacker sends \( M' \) and \( \bar{h}_k \) to \( B \). Party \( B \), verifying the hash value, authenticates attacker as \( A \).

![Figure 4.5: Expanding the Message](image)

In \textit{Type B} attack, hash function is assumed to use MD-strengthening. Considering the above protocol, this time attacker cannot extend the message by directly appending arbitrary message blocks and should know the length of \( X||M \) or equivalently length of \( X \). If she knows, \( L \), the length of \( X||M \), she knows the padding of \( X||M \).

\[
\text{Pad}(X||M) = X||M||1||00\ldots0||L
\]

She considers \( M' = M||1||00\ldots0||L \) so that \( H(X||M) \) appears as a chaining value in \( H(X||M') \). She applies padding to \( X||M' \), \( \text{Pad}(X||M') = X||M||1||00\ldots0||L||1||00\ldots0||L' \) and iterates
chaining values starting from $H(X||M)$ using the padding blocks $1||00\ldots0||L'$. Then sends $M'$ and $H(X||M')$ to $B$. $B$, again, verifies the hash value and authenticates attacker as $A$.

There are several methods to foil the length extension attack. Using a proper output transformation is the most common precaution against this attack. If hash function applies an output transformation $g$ to the final chaining values, then the hash value will be equal to $H(X||M) = g(h_t)$, where $h_t$ is the final chaining value, and can not be used to extend the message. However, this transformation should not contain any fixed points, otherwise the attack can be applied to messages ending with the fixed points. Besides, in the final iteration the compression function may use different constants or counters as well.

![Figure 4.6: Output Transformation](image)

Another method is, instead of appending the length padding after zero bits as a postfix, appending it in front of the message as a prefix [70]. This method, however, is not practical since for most of the applications the length of the message should be known before hashing.

![Figure 4.7: Prefix Padding and Postfix Padding](image)

A third method is hashing the message twice or more. By hashing the hash of the data, attacker’s control over the message will be minimized. Therefore, finding a proper message block to extend the message will be infeasible.
4.5 Joux Attack

The presence of two distinct messages which have the same hash value is called a collision for a hash function $H$. Joux, in [54], extended the collision idea and introduced a new concept multi-collision with multi-collision attack which can be applied to iterated hash functions\(^1\). An $r$-collision for a hash function $H$ is $r$ distinct messages $M^1, M^2, \ldots, M^r$ with $H(M^1) = H(M^2) = \cdots = H(M^r)$. By Joux’s multi-collision attack, the complexity of finding an $r$-collision for an $n$-bit hash is reduced to $O(r^{2n/2})$ from $O(2^{n(r-1)/r})$. The attack also showed the security of cascaded hash functions are not as it thought to be.

To find an $r$-collision first consider the messages of the same length. This results the padding of the messages to be equal. Therefore, if the chaining values before padding are equal, the hash values will also be equal. Another assumption is the presence of machine or algorithm $C$ that can find “collisions” for the compression function $f$. This machine takes the chaining value $h$ as an input and outputs two message blocks $(m, m')$ such that $f(h, m) = f(h, m')$. $C$ can use some weaknesses in $f$, birthday paradox or other collision attacks to find these pairs.

For the time being assume $C$ is using the birthday attack on $f$ and finding a colliding pair for the compression function costs $2^{n/2}$ compression function computations. Besides, the below attack is for hash functions with message block length greater than or equal to the chaining value length. However, it can be generalized to any case easily which will be mentioned later in this section.

The attack is as follows: starting form the fixed IV of the hash function, attacker calls $C$
iteratively $t$-times and gets the message block pairs $(m_i, m'_i)$.

$h_0 = IV$

for $i=0,1,\ldots,t-1$ do

$(m_i, m'_i) = C(h_i)$

$h_{i+1} = f(m_i, h_i)$

This algorithm gives $t$ pairs of message blocks, each is a collision for the compression function with the output chaining value of previous iteration. These messages can be used to construct $2^t$ distinct messages that have the same hash value.

Figure 4.9: Multicollisions

To illustrate, assume $C(h_0) = (m_0, m'_0)$, $f(h_0, m_0) = h_1$, and $C(h_1) = (m_1, m'_1)$, $f(h_1, m_1) = h_2$. Then the messages $m_0||m_1$, $m_0||m'_1$, $m'_0||m_1$ and $m'_0||m'_1$ will all have the same final chaining value $h_2$. After padding, since the lengths of the messages are equal, the hash values of these messages will also be equal. Moreover, all the chaining values appeared in the hashing processes of all the four messages will be the same.

If the length of the chaining value is greater than the message block length, attacker, instead of finding collisions for each iteration of hash function, can try to find collisions for a number of consecutive iterations. Let $k$ be the smallest number such that $k|m| \geq |h|$. Then she tries to find colliding pairs of messages of $k$ blocks

Figure 4.10: Multicollisions for $m < h$
Let the message strings be \( S_0 = m_0, m_1, \ldots, m_{k-1}, S'_0 = m'_0, m'_1, \ldots, m'_{k-1}, S_1 = m_k, m_{k+1}, \ldots, m_{2k-1} \) and \( S'_1 = m'_k, m'_{k+1}, \ldots, m'_{2k-1} \). Then the four messages of length \( 2k \), \( S_0 \| S_1 \), \( S'_0 \| S'_1 \), \( S'_0 \| S_1 \) and \( S'_0 \| S'_1 \), will have the same hash values.

The complexity of the attack is \( t \) times the complexity of calling \( C \), which is, \( O(t^{2n/2}) \).

This attack can be applied to the cascaded hash functions also. A cascaded hash function is the concatenation of two or more hash functions. Let \( H_1 \) and \( H_2 \) be two hash functions of \( l_1 \) and \( l_2 \) bits output respectively. Then \( H(M) = H_1(M) \| H_2(M) \) is a cascaded hash function with \( l_1 + l_2 \) bits output. The attack described here is on the concatenation of two hash functions but can be generalized directly to concatenation of any number of hash functions and shows that finding a collision for a cascaded hash function is \( O(l_2^{2l_1/2} + 2^{l_2/2}) \) instead of \( O(2^{(l_1+l_2)/2}) \).

Let \( H, H_1 \), and \( H_2 \) be as above with \( l_2 \geq l_1 \). Attacker takes \( t = \lceil \frac{l_2}{4} \rceil \) and constructs \( 2^t \) colliding messages for \( H_1 \) using the above multi-collision algorithm. Since \( t \geq \frac{l_2}{2} \), by birthday paradox, there exist a collision for \( H_2 \) in the set of \( 2^t \) colliding messages of \( H_1 \) with probability greater than \( 1/2 \). So, by generating \( 2^t \) multi-collisions for \( H_1 \) attacker will get a collision for \( H \) with probability \( 1/2 \).

The complexity of this attack is \( O(l_2^{2l_1/2} + 2^{l_2/2}) \). The \( O(l_2^{2l_1/2}) \) is the complexity of the multi-collision on \( H_1 \). The rest \( O(2^{l_2/2}) \) comes from the birthday paradox. The complexity of hashing \( 2^t \) messages of \( t \) blocks with \( H_2 \) is reduced from \( t2^t \) to \( 2^t \) by using the tree structure of the messages.

Here, \( H_1 \) and \( H_2 \) are assumed to work on the same block sizes. An important point is that, since the attacker applies birthday attack on \( H_2 \), it need not to be iterative, on the contrary, can be any type of hash function.

Same idea can be used to find preimages and second preimages for the cascaded hash functions. For preimage attack attacker, again, uses the multi-collision algorithm with \( t = l_2 \) and constructs \( 2^t \) colliding messages \( M_i \) for \( H_1 \). Then, considering the padding of the messages, searches for an additional message block that maps the final chaining values of \( H_1 \) to a specific target hash value \( N \). Now the attacker has \( 2^t \) distinct messages with the specific hash value \( N \) on \( H_1 \). Since \( t \geq \frac{l_1}{2} \) with constant probability the hash value, \( H_2(M_i) \), of one of these messages also matches with the specific hash value on \( H_2 \) and a preimage for a random hash value can be found. If the attacker specifies the hash value, than she can find a second
Another way to find a preimage, or second preimage, is to construct $2^t$ colliding messages and search for a $(t + 1)^{th}$ block which gives the desired hash value [57]. Again one should take the padding into account when searching for such a message block.

Joux’s multi-collision attack does not apply directly to the hash functions that use message blocks more than once. However, Nandi and Stinson applied the attack to the hash functions which uses message blocks at most twice [71]. Then Hoch and Shamir extended the idea to the hash functions that uses message blocks multiple times and in an arbitrary expanded order [72].

To foil Joux multi-collision attack double or wide pipe designs with the size of the internal chaining values $> 2n$ can be used. This way cost of collisions will exceed the exhaustive search.

### 4.6 Fixed Point Attack

A fixed point for the hash function $H$ is a pair $(h, m)$ such that $f(h, m) = h$, i.e., the chaining value $h$ remains the same after iteration with message block $m$. Fixed points are not just the chaining values or the message blocks: $h$ which is a fixed point for the message block $m$ will not form a fixed point pair with another message block, or vice versa.

Fixed points are used to attack iterated hash functions. Let the pair $(h_i, m_i)$ be a fixed point pair for the compression function $f$ of $H$. Consider the message $M = m_0, m_1, \ldots, m_i, \ldots, m_t$ with chaining values $IV = h_0, h_1, \ldots, h_i, \ldots, h_t$ appear when hashing $M$.

![Figure 4.11: Hashing Process of $M$](image)

Attacker can construct another message $M' = m_0, m_1, \ldots, m_{i-1}, m_i, m_{i+1}, \ldots, m_t$. which produces the chaining values $IV = h_0, h_1, \ldots, h_{i-1}, h_i, h_{i+1}, \ldots, h_t$. 
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Since \((h_i, m_i)\) forms a fixed point pair, insertion of \(m_i\) to the iterations where \(h_i\) is the input, will not change the final chaining value. So the attacker can insert as many \(m_i\) message blocks as she needed without changing the hash value to find a second preimage. However, the problem with this attack is the length padding. As she inserts message blocks to produce a second preimage, the message \(M'\) will be longer than the original message \(M\). Therefore the length paddings of two messages will be different and the hash values will not be the same.

In [53], Dean proposed three methods to by-pass the length padding problem:

1. The first idea uses a flow in the length padding of particular hash functions. In some hash functions, like \(MD-4\), \(MD-5\) and \(SHA-1\), the length of the message modulo a number, say \(L\), is padded. So if the attacker inserts message block \(m_i\) \(\frac{L}{\text{block length}}\) times, which adds \(L\) bits to the message, the length of the new message and original message will be equal modulo \(L\). Therefore the length padding will be the same as the original message. In cases of mentioned hash functions above, length of the message modulo \(2^{64}\) is padded therefore the message \(M'\), produced by repeating the message block \(m_i\), which is 512 bits, \(2^{55}\) times, will have the same hash value with \(M\).

2. Assume that after two distinct iterations, say \(k^{th}\) and \(l^{th}\), the resulting chaining values are the same: \(h_k = h_l\) with \(k < l\). and there is a chaining value \(h_i\), which is a fixed point for the message \(m_i\), that does not lie between \(h_k\) and \(h_l\). Then since \(h_k = h_l\), attacker deletes the message blocks \(m_k, m_{k+1}, m_{k+2}, \ldots, m_{l-1}\) from

\[
\begin{align*}
\text{Figure 4.12: Hashing Process of } M' \\
\text{Figure 4.13: Coincidence in the Chaining Values } h_k \text{ and } h_l
\end{align*}
\]
the message $M$. The shrunk message $\overline{M}$ has the same final chaining value, up to the padding, as the original message $M$ but it is $(l-k)$ blocks shorter than it. For the length issue she adds message block $m_i$, after the iteration that outputs $h_i$, $(l-k)$ times. Again this operation does not change the final chaining value and $\overline{M}$ becomes of the same length with $M$. Therefore, the hash values of these messages will be the same.

![Figure 4.14: Shrinking the Message](image)

3. If there is no coincidence in the chaining values, attacker tries to modify some message block $m_{k-1}$ such that $h_k = f(h_{k-1}, m_{k-1})$ is equal to some other chaining value. Then the same procedure as in second method can be applied to get a second preimage.

Finding a fixed point for some specific constructions is easier than the generic methods. For example Davies-Meyer construction in *Figure 4.15*:

![Figure 4.15: Davies-Meyer Construction](image)

Here if $E_{m_i}(h_i) = 0$ than $(h_i, m_i)$ will be a fixed point pair. So, one decryption operation is enough to find a fixed point pair $(h_i, m_i)$.

$$E_{m_i}(h_i) = 0$$

$$\Rightarrow E_{m_i}^{-1}(0) = h_i$$
Also Snefru [73] has a similar weakness. The compression function of Snefru is an encryption process \( f(h, m) = \text{lsb}_n(E(h\|m)) + h \), where \( \text{lsb}_n(x) \) denotes the least significant \( n \) bits of \( x \).

If \( \text{lsb}_n(E(h\|m)) = 00 \) then one can construct a fixed point pair easily. To construct a pair, attacker chooses any value \( T \) with \( \text{lsb}_n(T) = 0 \) and lets \( T = E(h\|m) \). Then decrypting \( T \), she gets \( E^{-1}(T) = Y = h\|m \). The least significant \( b \) bits of \( Y \) is \( m \), where \( b \) is the message block length and the most significant \( n \) bits of \( Y \) is the chaining value \( h \). These values of \( h \) and \( m \) satisfies \( f(h, m) = h \).

\[
m = \text{lsb}_b(Y) \quad h = \text{msb}_n(Y)
\]

Fixed points, moreover, are used in various attacks to mount the attack or make it more efficient. Fixed points are used in the attacks on Gost Hash, RC4 Hash [15] etc, and in herding attack, Kelsey and Schneider’s second preimage attack.

The cost of fixed point attack is approximately equal to the cost of finding fixed point pairs which changes according to the compression function. Moreover, if padding is applied then this cost increases.

The basic defense against fixed point attack is using counters. This way attacker could use a fixed point triple \( (h_i, m_i, c) \) only once. However, even she could inject message block \( m_i \) properly, the counters of the following iterations will change and the all the following chaining values, including the hash value, will change. Moreover, salt, which is used with each message block according to the iteration number, can also prevent the attacker from using fixed points.

Another method is using message blocks more than once. The message block \( m_i \) which produces a fixed point pair with \( h_i \), will not produce another pair in other iterations that it will be used. This can also be achieved by following a double pipe design.

### 4.7 Long Message Attack

The long message attack is a second preimage attack using long messages for iterative hash functions. Attack is applicable to messages of any length but it is more efficient when the original message is very long.

Assume the attacker is trying to find a second preimage for the message \( M = m_0m_1m_2 \ldots m_{l-1} \) which produces the chaining values \( h_0 = IV, h_1, \ldots, h_{l-1}, h_l = H(M) \) when hashing.
Attacker produces a prefix $M = m_0m_1 \ldots m_{k-1}$ with final chaining value $f(h_{k-1}, m_{k-1}) = \bar{h}_k$. If $\bar{h}_k$ is equal to one of the chaining values $h_1, h_2, \ldots, h_{t-1}$, the attacker can bind the message blocks of the original message after the matching chaining value to $\bar{M}$. Let $\bar{h}_k = h_a$, then $\bar{M}$ will be $\bar{M} = m_0m_1 \ldots m_{k-1}m_am_{a+1} \ldots m_{l-1}$ and will have the same hash value with $M$. If $\bar{h}_k$ is not equal to any of the chaining values, then attacker tries to find a linking message $m_{\text{link}}$ to produce another chaining value $\bar{h}_{k+1}$ which is equal to one of the chaining values. Since there are $l - 1$ chaining values appearing in hashing process of $M$, assumed to be all distinct, $\bar{h}_k$, or $\bar{h}_{k+1}$, can be equal to one of these chaining values with probability $\frac{l-1}{2^n}$. Letting $l = 2^b$, the cost of a match will be $2^{n-b}$ hash function computations.

The final chaining values of $M$ and $\bar{M}$ are the same. However, since length padding is processed at all modern hash functions, hash values of these messages can be different depending on their lengths. Let the matching chaining values of these messages be $h_a = \bar{h}_k$. Then there are three situations:

- If $k < a$, then $\bar{M}$ is shorter then $M$. Then the attacker can use the methods used in the fixed point attack, in Section 4.6, proposed by Dean [53] to extend the message $\bar{M}$.

- If $k = a$, then the lengths of the messages will be equal. Therefore the hash values $H(M)$ and $H(\bar{M})$ will be equal.

- If $k > a$, then $\bar{M}$ is longer than the original message $M$. This time attacker should use the tricks in the fixed point attack to shrink the message to the same length with $M$.

Moreover, Kelsey and Schneier developed an attack, that will be explained in the next section, which can be applied using the long message attack.

### 4.8 Kelsey & Schneier’s Long Message Attack

In 2005, Kelsey and Schneier proposed a new second preimage attack which is essentially similar to Joux multi-collision attack and integrated with the long message attack [55]. The attack can be combined with Dean’s fixed point idea for hash functions that are easy to find fixed points.

Attack is basically, as Joux’s attack, depends on finding successive collisions. The main
difference of this attack from the Joux multi-collision is, instead of finding colliding pairs of one block messages, attacker searches for pairs of collisions of different lengths. This way she can construct a message having a fixed hash value but that can vary in length. Consider this message as a single elastic message. This elastic message is called an expandable message and an expandable message that can take any length between \( a \) and \( b \) blocks is called an \((a, b)\)–expandable message.

Finding collisions for different length messages can be achieved in two ways. First method is using the fixed points. In this method, attacker generates \( 2^{n/2} \) fixed point pairs \((h^f_i, m^f_i)\) and \( 2^{n/2} \) chaining values \( h^1_i \) that can be reached from IV using message block \( m^0_i \). With a high probability there will be a match between \( h^f_i \)’s and \( h^1_i \)’s. Let \( h^1_i = h^f_j \), then the messages \( m^0_i \) and \( m^0_j \| m^j_i \) will produce the same final chaining values. Attacker can also append as many \( m^f_j \) blocks to the second message as she wants. This method is only applicable to hash functions which are easy to find fixed points. Therefore will not be used as the initial method in this attack.

The second method, despite having more time complexity, is more practical since it can be applied to any iterated hash function. In this method, to find two colliding messages one is of length one block and other is of length \( t \) blocks, given an initial value \( h_{in} \), not necessarily \( h_{in} = h_0 \), attacker first produces a dummy message \( \overline{M} \) of length \( t-1 \) blocks, using a dummy message block \( d \), as \( \overline{M} = dd \ldots d \). Then generates \( 2^{n/2} \) chaining values that can be reached from \( h_{in} \) by a single message block \( h^1_i = f(h_{in}, m^0_i) \) and \( 2^{n/2} \) chaining blocks that can be reached from the final chaining value of the dummy message \( \overline{M} \) using a single message block \( h^t_i = f(h_{t-1}, m^t_{i-1}) \). With a non-negligible probability there will be a match between the chaining values \( h^1_i \) and \( h^t_i \). If \( h^1_i = h^t_j \), then the two messages \( m^0_i \) and \( \overline{M} \| m^j_i \) will have the same final chaining values. The complexity of finding such a pair is \( t - 1 \) compression function calls for the dummy message and two \( 2^{n/2} \) compression function calls to find a match between chaining values. The total complexity of this algorithm is \( t - 1 + 2^{n/2+1} \) compression function calls.

Using the second method attacker can generate an expandable message. To build a \((k, k + 2^k - 1)\)–expandable message attacker first produces a pair of messages of lengths 1 and 2 as above. Then she produces another pair with messages of lengths 1 and 3. This way she produces all pairs each having messages of lengths 1 and \( 2^{i-1} + 1 \) for \( i = 1, 2, \ldots, k \). The key point is that the attacker uses the final chaining value of the previous pair as the initial value.
of the pair to be generated. Therefore the message pairs can be concatenated to produce an expandable message.

Figure 4.16: A \((k, k + 2^k - 1)\)-Expandable Message

The produced expandable message can take any length between \(k\) and \(k + 2^k - 1\) blocks. To produce a message of desired length \(L\), \(k \leq L \leq k + 2^k - 1\), attacker uses the expandable message and the bitwise notation of \(L - k\). Attacker reverses the \(k\)-bit notation of \(L - k\) and stores it. For example, take \(k = 10\) and \(L = 16\) then \(L - k = 6\). The 10-bit notation of 6 is 0000000110 and when reversed it becomes 0110000000. Attacker, starting with an empty message, appends one of the messages of the corresponding collision pair according to the reversed bitwise notation. If the \(i^{th}\) digit of the reversed bitwise notation of \(L - k\) is 0, then she appends the single block \(m_i\) of the pair. Otherwise she appends the \(2^i + 1\) block message of the pair. The resulting message will be of length \(L\) and will have the fixed hash value of the expandable message.

To illustrate, assume the attacker constructed a \((2, 5)\) – expandable message \(\overline{M}\) as in Figure 4.17.

Figure 4.17: \((2, 5)\)–Expandable Message

Let \(L = 4\). Then \(L - k = 2\) which have 2-bit notation 10 which becomes \(R = 01\) when reversed. Since the first element of \(R\) is 0, attacker chooses the one block message \(m_0\) of the first iteration. The second element of \(R\) is 1, therefore, this time she chooses 3 block message of the second pair \(m'_2m'_3m'_4\). Concatenating the two messages she gets \(M' = m_0m'_2m'_3m'_4\) which is of length 4 and has hash value \(h_2\).
The constructed message has a fixed hash value for various lengths but, itself, cannot be regarded as a bunch of second preimages since hash functions use length padding. Therefore, additional tools should be used with expandable messages. In [55], Kelsey and Schneier applied the long message attack with expandable message to bypass the length padding in the hash functions.

The attacker, aiming to find a second preimage for a long message \( M \), first generates an \((k, k + 2^k - 1)\) -expandable message which has a final chaining value, say, \( \overline{h_k} \). Then, if \( \overline{h_k} \) is not equal to any of the chaining values that appears when hashing \( M \), appends a linking block \( m_{link} \) such that \( f(\overline{h_k}, m_{link}) \) is equal to one of those chaining values. Otherwise, she continues without appending any message blocks. Let \( M = m_0m_1 \ldots m_l \) and the chaining values appearing when hashing \( M \) be \( h_0, h_1, \ldots, h_{l+1} \), where \( l \) is close to maximum possible value, and let \( \overline{M} \) be the expandable message with final chaining value \( \overline{h_k} \). If \( \overline{h_k} = h_j \) for some \( j \) with \( k \leq j \leq k + 2^k - 1 \), then attacker expands \( \overline{M} \) to \( j \) blocks and appends the message blocks \( m_j, m_{j+1}, \ldots, m_l \) to \( \overline{M} \).

So \( M' = \overline{M} || m_jm_{j+1} \ldots m_l \) will have the same final chaining value and length therefore the same hash value with \( M \). If \( \overline{h_k} \) is not equal to any of the chaining values then attacker searches for a linking message block \( m_{link} \) such that \( f(\overline{h_k}, m_{link}) = h_{k+1} = h_j \) where \( k + 1 \leq j \leq k + 2^k \).

Then she extends \( M \) to \( j - 1 \) blocks, appends \( m_{link} \) and the message blocks \( m_j, m_{j+1}, \ldots, m_l \) to \( \overline{M} \) and gets \( M' = \overline{M} || m_{link} || m_jm_{j+1} \ldots m_l \) which is a second preimage for \( M \).

The total cost of the attack is approximately the cost of constructing expandable message plus the cost of finding a linking message \( m_{link} \). A \((k, k + 2^k - 1)\) -expandable message can be constructed with \( 3 \times 2^{n/2+1} \) compression function calls using fixed points and \( k \times 2^{n/2+1} \) compression function calls using generic method. Finding a linking message, if necessary, is \( 2^{n-k+1} \). So the total complexities are \( 3 \times 2^{n/2+1} + 2^{n-k+1} \) for fixed point approach and \( k \times 2^{n/2+1} + 2^{n-k+1} \) for generic approach.

This attack is more efficient than Joux multicollision attack for extremely long messages but for shorter messages Joux attack is much more applicable.

Using counter is a method to thwart this attack. When attacker produces expandable message, she cannot consider counters since collisions are of distinct lengths. Also increasing the internal state with double or wide pipe designs will make the complexity of finding collisions larger.
4.9 Herding Attack

Kelsey and Kohno developed an attack on Merkle-Damgård hash functions in [74], where the attacker first reveals the hash value and then produces a message which has the revealed hash value. Since the attacker produces the message after finding its hash value, she can prove prior knowledge of any information. Therefore, the attack is also called Nostradamus attack.

An example to clarify the attack can be as follows: Attacker claims that she knows the result of a match which will be played soon and provides a hash value which she declares as the hash value of the result of the match. After the match, she publishes a message containing the result of the match which has the previously declared hash value.

This attack has two phases: first the attacker constructs a diamond structure which contains colliding chaining values. These chaining values reduce to a single chaining value $h_t$ and attacker releases $h_t$.

![Figure 4.18: Diamond Structure](image)

In Figure 4.18 a diamond structure is depicted where each arrow denotes a message block which are not necessarily distinct.

After learning the result of the match, which will be called the prefix $P$, she finds a linking message $m_{link}$ that links the final chaining value of the prefix to the first column of the diamond structure.

The diamond structure is consisting of colliding messages. To construct a diamond structure of width $k$ one should find $2^k$ multi-collisions. The idea of diamond structure is similar to
Joux multi-collision however there are two main differences:

1. The diamond structure allows $2^k$ choices for the first message block and the rest of the messages are determined by the first block while Joux attack provides two message block choices for each iteration.

2. Diamond structure contains $2^{k+1} - 2$ chaining values. Joux $2^k$-multi-collision has $k$ chaining values.

The first difference makes finding a linking message more efficient and the second enables the attacker to apply herding attack to short suffixes.

To produce the structure, attacker searches for collisions dynamically. In other words, the positions of the chaining values are not fixed, attacker iterates chaining values with arbitrary message blocks and orders the chaining values as she finds collisions. This way, in the first step, to reduce the $2^k$ chaining values to $2^{k-1}$ chaining values, attacker needs $\sqrt{2^{n-(k+1)}}$ message blocks. Therefore, for a full diamond structure she needs $\sqrt{2^{n+k+4}}$ message blocks. Also, attacker does not have to construct a diamond structure for each attack, on the contrary a diamond structure can be used for various herding attacks but the revealed has value will always be same or related.

To find the collisions more efficient, collision finding algorithms or weaknesses in the algorithm can be used. However, instead of collisions with a fixed IV, attacker needs collisions each starting with a different IV.

After constructing the diamond structure, attacker publishes the target chaining value which all $2^k$ chaining values reduce to. Then, when the prefix $P$ is determined, she searches for a linking message $m_{\text{link}}$ which links the final chaining value $h_P$ of $P$ to one of $2^k$ chaining values in the first column of the diamond structure. This costs $2^{n-k}$ compression function calls. If, instead of diamond structure, Joux multi-collision attack were used, finding a linking message would cost $2^{n-1}$ compression function calls. Assume the attacker finds a message $m_{\text{link}}$ such that $f(h_P, m_{\text{link}}) = h_i^0$ for some $i = 0, 1, \ldots 2^k - 1$. Tracing from $h_i^0$ to $h_t$, one can generate a sequence $S$ st the message $P||m_{\text{link}}||S$ has the published hash value.

If the hash function uses MD strengthening, she can guess the length of the prefix $P$. For the match example above, the names of the teams are known and the scores will most probably
be one digit numbers so the length of $P$ can be guessed. The total length of the message will be $l = |P| + 1 + k$ where “1” comes from the linking message and $k$ is the length of $S$. Iterating the target hash value $h_t$ with $m_{pad}$, padding for a message length $l$, gives the new target hash value. Another approach is keeping the length $l$ of the message much longer than enough and add some meaningful text. This time instead of "'The result of the match is .."", the prefix can be extended like "'Me, the Nostradamus of modern times, foresaw that .."". Moreover the attacker does not have to clearly state the result of the match, she can make a general comment about the result as "'Team A wins'" or "'Team A sweeps B'". This type of attack costs $2^{n-k} + 2^{n/2+k/2} + 2^k$ which is the cost of finding a linking message plus constructing the diamond structure.

![Diagram](image)

Figure 4.19: Sample Attack ($m_{pad}$ is the padding block for guessed length)

To illustrate the attack, in the Figure 4.19, attacker constructing a diamond structure with width 4, finds a linking message that links $h_p$ to $h_0^0$. Then traverses the structure with string $S = m_0^0||m_0^1$ and gets the message $M' = P||m_{link}||S$. When hashing the message the final chaining value of $M'$ will be $h_t'$. Adding the padding block, $m_{pad}$, one reaches the target hash value $h_t$.

Moreover, using a $(log(k), k + log(k) - 1)$-expandable message, attacker can search for a linking message that links $h_p$ to not only the $2^k$ chaining values in the fist column but any of the $2^{k+1} - 2$ chaining values in the diamond structure and expand the message so that $S$ is always of fixed length.

If attacker uses expandable message in the diamond structure, she will be more flexible about the length padding. Assume attacker constructs an expandable message which she can extend $k$ blocks. Then, she can guess the length of the prefix with an error up to $k$ blocks with the same hash value. This way, instead of finding a linking message that links the final chaining
value of the prefix, $h_p$, to the first column of the diamond structure with $2^{n-k}$ complexity, attacker searches for a linking message which links $h_p$ to any of the $2^{k+1} - 2$ chaining values in the structure with a complexity $2^{n-k-1}$. The attacker first constructs a diamond structure in which the chaining values reduce to a single chaining value $h_t''$. Then she constructs a $(\log(k), k + \log(k) - 1)$-expandable message $m_e$ which brings $h_t''$ to $h_t'$. She applies padding iterations to $h_t'$ and reveals the final chaining value $h_t$.

When the prefix is determined, if necessary, she finds a linking message $m_{\text{link}}$ that links $h_p$ to one of the chaining values in the diamond structure. Let $f(h_p, m_{\text{link}}) = h_t'$. Then she traverses the structure from $h_t'$ to $h_t''$ and finds the string $S$. Then according to the prefix length she expands $m_e$ as needed say $q$ blocks. The message that has the desired hash value $h_t$ is

$$M' = P || m_{\text{link}} || S || m_e^q.$$

The cost of the herding attack that uses expandable message is the cost of producing an expandable message plus the cost of constructing diamond structure and the cost of finding a linking message which adds up to $k \cdot 2^{n/2+1} + 2^{n/2+k/2+2} + 2^{n-k-1}$.

The optimal herding attack can be mounted by using an expandable message and choosing $k$ such that, the work done for constructing the diamond structure and finding the linking message block is equal.

In [75] Dunkelman and Preneel extended the herding attack to concatenated hashing schemes. The attack on concatenated schemes uses multiple diamond structures. For a hash algorithm which is constructed by concatenating $k$ hash functions the complexity of herding attack with
a diamond structure of width $2^t$ will be approximately

$$2^{n_i-t} + \sum_{i=2}^{k} (n_i - t) \prod_{j=2}^{k-1} 2^{n_j-t}$$

where $n_i$ is the chaining size of $i^{th}$ hash function.

### 4.10 Slide Attack

Slide attack is a cryptanalysis tool for block ciphers with weak key schedule, which was introduced by Wagner and Biryakov in [76]. However, in [77] Gorski, Lucks and Peyrin showed that the attack is also a threat for stream based and sponge hash functions. By applying slide attack to hash functions one can distinguish the algorithm from a random oracle and mount an extension attack similar to the length extension attack for MD hash functions in Section 4.4.

Slide attack is applicable to block ciphers which have a weak or periodic key schedule. These block ciphers can be divided into equivalent permutations according to the round keys. For example, let the key size of a 16 round block cipher $E$ is 128 bits and $i^{th}$ round key $k_i$ is produced by rotating the main key left by $i \ast 32$. Then the round keys will repeat after 4 rounds and will be equal at each four rounds. Let $F$ be the permutation equal to the first four rounds of $E$. Then, one can consider $E$ as $E(P) = F \circ F \circ F \circ F(P)$. If the corresponding ciphertexts $C_1$ and $C_2$ of plaintexts $P_1$ and $P_2$, with $P_2 = F(P_1)$, satisfies $C_2 = F(C_1)$ then $(P_1, P_2)$ is called a slid pair. Using the slid pairs attacker can retrieve information about the key and distinguish the cipher from a random oracle.

In hash function case, one can consider the blank rounds at the end of stream and sponge based hash functions as identical permutations which does not take any input apart from the chaining value and applies a fixed permutation on it. So, parallel to these consideration, the definition of a slid pair will change. Two messages $M_1$ and $M_2$ are called a slid pair if $S_2 = B(S_1)$ where $B(\cdot)$ denotes a blank round and $S_1$ and $S_2$ are the final states appear before the output transformation, when hashing these messages. There is no constraints on the messages as in block cipher case.

If the state after processing the first blank round of $M_1$ is equal to the state before the blank rounds of $M_2$, $(M_1, M_2)$ will be a slid pair.
Assume that the attacker is trying to attack the protocol as in Figure 4.4 of Section 4.4. Stream and sponge hash functions apply an output transformation to the state (or states) after blank rounds. Therefore, in such a protocol, attacker who knows $H(K||M)$ and $M$ cannot recover the final state and append new message blocks directly. For example, in Grindahl [78], the final state is truncated according to the hash size. So, in order to extend the message attacker needs to find the full final state. Slide attack enables the attacker to find the final state with lower complexity.

In this section the attack is applied on Grindahl\textsuperscript{2} hash function. The specifications of Grindahl-512 can be summarized as follows

- Message $M$ is padded and divided into 64-bit blocks $m_0m_1\ldots$

- An initial state is constructed as a 8x13 matrix whose entries are all zero.

- $i^{th}$ message block is replaced with the first column of the $i^{th}$ state. Then some permutations are applied to the overwritten state.

- 8 blank rounds, which are consisting of permutations only, are applied to the state after all the message blocks are input. In these blank rounds state is neither inserted any message nor truncated.

- The first 8 columns of the state after blank rounds are taken as the output. In other words the final 5 columns are truncated.

Now, the attacker can try to mount an extension attack to the protocol in Figure 4.4 by knowing $M$ and $H(K||M)$ using the slide technique. Let the first message be $M_1 = m_0m_1\ldots m_{t-1}$. Let

$$Pad(K||M_1) = K||m_0m_1\ldots m_{t-2}||m_{t-1} + 10\ldots0||P_L$$

where $P_L$ is the length padding. Attacker produces a message $M_2$ such that $Pad(K||M_1)$ and $Pad(K||M_2)$ differs only in one additional block at the end.

Assume the attacker has an access to a query machine which outputs the hash value $H(K||M)$ when input $M$. She sends $M_1$ and $M_2$ to the machine and gets $H(K||M_1)$ and $H(K||M_2)$ which are the truncated values of the final states after blank rounds. By using these hash values she

\textsuperscript{2} Grindahl hash function is not considered to be a sponge hash function by the authors who proposed sponge construction\cite{56}. However, in cryptographic community most interested authors threat this hash function as a sponge.
can recover the 8 columns of the final states. However, there are still 5 columns which are unknown to the attacker.

First, she tries to find slid pairs. $M_1$ and $M_2$ differs only on one block, therefore, there are $2^{64}$ possible messages $M_2$ only one of which is the slid-mate of $M_1$. To find a slid pair, attacker constructs $S^1_F$, the final state of $K||M_1$, and $S^2_F$, the final state of $K||M_2$, using the hash values and fixing the unknown bytes. Then applies an inverse blank round to $S^2_F$ and compares the known-bytes with $S^1_F$. The 34 bytes will be known in both states. Using these bytes attacker can eliminate $2^{34+8} = 2^{272}$ wrong pairs. Since there are possible $2^{64}$ pairs, the slid pair $(M_1, M_2)$ can be found with a very high probability.

In the state, produced by an inverse blank round from the hash value of $K||M_2$, there are also 20 known-bytes which coincide with unknown bytes in $S^1_F$. Therefore, these 20 bytes can be replaced with unknown bytes in $S^1_F$ where attacker left with 10 unknown bytes. To recover these 10 bytes, she goes backwards through all 8 blank rounds and the round before the blank rounds, up to replacement of the final message block, by trying all possible values of 10 bytes and checks the first column of the states. If the column is equal to the final block of $Pad(K||M_1)$, which is the length of $K||M_1$ that is assumed to known, then the choices of the 10 bytes and, therefore $S^1_F$, is true. Now, attacker knows the state before blank rounds and can extend the message $K||M_1$. For example, let $M_3 = Pad(K||M_1)$. Attacker who wants to hash $M_3$, knows the state before the padding of $M_3$ and can continue to process hashing. Then she sends $M = M_1||[10..0]|P_L||[10..0]|P'_L$ and $H(M_3)$ which authenticates her to Alice.

Moreover, instead of extending a specific message, she can try to go backwards until the last state where the key blocks are input. This procedure is not obvious because of the replacement operation. As she finds the final state, attacker can try to guess some bytes which led to corresponding message blocks in the first column as above. This way, she can find the value of $H(K||M)$ for any message $M$.

The complexity of the attack is total complexity of finding a slid pair and reversing one of the final states. Attacker calculates $2^{64}$ reverse blank rounds to find a slid pair. Then computes $2^{80}$, again, reverse blank rounds to recover the actual values of 10 unknown bytes. The extension of the message will be negligible. Therefore the total complexity of the slide attack on Grindahl is $O(2^{64} + 2^{80}) = O(2^{80})$. 
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4.11 Rebound Attack

Rebound attack [79] is a differential collision method for block cipher based hash functions. The aim of the attack is, given two messages $M_1$ and $M_2$ such that $M_1 \oplus M_2 = \Delta$, to cancel the difference $\Delta$ after some number of iterations or some rounds of encryption in the compression function.

Attack divides the block cipher of the compression function into three subciphers as $E_{fw} \circ E_{in} \circ E_{bw}$, and proceeds in two phases: the inbound phase and the outbound phase. In the inbound phase attacker tries to find a match in the middle using the degrees of freedom in $E_{in}$ subcipher. Then going backwards and forwards through the matching pairs, tries to get a zero difference at the end, which is produced by the $\Delta$ difference. This phase is called the outbound phase and processed through $E_{fw}$ and $E_{bw}$. The inbound phase produces starting points (states) for outbound phase, therefore, inbound phase should be repeated as many times as needed according to the probability of the outbound phase.

Despite the attack can be applied to any block cipher based hash function, it has been applied to, only, hash functions, like Whirlpool[80], Maelstrom [81], and Grøstl [82], which use Rijndael [83] building blocks. In the rest of this section, rebound attack will be described on Whirlpool hash function.

Whirlpool is a 512-bit block cipher based iterative hash function which is a Miyaguchi-Preneel construction designed by Rijmen and Barreto. The block cipher $W$ and the key scheduling algorithm are the same up to the constants and uses transformations which are similar to Rijndael round functions with 64 bytes state. One round consists of four transformations SubBytes, ShiftColumn, MixRow and AddConstant and both $W$ and the key scheduling algorithm is 10 rounds. The detailed description of Whirlpool can be found in [80].

The attack is applied to 4 rounds Whirlpool which assumes $W$ and key scheduling in the compression function is of 4 rounds. For simplicity the attack described below searches for a collision after a single iteration.

Since the attack is a differential attack, one should search for characteristics with small number of differentials in order to proceed efficiently (with low complexity). For Whirlpool the optimal characteristic is of the form $1 \rightarrow 8 \rightarrow 64 \rightarrow 8 \rightarrow 1$ which means a 1-byte difference.
diffuses to 8 and 64 bytes after 1\textsuperscript{st} and 2\textsuperscript{nd} rounds respectively. Then these differences cancel out each other to a 1-byte difference again. If 1-byte differences in the beginning and at the end of the characteristics are equal, then after feed forward operation one gets a collision.

First the block cipher $W$ is divided into three subciphers $W = W_{fw} \circ W_{in} \circ W_{bw}$ as

$$
W_{bw} = SC \circ SB \circ AK \circ MR \circ SC \circ SB \\
W_{in} = MR \circ SC \circ SB \circ AK \circ MR \\
W_{fw} = AK \circ MR \circ SC \circ AB \circ AK
$$

where $SB, SC, MR$ and $AK$ are synonyms for transformations SubBytes, ShiftColumn, MixRow and AddConstant respectively.

The attacker produces two state differences $a_1$ and $a_2$ with 8-byte non-zero differences at
specific locations as shown in the Figure 4.22. Then computes $b_1 = AK(MR(a_1))$ and $b_2 = SC^{-1}(MR^{-1}(a_2))$ which have 64-byte non-zero differences each. If $b_1 - b_2$ is a possible input difference - output difference pair for SubByte transformation, she can use $a_1, a_2$ and the actual values corresponding to these differences in the outbound phase. Otherwise, she should restart the attack by choosing new state differences. To check if $b_1 - b_2$ is a possible pair, one can prepare a look-up table before starting the attack and store the possible input-output differentials. For the s-box of Whirlpool, there are 25881 possible pairs having values 2, 4, 6, and 8, out of all 65536 pairs. Therefore, the probability that an input difference, in a single byte, is a possible pair with the output difference in the corresponding byte is $\frac{25881}{65536} \approx 0.4$. Hence, a full state of 64-bytes can be a possible pair with a given output difference state with probability $(0,4)^{64} = 2^{-85.7}$. Note that each possible single-byte input-output difference pair $(i, p)$ will produce a 2, 4, 6 or 8 possible byte pairs $B_1, B_2$ with $B_1 \oplus B_2 = i$ and $SB(B_1) \oplus SB(B_2) = p$. The distribution of the differentials for s-box of Whirlpool is given in [79]. According to this distribution one can produce $2^{79.7}$ “possible” state values. So the attacker gets $2^{79.7}$ matching states with a complexity $2^{85.7}$. Now she can use these state values for the outbound phase of the attack.

Going backwards from $a_1$ and forwards from $a_2$, the 8-byte differences are preserved with no cost. The probability of, both forwards and backwards, MixRow transformation where 8-byte difference reduces to a single-byte difference is $2^{-56}$. Therefore to get a single byte difference in the beginning and at the end of the characteristic attacker needs $2^{2^{52}} = 2^{112}$ matching states. Since one match in the inbound phase produces $2^{79.7}$ states, in order to have one byte differences in the beginning and at the end, inbound phase should be repeated $2^{112-79.7} = 2^{32.3}$ times which costs $2^{89.7+32.3} = 2^{118}$. Moreover, with $2^{-8}$ probability these two differences will be the same and after the feed forward operation the difference at the end will vanish. So, attacker will get a collision after one block iteration of 4-round Whirlpool with messages $M_1$ and $M_2$ such that $M_1 \oplus M_2 = c_1$, after $2^{126}$ trials. Note that the initial chaining values are the same for both messages, therefore, the keys and the keys derived from the key schedule will be the same and will not affect the characteristic. Also, since there are 16 bytes that can be selected randomly for $a_1$ and $a_2$ attacker can have $2^{128}$ starting points which is enough for an attack of complexity $2^{126}$.

---

3 Possible input-output pairs are those which have non-zero values, in Whirlpool case 2, 4, 6 and 8, in the difference distribution table.

4 The probability is determined by searching over all possible differences in [79].
The 4-round attack can be extended to 4.5-rounds by adding the SubBytes and ShiftColumn transformations with no cost.

Moreover in [79], the attack is applied to Grøstl and Maelstrom besides Whirlpool, and can be extended to 5.5-rounds semi-free-start attack and 7.5-rounds (8.5 for Maelstrom) free-start attacks.
Cryptographic hash functions have been used in many daily life applications. However, the knowledge about these tools are very little. Cryptographic community have been dealing intensively with the hash functions for the past few years. $SHA - 3$ competition fuels this attention. After the competition, whichever algorithm is chosen, it is certain that community will have learned much about designing and analyzing hash functions.

This thesis is serving as an extensive survey on hash functions. Starting from very basic definitions and properties, it covers design parameters and cryptanalytic attacks.

The thesis can be divided into three main parts. First part is an introduction to hash functions with applications. Second part, covering Chapter 2 and Chapter 3, is the design part. In this part compression functions and construction methods are dealt with. Finally, third part is the analysis part. This part includes 11 cryptanalytic methods and precautions that can be taken against these attacks.
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