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ABSTRACT

SPATIO-TEMPORAL CRIME PREDICTION MODEL BASED ON ANAYSIS
OF CRIME CLUSTERS

Polat, Esra

M.S., Department of Geodetic and Geographic Information Techmslogi
Supervisor: Assoc. Prof. Debnem Diizgilin

September 2007, 123 pages

Crime is a behavior disorder that is an integrated resw@ib@fl, economical and
environmental factors. In the world today crime analysis igiggisignificance
and one of the most popular subject is crime prediction. Stakehadlerime
intend to forecast the place, time, number of crimes and ctypes to get
precautions. With respect to these intentions, in this thepiatm4emporal crime
prediction model is generated by using time series foregasiith simple spatial
disaggregation approach in Geographical Information Systems (GIS).

The model is generated by utilizing crime data for the 2888 in Bahcelievler
and Merkez Cankaya police precincts. Methodology starts withnitgaclusters
with different clustering algorithms. Then clustering methods @mpared in
terms of land-use and representation to select the most appropustering
algorithms. Later crime data is divided into daily apoch, to mesepatio-

temporal distribution of crime.

In order to predict crime in time dimension a time series m@RIMA) is fitted
for each week day, Then the forecasted crime occurrences iarintksagregated

according to spatial crime cluster patterns.



Hence the model proposed in this thesis can give crime predictioothnspace

and time to help police departments in tactical and planniagatipns.

Keywords: spatio-temporal crime prediction, ARIMA, simple &pat
disaggregation approach, GIS, clustering.
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SUGC KUMELERN N ANAL Z LE MEKANSAL VE ZAMANSAL SUG
TAHM N MODEL N N OLU TURULMASI

Polat, Esra

Y. Lisans, Jeodezi ve Crafi Bilgi Teknolojileri Bolim
Tez Yoneticisi: Dog..Debnem Duzgin

Eylul 2007, 123 sayfa

Sug sosyal, ekonomik ve cevresel faktdrlerin sonuclar nn bitiek ile
olu mu bir davran bozuklu udur. Sug¢ tahmini ginimuzde gittikgce dnemi artan
su¢ analizi konseptinin en populer konular ndan biridir. Sug ile ilgi&n
paydalar gerekli dnlemleri alabilmek igin sugun yerini, zamanmiktarn ve
tipini 6 renme eilimi igindedirler. Bu eilimler de dikkate al narak, bu tezde
co rafi bilgi sistemlerini (CBS) tabanl 6ngdri modelleri vash mekansal
da tm yakla m kullanlarak zamansal ve mekansal su¢ tahmini modeli

geli tirilmi tir.

Model 2003 ylInda Bahcelievler ve Merkez Cankaya Karakol bdlgeler
meydana gelen suc¢ verisi ile uygulanm. Methodolojinin ilk ad m farkl
kimele me algoritmalar kullan larak su¢ kiimeleri durulmas d r. Kimelame
metodlar arazi kullanm ve verinin method taraf ndan gosieemgore
kar latrim ve en uygun kimeler secilrtir. Daha sonra sug verisi mekansal

ve zamansal da m n incelemek i¢cin meydana geldigiine gore ayr Imtr.

Sugu zamansal olarak tahmin etmek icin haftan n ginleri gbz ©6nimerad
zaman serisi modeli (ARIMA) olaurulmu tur. Daha sonra 6ngérilen sug olaylar

zaman ve mekansal sug kiimelerine goretdia tr.

Vi



Sonug olarak bu tezde 6nerilen model zaman ve mekanda su¢ tahprimakta
ve elde edilen sonuclar polisin taktik ve planlama operasyonlakat&

sa lamaktad r.

Anahtar Kelimeler: zamansal ve mekansal su¢ tahmini V¥R basit mekansal

da tmyakla m, CBS, kimeleme.
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CHAPTER 1

INTRODUCTION

1.1. Problem Definition

Crime is a behavior deviating from normal violation of the nogngg people
losses and harms. Social, psychological, economical and envirohrfeattas
are to be considered in crime issue. All these concemstaf€currence of crime
in different ways. Stakeholders who have role in crime predictie police, local
governments, law enforcement agencies and people exposed to amune
offenders (Boba, 2005).

Crime is tried to be explained by various theories from diffesei@nces. Social
and psychological theories consider the root causes of crimeéngote factors

such as social disorganization, personality disorders, andjunaigeparenting etc.
However, such theories are inefficient to be used for cgradiction, rather for
explanation of it. The new advance in criminology sciencerhgsritant concepts

that can guide crime prevention and crime analysis effortsaBiiD5).

Crime prevention is a significant issue that people aréndeaith for centuries.
Preventing crime is a necessity to make people live iremeaceful world. To
achieve more calm and secure life, police is the most resperieilohdation for
crime prevention by targeting of resources. Police use dStategtical and
administrative policies that assist to take precautions beforeccurrence of a
criminal activity. To make effective policies and improvevantion techniques,

police should make use of criminological theories and crime asalys

In the scope of this thesis clustering analyses are usedembifydhot spots.
Cluster analysis aims to collect data into groups accordingvera algorithms

(Everitt, 1974). Two main groups of clustering occurring in spdtdh analysis



are hierarchical and non-hierarchical/partitioning approachestitié¢tang
approaches use optimization procedures to divide data into meaniragipsgK-
means, fuzzy, ISODATA are the examples of partitioning ampredth different
algorithms. Hierarchical approaches group data set accordinbetdype of
distance specified in the algorithm. Nearest neighborhood hieratatiustering
is a type of clustering approaches. Also, there are newedh techniques
generated for specific purposes. One of them is Spatio-Tempasadysis of
Crime (STAC) which is a powerful tool to identify crime gaits and detect
crime hot clusters. The other specific tool, which differingnfr the other
algorithms by considering the underlying population when generating hot ispots
Geographic Analysis Machine (GAM).

Another issue in crime analysis is crime forecasting. God Harries (2003),
indicated the purpose of crime forecast to directly support cpireeention and
law enforcement. Developing highly reliable methods for fotewasfuture
crime trends and problems is one of the most preferred waysptove crime
prevention and reduction measures. With the advance of crieeakimg, spatial
and temporal predictions of crime are used to make long and sharptanning.
In the situation of getting accurate predictions, it is fssio manage security
resources efficiently. Police give attention on highlightedas, target patrols,
allocate resources, and carry out other police interventions teergrerime
(Cohen et al., 2007).

Crime forecasting can be examined in three different concepasial, temporal
and spatio-temporal. Spatio-temporal crime forecasting is aamelva popular
subject studied by geographers and crime analysts which inclueteeds from

econometric modeling to neural networks (Hirsfield and Bowers, 2001)

The spatio-temporal crime prediction model used in this thesisapted from a
study which Al-Madfai et al. (2007), generated using crime diatanea, Ohio,
USA. They used time series modeling for temporal forecastimiydisaggregate

predictions over generated clusters for spatial forecastingl lmasgeographical



information systems. Resulting values were evaluated by atifogilerror terms

and comparing disaggregation methods.

1.2. Objectives of the thesis

The main objective of this thesis is to develop a spatio-terhponae prediction
model based on geographical information systems coupled with sgiatiatical
methods. The first step in the model development is to dgtedtl pattern of the
crime in the study region. As crime usually occurs in thenmg of clusters
(Chainey and Ratcliffe, 2005), exploration of spatial patterrriofecturns out to
be the detection of crime clusters. There are several dlgwrifor detecting crime
clusters. Hence, in order to determine the most suitable whgsgorithm, K-
means, Nnh hierarchical, spatio-temporal analysis of criBiEAC), fuzzy,
ISODATA, and geographical analysis machine (GAM) clustetgapniques are
implemented. Then, crime clusters which best representsriime pattern is
chosen by relating the obtained clusters with the land use. thitedetection,
clusters are generated with different distance metrics; Mtarhand Euclidean.
Both distance metrics are compared in terms of shape, dibentsize and area of
influence. Then the next step in the crime prediction modéiesptediction of
number of crime in time. For this purpose, the time series n@d&RIMA is
used for daily crime data. Finally the predicted numbersrohe for each
weekday are disaggregated to clusters with two differetdrdie metrics. Hence
by this way the developed model enables predicting spatio-tempouaterce of
crime. Finally, the predictive performance of the modeVaeated by calculating

spatio-temporal root mean square error of the model.
1.3. Organization of the thesis
To outline the thesis, environmental crime theories and condeptsime

forecasting are explained in the second chapter. Also, crinadysis with

geographical information systems is in the scope of the secamutech The



Crime theories in environmental criminology include rational chaipproach,

crime pattern theory, routine activities theory, and sibmati crime prevention.

In the third chapter, data and study area are described, etiednlogy of the
study and the information about methods and techniques are given. ICBhapte
explains the structure of the thesis by methodology and assisted teatder to

get knowledge about the data, area and methods.

The fourth chapter involves the analysis and comparison of ¢heggorithms.
The implemented clustering methods are mapped and evaluatechinaieland-

use, algorithm and suitability for the crime prediction model.

The fifth chapter is the chapter where the effect of usirfgréifit distance metrics
in selected clustering algorithms are analyzed. The reamndtsevaluated by
assessing differences and similarities of Euclidean and Manhatistance
metrics. This chapter gives background information about the ntdtueof

distance metrics on clustering algorithms.

The concept of sixth chapter is to generate a crime predictiodel with
statistical model fitting and simple spatial disaggregatigor@ach. Box-Jenkins
ARIMA model is used for forecasting future crime occurremeetime and
predictions are assigned to the area by simple spatial disatignegjgproach. To
disaggregate the data, clusters for each day are genateding to selected
algorithms. Then, crime prediction model is generated and applitiietstudy

area to indicate the results.

The last chapter is the discussion and conclusion part evaltiaimgsults of this
thesis. Clustering methods, comparison of distance megfiisiency of spatio-
temporal crime prediction model, and contribution of this studyleseissed and

future studies based on this work are recommended.



CHAPTER 2

GENERAL VIEW OF CRIME PREDICTION AND PREVENTION
MODELS

Crime is an integrated result of social, political, econainand environmental
conditions that happen in a specific geography in a specife tikhy and where
crime takes place is quite important to analyze the thrée masons of crime: A
likely offender, a suitable target and an absence of guardiameQan be
prevented or reduced by making people less likely to be offend, malipets
less vulnerable, and by making guardians more available (\Web3

Street crimes, organized crimes, drug crimes, political dritbweollar crimes are
main categories of crime events (Boba, 2005). All these @ppgetypes are
subdivided into different kinds of crime. For example, robbery, asdaulglary

and auto theft are types of crime categorize under strieeg.cAll categories of

crime require different prevention techniques.

Stakeholders of crime mapping are police departments, politicians;
governmental organizations, local governments, law enforcememiciag and
community (NIJ, 1995). While planning crime prevention measurdststiders
make use of crime theories to understand the spatial phenomecidmen Also,
stakeholders benefit from geographical information systemsiame prediction
models for crime prevention. In the following sections relatechertheories,
crime analysis with geographical information systems, andegiscin crime

forecasting are explained.

2.1. Environmental Criminology and Crime Theories

While, traditional criminology deals with root causes of eriand why people

commit an offence; the main areas of environmental criminologycene
5



patterns, opportunities for committing crime, prevention of victimgriminal

activities and environment prone to crime (Brantingham andtiBigham, 1881).

Felson and Clarke (1998), stated that if an offender igngitb commit a crime;

he/she should pass over some physical obstacles. The probabiliguofoce of
crime increases with the absence of physical barriers miiegecrime. An
experiment was made among students comparing their behaviodsoaraevent
that was prepared before. They gave opportunity to students tofebetsaut
cheating, lying and stealing. When the results of the studyirwastigated, very

few of the students resisted to the given opportunitiesqfelsd Clarke, 1998).

The main purpose of the environmental criminology is not to deti#gil why
specific crime incidents are committed by specific people tdowinderstand the
behavior under supporting crime opportunities and the distribution of the
environmental factors. Hence, after a criminal activigime analysts should

search the phenomena by these questions:

Are similar criminal activities occurring at the sapiace?
Is the problem arising due to the individual’'s behavior?

Is the place is prone to crime? (Boba, 2005)

The results of the questions are lightning how the environmentakrdgorovide
the opportunities for crime. There are three crime theoriesnwironmental
criminology that have interest in easy and appealing opportunitigshware

driving people to crime (Boba, 2005):

Rational choice theory,
Crime pattern theory,

Routine activities theory.

These theories explain the behavior of an offender and a yittteanreasons of

intersection of the activities, the creation of crime oppotiesi Rational choice
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theory handles the individual’'s behaviors whereas the other theleagsvith the
social structures. Environmental criminology explains the reasons of
opportunities, the behavior of offenders and victims, and the envirorumeet

the concept of these theories.

The main idea of rational choice theory is how the offendesbiate the choice
of committing crime with respect to chances and values dafter the event.
Any people might intend to commit a crime if a suitable environmewt a

opportunities exist (Felson and Clarke, 1998).

According to rational choice theory, people do not prefer to be irinanal

activity where the risk of being catching is high and earningsl@awer than
expected. In crime prevention, rational choice theory is a godgk gn some
conditions to understand the reasons of criminal activity. Camalysts and
police utilize the theory increasing the risk for offenders teisaghe crime
prevention (Boba, 2005).

Rational choice theory focuses on decisions of offenders. Wheémiaal activity
occurs, of course the aim of an offender is to gain a vafter the event.
According to the theory, decision of an offender becomes cledmen risks and
outcomes of crime is proportioned to the earnings. However, mtist tmes an
offender can not be able to evaluate the price objectively comgjdine event.
Because of this reason, the rational choice theory is trestean approach and

considered with the other theories together (Chainey atidliRe, 2005).

To understand choices for committing a specific crime clesgsons should be
categorized and analyzed separately even if they belohg &atne type of crime.
For example, an offender can steal a car for several reasatostheft, to benefit
for another criminal activity, journey, etc. All the reasamould be carefully
evaluated and analyzed to be one step ahead of an offender. Ratioma
theory tries to figure out the choices of offenders by looking lifiee from

offenders view. According to the theory offenders make decisionhduking out



the losses and gaining before getting involved in an activityrdier to repeat
again, offenders prefer the conditions that clearer and quickeetizuating the
steps of the activity (Boba, 2005).

According to crime pattern theory, crime generally occurs wtlikee daily
activities of both offenders and victims intersect (Felson aak€|] 1998). Those
activity areas of a victim are the places used for daityities; whereas the same
definition means for offenders known and common places. For instance, if
offenders reside in crowded, demanding shopping centers; peoplecaee
probable to be exposed to a crime. Local crime patterns exptassrdlationship
between people and physical environment create an opportunity for ditee

are three main parts of the theory:

Nodes: Nodes are the dense criminal areas that are ini@nspoints of
routine activities.

Roads: The dense crime areas are connected with roads whicé pasgl
to during daily activities.

Edges: Boundaries of daily activity areas (Felson ank€|dr998).
The basis of environmental criminology is crime triangle (Fégd). Crime

triangle states that a criminal activity occurs when anemable target and a

motivated offender meet in a convenient environment (FelsoCkamkie, 1998).

Absence o
Guardial

Motivated Suitable
Offende Tarae

Figure 2.1. Crime Triangle
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Routine activities theory focuses on how opportunities for crime ehbaged on
changes in behavior on societal level. The spreading usagemwfahis one of the
most recent examples for this suggestion. Internet brought seygrartunities
for people who are intended to commit crime. New types of cainse while the
technology, social behavior changes and so it is going to be hardepé with
every day. People responsible for security should be aware & thamges in

social life and get right prevention measures (Boba, 2005).

In addition to these theories, situational crime prevention appr@acirA)
should be considered. Environmental criminology realized some abtigitions
giving opportunity to crime and decided to get over the situationgrévent
crime. With respect to crime theories and crime triangkeyegrtion measures are

classified to five groups in SCPA:

Increasing the offender’s perceived effort: For example @sing the
police forces, putting alarm systems, etc.

Increasing the offender's perceived risk: For example incrgathe
number of street lamps, getting a mobile phone, etc.

Reducing the offender’'s rewards: For example, hiding valualng ih
cars and houses, taking less money, etc.

Reduce the offender’'s motivation: For example, limiting the emof
people entering the facilities, preventing gangs in schools, etc.

Removing excuses for crime: For example, putting warning boards, et
(Boba, 2005).

2.2. Analysis of crime with geographic information systems

Complete, consistent, and reliable sets of crime data, updoidBbrmation,
skilled staff, appropriate geographical information systems (&a8kground and
related statistical software are requirements to utillze high technology
advances in crime. Data is always one of the most importatst gfathe analysis.

Sufficient, clear and utilizable data is the result of selye carefully collected
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and manipulated data. Geographical information system (GI®) éemputer
based technology that should be applied by a professional staff tan obtai

satisfactory results (Hirschfield and Bowers, 2001).

Crime mapping has long been a subset of the process today knowmmnas cr
analysis. Before the development of computerized crime mappitigents were
represented by traditional maps with pins stuck in it. Sineetrtiditional pin
maps have serious limitations, crime maps are now supportedcaitiputer
technology (WebB Continual development in computer technology innovated
geographical information systems (GIS) for the studies whesegeography
should be concerned. Many industries and organizations are theofiSetls.
Crime maps started to be created with GIS to archive, matgpahd query the
crime data; to update crime patterns; to make spatial sieadyd to develop

crime prediction and prevention models.

Crime mapping plays an important role in pro-active policing arthec
prevention in stages of data collection, data evaluation arad afalysis. The
application areas of crime mapping are recording and mapping agtiies,

predicting crime, identifying crime hot spots and patterns, raong the impact
of crime reduction measures and communicating with stakeholdermégrand

Ratcliffe, 2005).

Police departments are one of the most important stakeholidees they are
using crime maps to take precautions against crime, to miake analysis, to

optimize resource allocation and to act the incident locatsosoon as possible.

Although a wide variety of statistical and analytic techniquast ¢o examine
crime problems, analysts are increasingly using geographfoamation systems
(GIS) and mapping software to identify areas of crime coraton (Web3J.
Crime maps are used to control and prevent crime in most of thedoded
countries. Specific crime softwares have been createdusdukin crime analysis
generally by different police departments. ATAC, CrimeSt@rimeview,

Geobalance, RCAGIS are some of the softwares developed faal spalyzing
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of crime in an advance manner (Boba, 2005). Spatial crimesasalyftwares are
capable of data entry, data manipulation, pattern identificatilustering, data
mining, and geographic profiling. Analyzing crime with relateaftwgares is

complex but an advanced and reliable method to reach sttigfaesults.

The first step of crime analysis with the help of crimapsis to analyze the
current status of incidents. Incidents often form spatiabpegtby populating in
certain locations and at certain times (Chainey and RagtcRf®05). Therefore,
there are some relationships between the geography and criaenisc Also, it

is believed that various types of incidents occur in diffegeaigraphies like street
crimes in roads, and burglary in residential areas. This nieahthe location has

different effects for each crime type.

Spatial patterns are identified to detect hot spots that araiesg@lby Chainey
and Ratcliffe (2005), as a geographical area of higher thaage/erime. It is an
area where crime incidents densely populated compared to thegevé&eing
aware of where hot spot occurs is important to understand the ungedason
of a criminal activity. Not only the place of a hot spot, &igb the size, scale and
the relationship with the other hot spots should be considered. Sizeaadf a
hot spot represent the identity of crime and also the reasomdthe event.
Researchers and crime analysts are concerned with identdyangne hot spot
reliably and objectively. Spatial statistical technique$ ggographic information
systems are combined to detect real crime hot spots. Hotredgsia using crime

mapping is classified into five general techniques: (Vann amgoGa2003)

Visual interpretation: This is the simplest way of identifyihot spots.
Analysts are creating crime maps and interpret the densely pegbula
crime areas as a hot spot. However, this method has sulbyetttat is

not admitted by most of the researchers.

Choropleth mapping: Choropleth map is simply a thematic map that uses

colors to specify intensities. Choropleth mapping uses boundaries such as
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cities, police boundaries to identify hot spots. One most imgastdoject

is to define the boundaries according to the usage purposes.

Grid-cell analysis: Grid-cell analysis changes the nmepaof a boundary.
Uniform-sized grid cells are created and point falling withigria is
taken into account to identify hot spots. Quadrat and Kernel anakgsis

two examples of grid-cell analysis.

Point pattern or cluster analysis: These analyses includististdt

algorithms to define clusters of point data. Nearest neighbourhood index,

k-means clustering, fuzzy clustering are some examples of jpatgrn

and cluster analysis.

Spatial Autocorrelation: Statistical algorithm designed tal#isth spatial
relationships among clusters of points. Positive autocorrelatiooaitedi
clustering, whereas zero autocorrelation means random distributioa of

samples.

2.3. Crime Forecasting

Nowadays crime forecasting is used to predict repeated actomngst
offenders, types and rates of future crimes. Using demographieambmic
factors, complex statistical modeling and crime mapping or auatibn of these
are the main methodologies that can be met in the literiium¥ime forecasting
(Web4.

Forecasting technigues are divided into two categories irstefrpredicted time
period. Crime forecasting includes long-term forecast moftelplanning and
policy applications in broader manner and short-term forecast mindetsctical
decision making (Gorr and Harries, 2003). Strategic planning ove-term
horizon is vital in organizations in private sector for plenation and layout,
demand forecasting, and planning new products. Such an issuecisnmuztible

with the security sector. Comparing the return of long-term simort-term
12



forecasting in terms of crime prevention, long-term forecast of little value to
police. Short-term forecasts are preferred for being one stepl atieoffenders.
Generally, one week or one month forecasts are utilized by polpeetdesnts to

anticipate and prevent crime (Gorr and Olligschlaeger, 1997).

Performing convenient forecasting methods according to the datee isnost
essential part to achieve accurate and reliable predicédiimugh determining
the appropriate model is significant, it should be rememberedwhatever
method is be applied, all these techniques are only estimaboadures and are
highly dependent on what information goes into the analysis (Wetsling
insufficient data excites poorly generated forecasting modelsaa a result non-

ideal predictions.

Actually, method used in crime forecasting is related withaihestions; when,
where and how much crime activity occur. According to the answehef
guestions, model turns out to be spatial, temporal and spatio-temoral

literature there are no distinct borders between these model

Where crime will happen next is the issue of spatial Bstieg methods. Several
techniques are built for predicting crime patterns. Hot spot mgppinivariate
techniques, multivariate techniques, and point process modelingciuded in
these techniques. Hot spot mapping is the simplest way of idagtfiyture crime
patterns (Chainey and Rattcliffe, 2005). Univariate and muiéiteaare short-term
forecasting techniques. Univariate is an explorative foraoaskel which uses a
previous value of one variable to predict crime. Multivariata leading indicator
forecast model which uses multiple variables that affaotecto predict crime
patterns. The main difference between the two types of met®hi extrapolative
models can only continue or extrapolate existing crime patteraghet future;
whereas, leading indicator models can be able to forecastnmae patterns not
yet observed. Predictions from either type of the models dizabte resources to
prevent crime (Gorr and Olligschlaeger, 1997). Chainey and liRatt2005)
refer to Groff and La Vigne (2002) stating that the third technifg®iot process
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modeling that is deals with offenders’ behavior combining muiat@rmodels
and kriging.

Temporal forecasting is related with temporal distribution aher{Chainey and
Rattcliffe, 2005). There is not any model specified for temparedchsting in
literature. Temporal distribution and time series graphs of caraehe tools for

predicting the probable time of event.

Gorr and Olligschlaeger (1997) stated that difficulties in obgi reliable and
accurate data and sufficient models result in few impromsria spatio-temporal
crime forecasting. Several techniques are built for predictihgre and when
crime will happen in future. Econometric models, Box Jenkins Siiaee-
autoregressive integrated moving average (STARIMA) mulat@ transfer
models, and artificial neural networks are used in spatio-texhpoiime

forecasting to predict crime (Gorr and Olligschlaeger, 1997).

Econometric models develop forecasts of a time series usingranere related
time series and possibly past values of the time series. affproach involves
developing a regression model in which the time series is dsreas the
dependent variable; the related time series as welieapast values of the time

series are the independent or predictor variables (YWeb5

STARIMA modeling is a method for modeling univariate timeeseriThe power

of ARMA related model is that they can incorporate both autessgre terms

and moving average terms. The use of ARMA models was popularzdox

and Jenkins. Although both AR and MA models were previously known and used,
Box and Jenkins provided a systematic approach for modeling bogmdRA
terms in the model. ARMA models are also commonly known as Bokids
models or ARIMA models_(Weh6

Another spatio-temporal forecasting technique is artificial aleugtworks. These
techniques are based on past space and time informatiamefaata. The neural
network learns the influence of space and time patterns te Gteratively to

predict where and when crime is going to happen (Gorr andsChiigeger, 1997).
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Deadman (2003) compared econometric and time series modeling MARIM
approaches and developed a number of forecasts of residential yurglar
England and Wales. Gorr and Olligschlaeger (1997) introduced cleatiticar
forecasting derived from artificial neural networks as a repatio-temporal

forecasting technique.

Harries (2003) and Deadman (2003) studied long-term forecasting that 3na
year forecast of residential burglaries for England and Walssng an
econometric model as a forecasting technique. Felson and Paulson (2003),
Corcoran et al. (2003) and Gorr et al. (2003) provided methods for short-te

tactical decision making forecasting; performing differete¢garies.
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CHAPTER 3

DESCRIPTION OF STUDY AREA, DATA AND METHODOLOGY USE D
IN CRIME PREDICTION MODEL

In this chapter, study area in terms of geographical, sagidl economical
aspects, the data are defined and the methodology of adapteutitspgtoral

crime prediction model is explained.

3.1. Description of the Study Area

The study area is located in Cankaya district of Ankara, wikithe capital city
of Turkey. The population of Ankara is 4 007 860 for year 2000 accordirg to t
data from Tirkish Statistical Institute. Ankara has 30 715 &rea including
Alt nda , Cankaya, Etimesgut, Kecioren, Mamak, Sincan, Yeniltgghakyurt,
Aya , Bala, Beypazar, Camldere, Cubuk, Elmad&vren, Golba, Gudul,
Haymana, Kalecik, Kazan, Kz Icahamam, Nall han, Pola! ereflikoghisar
districts (Web)l Among these districts Cankaya includes most of the

neighborhoods near to the city center.

Cankaya district is divided into 10 police precincts nameljcBhevler, Dikmen,
Merkez, Cebeci, On Nisan, Esat, Kavakl dere, Y Id zevlehit Mustafa Diizgln
and Ellici Y I. The study area consists of two of these potsjrBahcelievlier and
Merkez police station zones covering 8%mCankaya district. Merkez Cankaya
police station zone includes 15 neighborhoods, K z lay, riMigyet, Yicetepe,
An ttepe, Eti, Maltepe, Korkut Reis, Kavakldere, Ha Fidanlk, Nam k
Kemal, Cumhuriyet, Kiltir, Kocatepe and Devlet; where Blgdhder police
station zone includes, Bahcelievler, yukar Bahcelievi®eg evler and

Mebusevleri (Akp nar, 2005). Figure 3.1 illustrates the study.are
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Figure 3.1.The Study Area

Having both cultural and commercial facilities located in Cgaké is the most
developed district in Ankara. Evidently, nearly 60 percent ofipwdssociations
in Turkey are in this district. Cankaya has various types rad-lese areas from
residential, commercial, public buildings, parks, museums toamiltones, etc. It
is more probable to observe different types of crime in a ntixes of land-use.

For example, burglary from house is mostly seen at residearias, where

pickpocketing occurs dominantly in the commercial areas (\Web2

As stated before, Cankaya is an important place for culturatpod activities.

There are lots of cinemas, theatres, swimming pools and pagated in the
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district. In fact, Atatirk museum, Ant Park, and Municipallge Skating
Facilities are all located in Cankaya. Also, business cergdbopping malls are
densely populatedin the district which contributes the economicalogenvent of
the city. Therefore, Cankaya is one of the most vital andeagiart of Ankara

attracting offenders to commit crime (Akp nar, 2005).

Total area of Cankaya is 203 kmwvhich is mostly residential areas. The
percentage of residential areas in Cankaya is 75, where onlpf4étea is
commercial. Although the proportion of commercial area is sigmiflg low, the
area is very important and large relative to the other clistrThe mixed usage
area is 16% with both residential and commercial areas. dsteirrcludes the
education, military, public associations and cultural faesi{jAkp nar, 2005).

Bahcelievler and Merkez Cankaya police station zones coveraetypes of

land-use area. Merkez Cankaya part includes mostly commareias such as
Kzlay Square, the heart of Ankara. Also, public assamiati governmental
organizations and little residential area are in the boundaieokez Cankaya
police precinct. Bahcelievler police precinct is responsibleno$tly residential

areas but also important commercial areas exist in theeapegially at both sides
of the main streets in Bahcelievler. For examplegabat Street which is known
as Seventh Street is located in Bahgelievler. An tkabir ahdr ahuseums and
parks are also in Bahgelievler which makes it attractiveoffanders. These two
precincts are active and crowded areas, providing many opportufidies

offenders.
3.2. Description of the Data

Crime data of year 2003 in the study area is used in the anapsib is
illustrated in Figure 3.2. Data is taken from Akp nar (2005). i8pahnd temporal
information regarding to these incidents were obtained from AnRal&ce
Directorate. Crime data were recorded by two police staBaigelievier and

Merkez Cankaya. Data include number, address, occurrenceltica¢gipn and
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type. Five types of data are available which are murderpuswurglary, auto
related crimes and pickpocketing. However, in this study alcthee types are
aggregated to have higher number of incidents for constructinglespeediction
model.

There are 1885 incidents recorded in Bahcelievler and Merkez Gamkdige
precincts. Crime incidents are mapped with graduated syr{fiigisre 3.2) which
different sizes of features represent particular valéi@anables (Boba, 2005). To
understand the density of criminal activities in the areebds way is to apply

graduated symbols as incidents are overlapping.

Obtaining accurate and reliable crime data that reflectethieincidents is hardly
achievable. Staffs in police departments and people exposed to arine
responsible for giving and saving the data. As stated in previousechape of
the necessities of computer based crime mapping is qualissiffe\When staff is
not expertise in computers and content of the work, errors may euast in
entering data. Data should be properly collected and stored toogetraiiable
results because analyzing crime incidents is difficult amec is a mobile
phenomenon. In addition to staff, the people are not always inforpotige
when exposed to crime. According to the interview with RanapSam (2006),
people do not want to struggle with the bureaucracy not only in our cdauttiy
the entire world. She confirmed that the recorded crimeaifyra smaller part of
all the criminal activities. As in Turkey, most populamw events recorded by
police are auto related crimes in USA in order to get #gment from the

insurance companies.

Another data obtained from Akp nar (2005) are land-use and land marks depicte
in Figure 3.3 and 3.4 including the land-use areas, major and mams end,

land marks.

Commercial areas are larger in Merkez Cankaya policermteancluding hotels,

high schools, primary schools, and car parks (Figure 3.4). Balleelipas
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residential areas with high schools, primary schools, post officegersities and
retail centers. Land-marks were built according to the mairctsie of the area
like hotels are mainly at Merkez Cankaya, whereas schaslocated at

Bahcelievler.
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There are five different types of crime distributed over ttea.aNumber of each
type observed is illustrated in Figure 3.5, where the burglaryth@sighest
number of incidents. All the incidents per crime type are mappe@monstrate

the spatial distribution in the study area (Figure 3.6).

Incident Types
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Figure 3.5.Number of incidents with respect to crime syipehe study area.

Murder Burglary

Figure 3.6.Spatial distribution of crime types in the stacha.
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Figure 3.6.Spatial distribution of crime types in the stadga (cont’d).

Regarding to maps (Figure 3.6), the distribution of burglary and datedecrime
incidents are more randomly than the others. Auto related drioigents are
generally observed near the boundaries of the study area.tAdsoumber of

burglary incidents near Atatirk Avenue is significant.

Murder is occurred mostly at Merkez Cankaya region, wtiége is no usurp
incidents recorded in Bahcelievler. Pickpocketing is differing other crime
types in that although the number of incidents for auto relatedesriamd
pickpocketing are similar, the distribution of incidents atally different. Most
of the pickpocketing incidents are located in Kz lay Square whggicted in

Figure 3.3.

As the crime prediction model is based on weekday values, heneeincidents
for each day are mapped with the number of incidents per dyipee per day
(Figure 3.7).
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Figure 3.7.Spatial distribution of crime incidents per wegkdad graphs of

number of incidents per crime type per day.
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Figure 3.7.Spatial distribution of crime incidents per wegkdad graphs of

number of incidents per crime type per day (cont'd).
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Figure 3.7.Spatial distribution of crime incidents per wegkdad graphs of
number of incidents per crime type per day (cont'd).

According to the Figure 3.7, distribution of crime incidents pehegeekday are
not significantly different when depicted with single symbol reeneation.
However, there are deviations in the numbers and the orientatibe afcidents
for each day which is necessary to apply the proposed spatio-tencpanel
prediction model. For example, number of pickpocketing at Saturday is 66%
higher than the other days at average (Figure 3.7). Thisisituzn be explained
as Saturday is holiday so people prefer making shopping at Satwbtah gives
many opportunities for offenders to commit crime. However, the pumibcrime
types indicates similarity in terms of the highest and the dowecurrence of the
crime incidents according to crime types. As illustrate#igure 3.7, the highest
number of crime incidents occurred in the area is burglary, essensurp and

murder are the least recorded crime types

3.3. Methodology of the study

The spatio-temporal crime prediction model in this study is adajpom model
generated by Al Madfai et al., (2006). There are significaffiérdnces in two
models as the number of crime incidents in Bahcelievler andgkedeCankaya
police precincts is nearly 10% of the number of data used in tyetestistudy.
Differences and similarities are explained in methodology pae. methodology

of the study is outlined in Figure 3.8.
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Figure 3.8.Methodology of the Study

The methodology starts with analysis of various clusteringrittgns. These
algorithms are K-means, Nnh Hierarchical, STAC, ISODATu¥zy, and GAM.

Clustering algorithms are analyzed and compared with eachtotget the most
convenient algorithm to be involved in spatio-temporal crime predictiodel.

However, Al Madfai et al., (2006) do not consider different clisgealgorithms
in their study and apply STAC clustering for the crime prealicthodel.

Then different from the original work, different distance mestrManhattan and

Euclidean are considered in the scope of the study. Both distegltiesmare
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applied to seek the difference between the orientations afldlséers. Distance
metrics are used with the selected clustering algorithm.r&ason behind this
consideration is to compare both distance metrics in termdlustering and
predictive performance of the spatio-temporal crime predictionemddter the

spatial analysis of crime in two paragraphs, the next stejo iexplain the

temporal analysis of crime in the crime prediction model.

Al Madfai et al., (2006) use hierarchical profiling approach fargeral analysis
of crime which was generated by their own. Approach has twestaggenerate
the forecasting model. First, special days of a year ssid\ioal, Halloween day
are defined. Those are the days when the number of crinteimsideviate from
the normal more than the average for their study. Then, stléajes are profiled
and modeled for the deterministic part of the study. The stochmst is modeled
by Box-Jenkins ARIMA model. After generating time series, dasted values
are obtained as a result for the three year data (Al Matifd., 2006). However,
in our study with the data on hand, applying hierarchical profilppy@ach is not
suitable as one year data is not adequate to observe thecsgaityf fluctuations
in a year. In spite of hierarchical profiling approach, tisegies analysis with
ARIMA fitting is used to model the data in this thesis. Aseault forecasted

values of one year data is obtained.

At last spatio-temporal crime prediction model is completed sggdjregating the
forecasted values to the clusters. Clusters are dailyectugenerated with STAC
and model is validated with calculating spatio-temporal mearscpaire error for
the entire model and for each cluster. Al Madfai et al. (20B36) @alculated the

error terms to validate the model.

An adequate spatio-temporal crime prediction model has sewdiehiors. The
first and the most important one is verification of the tssoy statistical testing.
During the implementation process and also the results shoul@rtfieds and
validated. The second indicator when generating a crime pamdictodel is the

orientation of the clusters and meaningful predictions for elastec. To
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understand the validity of the result by this way, the socianaumical, and
physical properties of the area should be investigated. In hbist all these

indicators are considered to prove the validity of the model.

3.3.1. Spatial analysis of crime

3.3.1.1. Cluster Analyses

The classification of objects into different groups sharing theeseharacteristics
is termed as clustering. Clustering is a common techniqueatarmining, image
analysis, biology and machine learning. Techniques which séarceparating
data in to convenient groups or clusters are termed as clusamahygsis (Everitt,
1974).

Ball (1966) listed seven possible uses of cluster analydisitgues:

Finding a true typology,
Model fitting,

Prediction based on groups,
Hypothesis testing,

Data exploration,
Hypothesis generating,

Data reduction.

Cluster analysis techniques roughly classified into five dyge follows (Everitt,
1974):

1. Hierarchical techniques: The classes themselves agfiddsnto groups,
the process being repeated iteratively resulting formingesstrecture.

2. Optimization-partitioning techniques: The classes are forniad
optimizing by clustering criteria which form a partition ofetlset of

entities.
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3. Density or mode-seeking techniques: The clusters are formedienngi
the dense concentration of entities.

4. Clumping techniques: In this technique, overlapping of classdsiaps
allowed.

5. Other methods not falling into the other categories.

Cluster analyses can provide significant insight into identifyirigme patterns.
The techniqgue in crime phenomena is generally used for hot spotiatetétot
spots in crime analysis are one of the major explanationsnoinali activities and
spatial trends. Clustering is one of the reliable and objentr#hods to identify
hot spots. However, the application of cluster analysis for hotdgiettion has
some problems. Researchers generally confused of deciding thepragier
clustering model. One of the reasons is the spatial nature spbtt that if the
clustering models coordinated accurately with geography. Anotiaesion is the
difficulty of determining the number of appropriate cluster whmat defined
clearly in literature. Generally analysts use both vigatithn and statistical
methods to be at the safe side of choosing the right number. Numbleistafrs
can be defined according to the purpose of usage by visualization
techniques.(Grubesic, 2006).

Among the various types of clustering algorithms; in this thEsiseans, Nnh
hierarchical, STAC, Fuzzy, ISODATA are selected to belusemeans, fuzzy,
ISODATA are included in optimization-partitioning techniques, and Nnh
hierarchical is a hierarchical clustering analysis teclsmi@TAC and GAM are
two clustering algorithms generated for specific usage purp8pasio-temporal
analysis of crime was invented by crime analysts to det@wiecdnot clusters.
Also, the algorithm of geographical analysis machine is genkeateording to
the underlying population.
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3.3.1.1.1. K-means clustering

The K-means clustering method is a non-hierarchical clusteringagpmwhere
data are divided into K groups. User is flexible to decide on thebeui. The
aim of this technique is to create K number of clusters dottieawithin group
sum of squares are minimized. As iterating all the possiblgervations is
enormous, the algorithm finds a local optimum. To reach the apaigorithm is
repeated several times and the best positioning K centers are fOuer the
remaining observations to the nearest cluster to minimizesqhared distance

(Levine, 2002), are assigned. The formula of the algorithm is:

MinV = adly, Eqg. (3.1)

i=1 k

Where,

i = index of observations;

a = attribute weight of observation I;

k = index of clusters;

dix = distance between observation | and cluster k;

yik = binary value if observation | is assigned in cluster k;

The constraints of the model are assigning each observatocister group and
limiting decision variables to be an integer. In k-means dadiagteeach
observation should be assigned to only one group and all the observatierie hav
be included by clusters. Taking squared Euclidean distancelialaace measure
is important because the model is becoming non-linear and can vesl snt
appropriate heuristic approaches. Distance squared function geesnuch
importance to spatial outliers and the resulting clusters subject to skewness
(Grubesic, 2006).

In CrimeStat software the routine starts with an ingiaéss about the K locations.

Initial guess is made by software randomly selecting irsgald locations. It is an
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iterative procedure determining the initial seed and assighm@lservations to
the initial seed and then recalculates the center of thstecl and assigns

observations again where the procedure stops (Levine, 2002).

K-means clustering routine outputs clusters graphically as eghipses or
convex hulls. For the standard deviational ellipses 1X, 1.5 X ancrxthe
options to select. Here X represents the standard deviatiomfsomal. The level
of standard deviation is chosen by the user. Where, by standaratiaieadi
ellipses some of the data is abstracted, convex hull reypsesiee cluster by

drawing a bounding polygon outside the data (Levine, 2002).

3.3.1.1.2.Hierarchical Clustering

Levine (2002) stated that hierarchical clustering is a etiumg method which
groups observations on the basis of defined criteria. Critergdated with type of
distance between observations. The clustering is repeated alhtithe

observations are clustered according to the selected catediaorder. Based on
the criterion selected, hierarchical clustering has sewgrabns called nearest
neighbor, farthest neighbor, the centroid, median clusters, gneenages and

minimum error (Levine, 2002)

There are two basic hierarchical clustering methods implemeaggtbmerative
and divisive. Both of these methods are considering dissinekaiitetween the
observations. As the geography is concerned in spatial anadlysssnilarity

measure to be taken into account should be distance iniaralgsime.

The general algorithm of hierarchical clustering is outlinefbdsws where the
distance between two observations i and j is represented; land cluster i
contains nobjects. Let D be the remaining'sl Suppose there are N objects to be

clustered.

Find the smallest element remainindin
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Merge clusters i and j into a single new cluster, k.

Calculate a new set of distances dsing the following distance formula:
dn = & dim+ajdjm+bdij +91dim' djm‘ Eq. (3.2)

Where;

m represents any cluster other than k. These new distapt@serel, and g, in
D.Alsolet, n=n+n

Note that the algorithms available represent choices,fof, and .

Repeat steps 1 - 3 unbl contains a single group made up off all objects.
This will requireN-1iterations (Webg

Controlling the size of grouping either with threshold distance mimdmum

number of observations in clusters give chance to identify dena# geographic
environments is one of the advantages of hierarchical clustdtiilegarchical

clustering can calculate first, second and higher order clustetsntify hot spots
in different levels. In addition, each of the levels implaifferent policing

strategies. First order clusters indicate small neighborhodesewthe second
order clusters indicates patrol areas. Thus, the hierarct@ichhique allows
different security strategies to be adopted and provides a ocbohesy of

approaching these communities (Levine, 2002)

There are also some disadvantages to this clustering methodnéthed only
considers points but not weights or attributes. Another is, whemétigod makes
a mistake at a one stage, it is impossible to turn back aisk rihe results. At
last, the method is subjective and there is no solid theorbaciiground behind
it (Grubesic, 2006).
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Nearest neighbor (Nnh) hierarchical clustering algorithmtigoa of hierarchical
clustering algorithm. To adjust the algorithm given in hieraadhiustering
according to nearest neighbor distance between algorithms, follaxlogs are

given to coefficients in the model:

The distance between two groups is defined as the distance betvadetwo

closest members. The algorithm is the same but the deet8achange, where;
i and i= 0.5,

=0and =-0.5.

The CrimeStat Nnh routine, which is also used in the thesis, aisasthod
defining a threshold distance and minimum number of points to be @&ttindhe
cluster. Two choices of defining threshold distance are randanmesteneighbors
with fixed distance. After distance selection procedure, nunobeminimum

points in a cluster should be determined. This criterion &l us reduce the
number of very small clusters. The default is 10 but user cargehthe number

according to the purpose of the study (Levine, 2002).

The output of CrimeStat gives standard deviational ellipsescandex hulls of

clustered data. There are advantages and disadvantageshofpmaoach. The
convex hull has the advantage of being a polygon that covers exdcthe al
cluster. The ellipse, on the other hand, is more general ahdswilly be more
stable from year to year. It usually looks better on a mapuarcs are able to
understand it better. The biggest disadvantage of an ellipgetist forces a
certain shape on the data, whether there are incidents i garof it or not

(Levine, 2002).

3.3.1.1.3.Fuzzy Clustering

Fuzzy clustering is a generalization of partition clustering metlisash as k-
means and medoid) by allowing an observation to be classifiedmet@r more

clusters. Observations have probability of belonging to one or chaster in
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fuzzy clustering. While in regular clustering one observation dideta member
only one cluster. In fuzzy clustering, the membership is spreaah@ clusters
having a probability of membership value ranging from 0 to 1. Notrfgrevery
object to a specific cluster is really an advantage ofrtigithod especially where
the spatial outliers exists. However, there are much nmfoemation on hand to
be handled_ (Weh8

Kaufmann (1990) describes the fuzzy algorithm as:

Eq. (3.3)

Where;

i,j = index of observations,

k = index of clusters,

dj = distance between objects i and j,
p = number of cluster groups,

uik = fractional membership of observation i in cluster k.

Minimizing the objective function subject to constraints requifes each
observation to have a constant total membership distributed ovelifteent
clusters. Also, memberships can not be negative. The mgjdanction forces to

minimize the total dispersion.

Fuzzy clustering method is a part of partitioning clusteringhods differing
when fractional membership of observations (u) are taking valsgshan 1. The
goal of the fuzzy clustering method is to minimize the agmpes distance between
observations and clusters including the dissimilarity of not weighdbservations
(Grubesic, 2006).
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3.3.1.1.4.Geographical analysis machine

Geographical analysis machine is an automated eatply spatial data analysis
that is detecting localized clustering while; othelustering methods are
concentrated on global measures of the patternr@$dts are invariant in terms
of study region boundary and visualized by cartpgi@a measure bringing the
user to understand the clusters easily. One otheardage is that end-users who
do not have degree in statistics are able to utadetshe resulting of the analyses.
However, it is computationally difficult and takiegg run times for obtaining the

results (Openshaw, 1998).

The GAM algorithm involves the following steps:

Read in X, Y data for population at risk and a ahble of interest from a
GIS.

Identify the rectangle containing the data, idgnstarting circle radius,
and degree of circle overlap.

Generate a grid covering this rectangular studyorego that circles of
radius r overlap by the desired amount.

For each grid-intersection generate a circle oiusad

Retrieve two counts for this circle.

Apply some significance test procedure.

Keep the result if significant.

Repeat steps 5 to 7 until all circles have beengzsed.

Increase circle radius and return to step 3 els®e gtep 10.

Create smoothed density surface of excess incidmcthe significant.
circles using a kernel smoothing procedure.

Map this surface as it peaks that suggest wheradbemulated evidence

of clustering is likely to be greatest (Opensha9g8).
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3.3.1.1.5. ISODATA

The ISODATA is an iterative self-organizing way mérforming clustering. The
minimum Euclidean distance is used as the indexssign each candidate cell to a
cluster, and the self-organizing method is usetth@®ptimal solution to optimize
the cluster classes (Webh9SODATA clustering is generally used for image
processing applications and is not commonly usedrime related analysis.
However, in order to understand the suitabilitgte$ method in crime analyses, it

is used in this thesis.

3.3.1.1.6. STAC

The spatial and temporal analysis of crime (STA@¥sweveloped by the lllinois
Justice Information Authority as a clustering aitfon in which the number of
points is counted in a circle laid over a grid. eTRTAC routine in Crime Stat
identifies densest clusters by demonstrating egtandard deviational ellipses or

convex hulls (Levine, 2002).

STAC is adopted as the other clustering routinesidver, it differs in the process
that the overlapping clusters are combined intgdaclusters until there are no
overlapping clusters. Both partitioning and hienézal clustering routines are
included in the STAC. Search circles and aggregasimall clusters into larger
ones are some properties of the other clusteringnes. Another advantage of
STAC is that it is not constrained by artificial political boundaries, such as
police precincts or census tracks (Levine, 2002).

STAC in CrimeSTAT follows the procedure:

1. Overlaying of a 20 x 20 grid structure on theng defined by the area
boundary (defined by the user).

2. Placement of a circle on every node of the gsidh a radius equal to 1.414

times the specified search radius. Thus, the siralerlap.
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3. Counting the number of points falling within bacircle, and ranking the

circles in descending order.

4. Recording all circles with at least two datanp®ialong with the number of
points within each circle for a maximum of 25 ol The X and Y coordinates of
any node with at least two incidents within thersbaadius are recorded, along

with the number of data points found for each node.

5. Ranking circles according to the number of mmtd selection of the top 25

search areas.

6. Combining points within circles if a point begmto two different circles. This
process is repeated until there are no over lapginetes. This routine avoids the
problem of data points belonging to more than oluster, and the additional

problem of different cluster arrangements beingsiibs with the same points.

7. Calculating the best fitting standard deviatidiipse or convex hulls by using

data in clusters (Levine, 2002).

3.3.2. Temporal analysis of crime

3.3.2.1. Univariate Box-Jenkins (ARIMA) Forecasting

Data in business, economics, engineering, crime @hdr sciences are often
collected in the form of time series. A time sengsa set of values observed
sequentially at regular intervals of time such agkly traffic volume, daily crime
rates, and monthly milk consumption. The main djecof the time series
analysis are to understand the underlying and temendent structure of the
single series-univariate series and to figuretbatleading, legging and feedback

relationships (Pena et al., 2001).

40



Univariate Box-Jenkins is a time series modelimaepss which describes a single
series as a function of its own past values. Td &in appropriate equation that
reduces a time series with underlying structurevibite noise is the aim of the
Box-Jenkins process. The reason of the populafith® Box-Jenkins modeling
process is that it uses the data itself to detexrappropriate model form, whereas
many other time series modeling methods use givedeiras an assumed model
for priori. For a given time series to find the bewdel for that series, the model
form should be determined carefully (Wéb8

Box-Jenkins Analysisrefers to a systematic method of identifying, g
checking, and using integrated autoregressive, mgoaverage (ARIMA) time
series models. The method is suitable for timeesethat have at least 50

observations.

The model is generally referred to as an ARIMA (g)dnodel where p, d, and q
are integers greater than or equal to zero andr refethe order of the
autoregressive, integrated, and moving average parthe model, respectively.
When d = 0, the model is turned to be an ARMA (jmaxel.

Autoregressive integrated moving average (ARIMA)delong is formed from
two parts: the self-deterministic part and the uflstince component. The self-
deterministic part of the series should be foredast from its own past by an

autoregressive (AR) model. Each autoregressivioirfas a polynomial of the

form:

(1 - 1B1- oBo- 3Bz-iiiiiiii. po),

Where i.......... p are the parameter values of the polynomial, and ®e
backshift operator. The values of the autoregressiutors (; ...... p) need not

all be nonzero. A zero parameter value indicatasttie parameter is not included

in the polynomial.
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The disturbance component (the residuals from tht®regressive model) is
modeled by a moving average (MA) model. Each mowangrage factor is a

polynomial of the form:
(1 - 1Bl - 282 - 383 i, C]BCI),

Where ;... q are the parameter values of the polynomial ansl the backshift
operator. The values of the... q need not all are nonzero. A zero parameter

value indicates that the parameter is not includedle polynomial.

The backshift operator is a special notation usesirhplify the representation of
lag values. BX; is defined to be . So, (B)X: = X1 which means a 1 period lag
of X (Brockwell, 1996).

Hence the ARIMA(p, d, gq) model is:
(B)XL B)!Yi= (B)«, Eq. (3.4)

Where  is an error term generally assumed to be indepgnddentically
distributed samples from a normal distribution,isda positive integer that

controls the level of differencing (Pena et alQ20

The Box-Jenkins method refers the procedure ingolmeaking successive

approximations through three stages: identificatiestimation, and diagnostic
checking: (Webg

Identification stage: In order to decide a tentative model form, timeiese

requires examining the identification phase. Tragetcontrols if the series is
sufficiently stationary (free of trend and seasitylaéind estimate the levels of the
p, d and q parameters. The first part of the ifieation stage is to be ensuring
that the time series is stationary. In a statiorssnyes, the observations fluctuate

about a fixed mean level with a constant varianger ¢he observational period.
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There are two types of non-stationarity in timdeserTo create a mean stationary
series, differencing in sufficient level is appliaadd to adjust a variance stationary
series, correct power transformation is appliedit thot tests are applied to the
model to test the stationarity of the model. PbsPerron and Dickey-Fuller tests

are types of unit root tests.

Autocorrelations and partial autocorrelations arsedu extensively in the
identification phase of the time series analysihiew plotted, they become the

correlogramwhich visualizes the estimates of autocorrelations.

The correlation between:>and X+ is called the R order autocorrelationf X.

The sample estimate of this autocorrelation, catleds calculated using the

formula:
n-k _ _
Xi- X (xi+k' X)
— Eq.(3.5)
k — n
(Xi - >z)z
i=1
Where,
_ n Eqg. (3.6
x=1"x 9. (3.6)
n

h
The kt order partial autocorrelation of X is the partiafrelation between xand
Xi+k , Where the influence of X, Xt2,.eveveeene. X+k-1 have been removed (Web8

Autocorrelation plots assist to understand whae tgp differencing is needed to
reach mean stationary series. The decreasing pattehe autocorrelation graph
indicates the level of differencing and providesecia for specification of p and
g. The need for a power transformation can be tsned by examining plots of

both the original series and the transformed sefi§¢eb?. Autocorrelation
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function is always 1 at the first lag. The serieeds differencing when the
function decays slowly without reaching zero. Seasdifferencing is determined

by the number of time periods between the relativelgh autocorrelations
(Figure 3.4.1) (WebB

Figure 3.9.Examples of Autocorrelation functions d¢ime series need

differencing.

If the time series is non-stationary with respedts variance, then the variance of
the time series can be stabilized by using povaarstormations (Bowerman and
O’Connell, 1993). Box-Cox is a one way of powemsgfrmations that can be
represented as:

/ -
AR Y -1 1for/ 10
/ Eq.(3.7)

Y =logY, for/ =0 Eq.(3.8)

Where, Yis a positive random variable (Hamilton, 1994).

Estimation stage: The autoregressive and moving average paramefetiseo

selected model are estimated.
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Diagnostic Checking After the AR and MA parameters are estimatedntioeel

is checked whether the model fits the historicahdadequately. The differences
(residuals) between the original and forecasted de¢ judged to be sufficiently
small or random. If residuals are not satisfactahe model is improved to

enhance the predictability of the model.

3.3.2.2. Simple Spatial Disaggregation Approach

Simple spatial disaggregation approach (SSDA) imetg a spatio-temporal

forecasting technique. The approach aims to prodlcster forecasts that give
minimized forecast errors. Simple spatial disaggtieg approach explores and
identifies week day specific clusters, differerdnfr each other. In simple spatial
disaggregation approach, it is assumed that disioitv of crime incidents behave
same on a weekday. This is not the real case buibtain a reliable and

straightforward method, deviations are ignoredNlaldfai et al., 2006).

Using the time series model, disaggregation intsteks are made according to
the equation (Al Madfai et al., 2006):

m

O, = 1
j 1] yt—l( ) Eq(39)

Where;
Oy = Forecast of crime cluster j on day t.

y,..(1) = One-step-ahead crime forecast for day t.

m; = total number of identified clusters at day t.

Based on equation (3.9) assigning forecasted vatuekisters is done according
to the formulation (Al Madfai et al., 2006):
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oqzsq*M4@XWMh B, =1 Eq. (3.10)
rn[ "

j

Where;
By is the spatial forecast disaggregation (SFD) wsigttlocated to each cluster

per day.

To calculate the spatial forecast disaggregatidgfD{Sveights, four methods are
proposed by Al Madfai et.al. (2006): The naive tating method, the ordinary
least square method on number of incidences, thknmatic mean and the

ordinary least square method on percentages oécrim

The spatio-temporal forecast errors are calculadéd spatio-temporal mean root

square error. The formulation of STMRSE is;

n m (Observed- O,)?
STRMSEE)=\/l ( #- %) £
n. ; m qg.

(3.11)

Where n being the total number of days (Al-Madtzaale 2006).
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CHAPTER 4

GENERATION AND INTERPRETATION OF CLUSTERS AND
COMPARISON OF DIFFERENT CLUSTERING METHODS IN THE
STUDY AREA

In this chapter, the aim is to decide the suitzhlstering technique to be used in
spatio-temporal crime prediction model. With regpecthis purpose, the main
concern is to detect clusters based on differamdteting approaches. Rattcliffe
(2004) explained that a hot spot is an area witlh ldirime density. Predicting
crime through hot spotting is a new advance tocpolilepartments to make
tactical, strategic and administrative policies mdet right prevention measures.
Clustering is gaining importance as it is a rekabay of determining crime hot
spots. However, there is a strong confusion reggrdising a convenient
clustering model to detect hot spots. Choosingpprapriate clustering model is
not easy in terms of general clustering approachesber of clusters and
geographical fitting. Data and statistical analyshsuld be carefully determined

and evaluated to take advantage of clustering sisaly pro-active policing.

In order to make comparison between the clustanogdels, different clustering
methods are applied to the study area, Bahceli@ridrMerkez Cankaya police
precincts. Both hierarchical and non-hierarchicatlifioning approaches are
considered. K-means, fuzzy and ISODATA clusterifgpathms are applied as
partitioning based clustering approaches. Thesehadst are including
optimization procedures to get final configuratioridierarchical clustering
algorithm represents the hierarchical approachenylatio-temporal analysis of
crime and geographical analysis machine are gesteispiecifically for cluster
detection. CrimeStat 3.1, GAM\K tool and TNTmipg! Gre run to carry out
analysis and results are interpreted with ArcGI$ @nd TNTmips 6.4, GIS

softwares.
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4.1. Application of K-Means Clustering

“K” is the key part of K-means clustering, whichpresents the number of
clusters. It is not easy to determine the numbedusdters in K-means clustering.
Freedom of defining the number of clusters canrbadvantage or disadvantage
according to the purpose of usage. If too manytetasare generated, there will be
patterns that are not really exist and also, tow felusters mean poor

differentiation of the observations.

In order to determine the number of clustersed#ht K values are examined to
determine the best configuration. CrimeStat 3.1 ArafG1S 9.1 are employed in

order to apply K-means clustering to the crimedeai data in the study area.
After trial period, it is found sufficiently to demnstrate the clusters from 5 to 8.
The two reasons of choosing these values are: lidatian and total mean

squared error, which is an indicator to assistdeeision of the K value. Error

value is so high before number 5 and does not éhamgch after 8 (Table 4.1).
Hence, different K values (5, 6, 7, 8) are impletadnto indicate the effect of
difference in “number of clusters”. It should b&ea into account that total mean
squared errors with different K values in Table. 4ntlicate a higher reduction at

7 clusters.

Table 4.1.Total mean squared errors of k-meanstering with different K

values.

Number of Clusters Total mean squared error
4 0.11

0.070

0.076

0.060

0.055

0.053

OO || O

Visualization of the results is another concernidiag the number of clusters.
Two techniques are available in CrimeStat 3.1:dsiesh deviational ellipses and

48



convex hulls. In standard deviational ellipsess ptional to decide on the size of
the ellipses which are 1X, 1.5X and 2X. Here X esgints the amount of standard
deviation in algorithm. 1X is generally preferred @e other options gave an
exaggerated view of the underlying clusters. Bdttihe visualization methods are
mapped above with convex hulls and standard dewiatiellipses -1X size
clusters. For K=6, standard deviational ellipsed aonvex hulls are overlaid to
indicate the difference (Figure 4.1). In convexlfiuleach object must belong to
at least one group” constraint can be obviously selle in standard deviational

ellipses some of the observations are abstracted.

Figure 4.1.K-means clustering representationsdst@hdeviational ellipses and
convex hulls for K=6

As seen clearly, for all K values most of the piening took place at east part of
the study area, Merkez Cankaya. Analyzing the tesuicording to the regions; in
fact it is observed that there are no significafiecences for different K values in
the clusters. Clusters are investigated at thraa pets; Bahcelievler, An ttepe-
Be evler and Merkez Cankaya. Up to the value of Kstets are sub-divided in
these areas. To be more informative, all maps @edaid with land-uses (Figure
4.2).
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For 5-means, *i cluster includes Bahcelievier and Emek whergabat Street
(known as 7street) is passing througH“2luster is formed in Bevler, while &

cluster contains parts of Strazburg Street and tNexa Street and Cankaya
Merkez police station. Also, Atatlrk high schooldaklaltepe bazaar are two

important crime appealing places included in thadter.

The first three clusters are mostly located in desiial areas, where some
commercial areas exist especially at two sideshef rhain streets. %4 cluster
covers buildings of Ministry of Health and S hhig@zar. Last cluster contains
K z lay square, Meutiyet and part of Ziya Gokalp Street having armary with
zmir Street. The @ and %" cluster is located in commercial areas like Ky la

square.

When the number of clusters increases to 6, firsiuéters stay at the same
location but last cluster is divided into two ckrst Kz lay square,zmir and
Mithatpaa Streets are included in th& 8uster and the remaining Metiyet,
Konur and Karanfil streets are covered Byduster. In 7 cluster configuration,
clusters in Merkez Cankaya do not change, whilet wag divided according to
Emek and Bahgelievler neighbourhoods. 8 clustgmesent the same places with
the 7 cluster but the main difference is tffer8ad in Nam k Kemal Street. The

crime rates are high in that street but it is fjiretpresented by a cluster.
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Standard deviational ellipses and convex hulls-oné&ans clustering (K=5)

Standard deviational ellipses and convex hulls-ohé&ans clustering (K=6)

Standard deviational ellipses and convex hulls-oh&ans clustering (K=7)

Figure 4.2.K-means clustering for the incidents
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Standard deviational ellipses and convex hulls-oh&ans clustering (K=8)

Figure 4.2.K-means clustering for the incidents{t

4.2. Application of Nnh Hierarchical Clustering

Nnh clustering is an agglomerative procedure, takithe observations
individually and forms first order clusters baseada defined threshold distance
and minimum number of observations in clusterswli observations are nearer
than the threshold value, a new cluster is gererdtee second and higher order
clusters are formed with the same manner until amlg cluster is left or the
threshold criteria fails. Two choices of definitigreshold value are, random
distance determined by the software itself anddfidestance defined by the user.
When random distance option is selected, too mamsters are generated, so
different fixed distance (300, 400, 500, 600 m.jimys are tried to get the best
configuration. Levine (2002) suggested to takettireshold value 0.5 miles or
smaller to get feasible results. Also, after inteting lots of “minimum number of
points”, 10 are selected visually. The resultingpmancluding first order clusters

are shown in Figure 4.3 .

As stated in early chapters, hierarchical clusgeapproach does not necessarily
cover all the observations in the area that casdes in maps (Figure 4.3). The

number of first order clusters is respectively higtnierarchical clustering as the
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algorithm determines clusters based on geograplpicadimity. Analysis with
fixed distances 300 and 400 meters confirm therdlgo and give small sized
and high number of clusters. The results of thieghold values are valuable
when a street or a specific area is being consideyea police or a crime analysts.
The second and the higher order clusters provifiereint and more general view
of the observations. One of the biggest advantafjiish hierarchical approach is
to give opportunity to see different order of céustat the same time and analyze

the current situation with respect to the purpose.

Standard deviational ellipses and convex hulls mi Klustering
(Fixed distance = 300 m.)

Standard deviational ellipses and convex hulls i i€lustering
(Fixed distance = 400 m.)

Figure 4.3.Nnh clustering for the incidents
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Standard deviational ellipses and convex hulls i Klustering
(Fixed distance = 500 m.)

Standard deviational ellipses and convex hulls i Klustering
(Fixed distance = 600 m.)

Figure 4.3..Nnh Clustering for the incidents (cdpt’

As explained in the previous clustering model, ¢here two visualization
techniques are available in CrimeStat 3.1. In FEd@dr4), both interpretations are
overlaid for Nnh clustering with fixed distance 600 The reason of choosing
600 m. is random to show the visualization techesqun standard deviational
ellipses representation and perception of the btdllers are clearer than
minimum bounding polygons. Minimum bounding polygocover larger area
than standard deviational ellipses as expectedsthkdard deviational ellipses

consist of more than %50 of the observations haamgrea nearer to center.

54



Figure 4.4. Nnh clustering representations: stahdaviational ellipses and
convex hulls for fixed distance 600 m.

In Nnh clustering lots of clusters generated, wihilest of them are located in
Merkez Cankaya police precinct. The main underlyisgson is that bigger part
of the crime incidents took place in this part lo¢ tstudy area. Generally more
incidents mean more clusters especially when neaesghborhood distances are
considered. The orientation and sizes are diffeemtording to the minimum
number of points in clusters and distance betwheniricidents. For example, a
coordinate where 10 incidents happened and no atiwdent within fixed
distance is found, can be very small cluster I ¢lusters between An ttepe and
Bahcelievler (Figure 4.3).

Another interesting point is that small clusterdicate specific areas prone to a
specific crime type like Olgunlar and property thehile big clusters include

several types of crime in a larger area.

When fixed distance is 300 m., a lot of clusteesgenerated as expected. AlImost
all specific areas subject to crime are represelnyeal cluster. For example, there

are clusters at K z lay square, several parts gaBat Street, Ministry of Health.
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When fixed distance increases to 400 m. and 508emg clusters are combined
and sizes are increased at both side of the stuely. &he clusters change in
orientation and especially at size, when the degdmecomes 600 m. Clusters in
Bahcelievler, Emek and Bevler, Maltepe combined and represented by only one

cluster. Also, 8 road in Nam k Kemal Street is covered by one elust

4.3. STAC Hot Spot Areas

STAC is another crime hot spot program which isclkguvisual and easy to use
(Levine, 2002). STAC identifies the major concetitr@s of points for a given
distribution. Circles are drawn and overlaid foine in a defined grid. Circles
having more number of points are ranked and dramtih mo overlapping circles
exist. After trying lots of combinations, four comations of fixed distance and
“10” minimum number of points mapped above as givelRigure 4.5. Reasons of
choosing 4 combinations are when fixed number edce&®0 m., there is only
one cluster and less than 200 m. there are noectusit Bahcelievler police
precinct. Also, when fixed distance is 200 m., thesters especially in the west
side are inconsiderably small. Hence, the map doegive valuable information
about the densely populated crime areas. Fixedrdistof 400 m. is again gives
too big clusters unable to include useful data.eBdv‘minimum number of
points” is tried for each fixed distance and 10 seéected to be used in the
analysis. Fixed distance of 300 m. is an effectiuenber when compared to the
others selected. 5 and 10 “minimum number of pbist$ried and no difference
is realized. It gives 7 clusters in the study af@ansidering the other clustering
analysis, 7 is found to be optimal number in thiglg area with this number of
incidents. Also, two visualization techniques areertaid to point out the
difference. As STAC is not restricted to includkthé observation, the difference
between the standard deviational ellipses and cohwdls is not considerably

much as seen in Figure 4.6.
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Standard deviational ellipses and convex hullSTAS
(Fixed distance =200 m., Minimum number of poildi8F

Standard deviational ellipses and convex hullSTAGS
(Fixed distance =300 m., Minimum number of poidi@F

Standard deviational ellipses and convex hullSTAS
(Fixed distance =300 m., Minimum number of poifs=

Figure 4.5.STAC hot clusters for the incidents
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Standard deviational ellipses and convex hullSTAS
(Fixed distance =400 m., Minimum number of poidi3y

Figure 4.5.STAC hot clusters for the incidents ¢@)n

Figure 4.6.STAC representations: standard devialielfipses and convex hulls
for fixed distance 300 m and “minimum number ofrigsi 10.

There are 8 clusters when 200-10 combination isp@a@pThe first cluster located
at the beginning of the Aabat Street beside a park aré4.cluster covers a part
of Bi kek Street and a market area which is generallytenhp the intersection

area of ¥ and &' streets, cluster 3 is located. Restaurants, shiopsnarkets are
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included by the "8 cluster. Cluster 4 is lying on thé" &treet in Bahcelievler.
Clusters in Bahcelievler are located in residerdiad commercial (fixed) areas.
However, cluster 4 is only located in residentiadas, mostly prone to burglary
indeed. The B cluster resides in Bevler, near to university campuses and the 6
one is beside of the An tkabir. Last two clustems lacated in Cankaya part in
commercial areas. These two clusters have mores dhem the rest. One is
covering Necatibey, Mithatpa Streets and K z lay Square, whereas the other is
covering the area near to Metiyet Street.

All the size of the clusters increases when thedidistance becomes 300 m. This
is an expected result because of the increaseisdairch area. The first cluster is
relatively a big cluster including the area betw@egabat and T&ent Streets. In
addition, the other part of the dabat Street has another cluster containing
Cumhuriyet High School. The third and the fourthstérs are located near Bek
and Kazakistan Streets. All the four clusters aoated in residential areas where
there are also commercial areas at two sides oftileets. Fifth cluster covers
Be evler, which includes residential areas. The sthtister is interesting as there
is more than average number of auto theft in thad,awhich is between Gazi
Mustafa Kemal Pa Avenue and Turgut Reis Street which is mostlydesgial.
Two clusters in Cankaya in the previous combinatlctome one cluster
covering almost all the commercial areas in Cankaye last combination 400-

10 has two clusters, located in both side of tHeE@@recincts.

4.4. ISODATA Clustering

ISODATA classification is applied with TNTmips 6séftware to the study area.
The classification is similar to the K Means methmd incorporates procedures
for splitting, combining, and discarding trial swegions as it calculates the
optimal set of sub regions (Webh the software, the desired number of classes,
minimum number of cluster cells, maximum standaediation, and minimum
distance (desired diameter) can be selected topgtoe data in sub regions.

However, the weak point of the software is that theults are not always
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reflecting the same properties with the optiongeaeld. To reach the desired
number of groups all the settings should be triedl lzalancedlt is unable to get
results as standard deviational ellipses with TN¥Mb6.4. The results are
available with convex hulls. Three number of clasge 6 ,7) are mapped to ease
the comparison with the other methods and get mmaningful representations.
The minimum bounding polygons cover all the obséowapoints in the area.
This method results in more partitioning in Merkgankaya police precinct when

the number of classes increases.

To explain the relationship between land-use andtets, land-use of the study
area is mapped (Figure 4.7) and the name of tlghberhoods are illustrated in
Figure 4.8. 4 clusters divide the area forming Em&kkar Bahcelievler,

Be evler-Bahgelievler, An ttepe-Yucetepe-Maltepe and z IKy-Me rutiyet-
Kocatepe-Fidanl k regions. When the cluster numiiges to 6, Bahcelievler,
Emek, Yukar Bahcelievler sub-divided into 3 frontl@sters. Also, cluster in the
mid of the area is divided into 2. The differenevieen the six and the seven
clusters is the division of SBk and Korkut Reis neighborhoods. The reason can
be S hhiye bazaar and intersection of vital roadglvcan be explained by crime

pattern theory.

Figure 4.7. Land-use area map of Bahcelievler anck¥ Cankaya police
precincts
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Figure 4.8. Neighborhoods of the area

4 clusters

Figure 4.9. ISODATA Clustering for the incidents
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6 and 7 clusters

Figure 4.9. ISODATA Clustering for the incident®iit’d)

4.5. Fuzzy Clustering

The Fuzzy Clustering method to generate clustefomsguses fuzzy logic
concepts to calculate sub regions based on thandsstwhich is the desired
average diameter specified by user. Fuzzy clugtdengeneralized partitioning
method differing in the objective function. All tledservations have probabilities
of having included in a cluster and assigned tostehs with the highest

probability. Fuzzy approach is important in clustgras it evaluates all clusters
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individually and give more informative results. tiis method, TNTmips 6.4 is
employed to generate clusters. 4, 6 and 7 clusterdormed to compare with
different methods (Figure 4.10).

6 clusters

7 clusters

Figure 4.10.Fuzzy clustering for the incidents
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4 clusters

Figure 4.10.Fuzzy clustering for the incidents ¢(@)n

The area covered by fuzzy clusters is looking the area covered by ISODATA
clusters and especially 4 cluster configuratioralimost the same. When the
cluster number increases to 6, the starting pointpartitioning is Sal k
neighborhood. At the last configuration Kocatepe-iMgyet and Vatan-Nam k
Kemal neighborhoods are divided. Neighborhoodsilarstrated at Figure 4.8.
Those are the places where the crime rates arerijbr than the Bahcelievler
police precinct part of the study area.

4.6. Geographical Analysis Machine Approach

Gam/K software is used to get the resulting mapshefanalysis (Map 4.11).
Results are represented by kernel smoothing approgpdhe software. As seen
from maps, although maximum and minimum searchussdi are changing, the
influence area is not affected. The differencehi$ method to define hot spot
areas is consideration of the weight procedurghis approach population and
number of incidents for each neighborhood are dmmbrand the results are
determined with respect to these values. Resudisadte that 8 neighborhoods in
Merkez Cankaya precinct are significant accordingtlie approach. These
neighborhoods are Eti, Korkut Reis, 8k, Kzlay, Cumhuriyet, Fidanlk,
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Kocatepe and Meutiyet. Figure 4.12 demonstrates the land-use #rel

significant areas. All the neighborhoods have comcrakareas except Fidanl k
and Sal k neighborhoods which have both residential aochimercial areas. The
results are not unforeseeable that commercial draas lower population than
residential areas in the area. The important quesérises here that if the
smoothed areas are really hot spots. The answebe&asome of them are and
some of them are not. However, to decide about sfat, area should be known

and investigated carefully.

GAM results with minimum and maximum circle radiL 100
respectively

GAM results with minimum and maximum circle radk&200
respectively

Figure 4.11.GAM results for incidents
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Figure 4.12.Gam clusters with land-use area.

4.7. Comparison of the clustering methods

The aim to compare the clustering methods stateékisnchapter is to choose the
most appropriate for the spatio-temporal crime jotemh model. There are
several reasons to choose a clustering algorithnthieumost important criteria is
to select the algorithm according to the purposeusdge. Firstly, to make a
general comparison between the clustering methotisi study area, convex hull
(7 clusters) maps are represented (Figure 4.18fl¥3rK-means, ISODATA, and
fuzzy clustering methods are types of partitionaqgproach and cover all the
observations in the area. Nnh hierarchical clusteris distance specific
hierarchical approach and STAC is combination ad &pproaches, partitioning
approach with search circles and hierarchical apgravith aggregating smaller
clusters into larger clusters.
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K-Means Nnh Hierarchical

STAC ISODATA

Fuzzy

Figure 4.13.Resulting maps of the clustering method

To compare the partitioning methods, K-means agdyfclustering methods are
similar in Merkez Cankaya precinct in general sanse Figure 4.13, evidence of
better representation of observations at that qfaifte study area. Both methods
work with optimization procedure, where fuzzy ckretg concerns the
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possibilities, whereas K-means has hard partitgpnis fuzzy gives possibilities

to each observation and assign them to clusters higthest possibility, the sub-
division of the incidents at that part are moreuaate. ISODATA is one type of

optimization based clustering but has differenemation than the other two
(Figure 4.13). Especially in Bahgelievler regicBODATA has more partitioning.

ISODATA is indeed a classification method usedifoage processing and is not
commonly used in criminological issues as stateh@hodology. Therefore it is
found in this study that ISODATA clustering is ragipropriate.

In partitioning based clustering methods, the nuntbelusters is defined by the
user. This can be an advantage or a disadvantagedaty to the purpose of
usage. Inclusion of all the points is one of tineittitions of this approach. Spatial
outliers are forced to be included to clusters,cbeciuster orientation and sizes
are deviating from the optimal. Implementation ddrtioning approach is

difficult than the other approaches because iumhes an optimization procedure.
Also, K-means objective function is not linear he tistance metric is squared
Euclidean so heuristic approaches are used to dbkeproblem. However,

besides being difficult to implement, the approaciiommercially available and

common.

Partitioning based clustering algorithms are pedibr used to allocate resources
effectively. For example if there are 4 main teawailable, dividing the area to 4
parts will be appropriate for an effective usagksoAto look at the general view

of the area, this approach could be applicable.

The first order clusters of Nnh hierarchical appto# too many to evaluate the
general perspective. The method is useful wheratha concerned is relatively
small like a street segment or a specific placed@iect the density of the crime
activities in that area, Nnh hierarchical approdashselected. One of the
disadvantage to use the method is recovery whicimpossible in following

phases when an error occurred in one phase.
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STAC and Nnh hierarchical routines are similar cared with the other methods.
As STAC includes some form of hierarchical approdhls is not an unexpected
result. Both methods divide Bahcelievler region entvan the other algorithms.
Looking at the statistical results with one neanesghbor distance in Table 4.2, it
is observed that the mean distance in Merkez Cankiay smaller than

Bahcelievler. As Nnh and STAC methods consider rikarest distances, the
partitioning of the clusters in Bahgelievler polipeecinct is meaninful. Also,

Merkez Cankaya region has lower test statisticar{dicating more clustering in

the eastern part.

Table 4.2.Statistical results of nearest neighlsiadces of two police precincts.

Merkez Cankaya| Bahgelievler,
Mean Nearest Neighbor Distance 1.45m 2.76 m
Standard Dev of Nearest Neighbor Distance 13.76 m 2.02m
Minimum Distance 0om. 0m.
Maximum Distance 2892.72 m. 2534.98 m
Nearest Neighbor Index 0.0449 0.0688
Standard Error 0.47 m. 0.85m
Test Statistic (2) -65.2209 m. -44.0350 m
p-value (one tail) 0.0001 0.0001
p-value (two tail) 0.0001 0.0001

STAC and partitioning approaches have quiet diffeientations especially in
the west and east side of the regions, which hatedlyt dissimilar configurations.
STAC have inclined to partition in Bahgelievler, evhas K-means clusters are
distributed in Cankaya. The difference is meanihghs STAC algorithm
considers the distance measures within observatiodsmean nearest neighbor
distance between observations (Table 4.2) is smalleCankaya. To get the
optimal result K-means clustering approach shoultld the data into groups in
Merkez Cankaya police precinct. The reason under ith the minimization
procedure of the distance between center and seradtions.

According to these discussions STAC is selectecheéoused in the crime
prediction model for several reasons:
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1. Clusters of STAC do include more homogenous aiteas the other methods.
The biggest cluster in Cankaya, almost cover al dommercial area in
Cankaya region. Homogeneity of land use in thetetass an advantage as
the crime incidents happened is more typical. Abtu@ is an advantage in
crime prediction as when number and place of cim&lents are forecasted
also crime types will be predicted. Police for epdan use the advantage to
control the similar areas. STAC is not restrictedhtlude all the observations
hence STAC is able to indicate denser crime atems dther methods. This is
important in crime prevention for allocating resmes effectively. If all the
area is going to be searched, there is no meanoirigrtn crime prediction

models.

2. The second advantage of STAC is computation effayiewhich is faster than
the other methods. Fuzzy and ISODATA can not beessmted by standard
deviational ellipses and is out of scope at thertmgg of the comparison.
SDE are preferred to convex hulls not to searchofithe area. Also, as
opposed to K-means, STAC clusters consist of mbshe land marks like
schools, shopping centers, sports fields in tha aldough is not covering all

the observations.

Three combinations of STAC are tried. Crime pradictmodel is daily based

model. Hence, data is divided into seven weekdagsctusters are generated for
each day. In crime prediction model, areas of elgsshould not be so small or so
large to get more meaningful results. Areas oftelgsin Table 4.3 show that the
areas of 200-10 combination is so small like 678%anchoose for control area
and 400-10 is so large. Also 300-10 covers % 8thefobservations, while 200-
10 covers % 65. Of course, 400-10 has almost allotbservations, but cluster
sizes are insignificantly big. As a result STAC 3Dcombination is selected for

crime prediction model to get more informative aedurate results.
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Table 4.3. STAC cluster’s density values

200-10 300-10 400-10

Clusters Area(n?) | Points| Density| Area(nf) | Points| Density | Area(rf) | Points | Density

1 478455 634| 0.0013 812339 1031 0.00p3 107524479 | 0.0011

2 188878 277| 0.001p 432042 200  0.00047 157548&36 0.0004

3 66213 61 0.0009 21877D 119 0.00054

4 43410 59 0.0014 15927B 99 0.00062

5 23388 55 0.0024 108534% 77 0.00071

6 61969 53 0.0009 43974 64 0.0015

7 11446 50 0.0043 12086|/ 55 0.00046

8 6789 44 0.006%
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CHAPTER 5

EFFECTS OF DISTANCE METRICS TO STAC ALGORITHM

Clustering algorithms are applied with differenstdince metrics if the type of
distance is not specifically determined in the dtbm. Three types of distance
metrics are considered in clustering algorithmsclilean, which calculates the
panoramic distance, is the most commonly used egfenped distance in clustering
analysis. The other type that calculates rectilirdiatance is Manhattan and also,
squared Euclidean distance is used in clusteriggrihms. The aim of this chapter
is to detect the influences of different distancgtnos to previously selected STAC
algorithm. STAC with fixed distance 300 m. and “mmam number of points” 10 is

chosen to use in spatio temporal crime predictiadeh but the distance metric is
applied as Euclidean to compare with the otherteiusy methods in the previous
chapter. Since crime prediction model is going ¢ogenerated for both Euclidean
and Manhattan distance metrics, it will be usedutiétect the effect of the structure

of two distance metrics to STAC 300-10 combination.

Several distance metrics are in the scope of clogtassue. However, all the
algorithms do not let to apply different distancetnts. In fact, K-means clustering
minimizes the squared Euclidean distance betweertéhter and the observations
and it is not possible to change the metric nodéstroy the structure of the
algorithm. Software limitations do not allow applgi different distance metrics to
ISODATA and fuzzy clustering algorithms. STAC andh\hierarchical clustering
algorithms can be generated with both distanceicsety CrimeStat 3.1, however,
as STAC is used in spatio-temporal crime predictmadel STAC with fixed
distance 300 and minimum number of points 10 ispadgdor both of the distance
types, Euclidean and Manhattan (Figure 5.1). Alsath methods are mapped in
Figure 5.2.
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STAC - Manhattan STAC - Euclidean

Figure 5.1.STAC clustering with difference distameetric applications.

Map 5.2.STAC clustering with difference distancetnmeapplications at the same
map.

Although the number of clusters does not changaifsigntly in STAC hot
clusters, the size and the orientation change edlyeen Bahcelievler and
Be evler parts of the study area. The dense crime @wrdgankaya region is
represented by only one cluster and the differesiadce applications do not
affect the configuration significantly. Only theearnear Konur Street is divided
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into another cluster which is quite small. HoweverBahgelievler, the sizes and
the shapes of the clusters updated in order tadecpoints which the Euclidean
and the Manhattan distances of the observationsimitar in Manhattan distance
application. First cluster of STAC with Manhattaistdnce metric shrinks and
become elongated to north-south direction thaepaed in Figure 5.1. It covers
all the A gabat Street. However, the cluster generated byCSWih Euclidean
distance metric in the same location is spread henrésidential areas. Also,
cluster on Cumhuriyet high school is not represte STAC with Manhattan
distance metric. The upper part of Emek and YuBahcelievler are assigned to
only one cluster in STAC with Euclidean distancetrmmog however, cluster of
STAC with Manhattan distance metric includes theaabetween Bkek and
Kazakistan Streets lengthening to north-south doec Cluster in Beevler is
separated into two clusters: one is located towagdiniversity area and the other
is located in the intersection area of Ant and glikrStreets. At last, cluster in
An ttepe gets smaller with STAC with Manhattan aiste metric. As a result,
STAC with Manhattan distance metric is mostly lechin the area elongated to

the streets in order to decrease the Manhattaandistof the points in the clusters.

Examining more structural part such as area, nunabeincidents and road
density, several results can be obtained. Hental, aea (Table 5.1, 5.2), and
road densities are calculated (Table 5.3, 5.4). dile&a covered by clusters is
larger in Euclidean distance (1.89 Rnis greater than Manhattan clusters (1.49
km?) (Table 5.1, 5.2). Also the number of incidentgresented is higher in
Euclidean than Manhattan distance. The proportibmumber of incidents in
clusters to total number of incidents makes STA@ \iuclidean distance metric
clusters are more representative than STAC with Hddan distance metric

except usurp.

Table 5.1.Total area of clusters for STAC clusigri
Clustering methods Total area of clusters

STAC with Euclidean distance metrit  1.89%m
STAC with Manhattan distance metric  1.49%km
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To discuss the crime clusters in terms of distanegrics, point densities are also
important to decide which is going to be usedhd# point density is too low, it is
not informative to have the dense crime areas. tovatues under 0.0005 are
highlighted in Table 5.2 and Table 5a8d there is little difference between the
values of two distance metrics. However, when teesdy values are summed,
Manhattan is calculated two times dense than Eemfid Also, values of road

densities confirm the algorithms as Manhattan lasget road density as it

elongated in the area in east-west direction.

Table 5.2. Point and road densities of STAC Marimattusters

Area Road Road
Cluters (m2) Points| Density lenght(m) density
1 132769 74 0.00056 2274 0,017
2 362710 153 | 0.0004 6946 0,019
3 63191 31 |0.00049 1008 0,016
4 17352 35 0.002( 127 0,007
5 72699 33 |0.00045 750 0,010
6 70554 58 0.00082 1202 0,017
7 737335 761 0.0010 12396 0,017
8 30702 143 0.0046 289 0,009
Total 0.010 0.112

Table 5.3. Point and road densities of STAC Euelidelusters

Area Road Road
Cluters (m2) Points | Density lenght(m) density
1 218770 119 | 0.00054 4041 0,018
2 120867 55 [0.00046 1479 0,012
3 43979 64 0.001% 625 0,014
4 432042 201 | 0.00047 7966 0,018
5 159273 99 0.00062 2001 0,013
6 108534 77 0.00071 1624 0,015
7 812339| 1031| 0.0018 13013 0,016
Total 0.0056 0.106

To sum up, two different clustering metrics areduge spatio temporal crime

prediction model. Therefore, structural differences two distance metric
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applications of STAC is analyzed and evaluated. @tea that both types of
clusters represent is sometimes similar and sorastaifferent with respect to the
land-use. One of the limitations here is not toab&e to make the analysis with
original network because of the software. In fdw, values of Manhattan distance
reflect the original network more than the Euclidelstance. The reason behind
this is that the road networks in reality are fodmigy rectilinear distances.
Similarity of the original network does not meankie more representative in
crime prediction model. To understand which aldwnt better fits, spatial
dissagregation method should be applied, errorgestmould be calculated and the
clusters and predictions for each cluster are evatl
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CHAPTER 6

SPATIO-TEMPORAL CRIME PREDICTION MODEL WITH ARIMA
MODEL FITTING AND THE SIMPLE SPATIAL DISAGGREGATION
APPROACH

Forecasting is gaining popularity in crime with thelvances in technology.
Predicting the number of crimes, the influence atba time, and the type of
crime enable to overcome the occurrence of criraeef@l ways can be concluded
in crime forecasting such as hot spots, time senedysis and various statistical
models. In this chapter, a spatio-temporal crimedjgtion model is generated
with ARIMA forecasting and spatial disaggregatioppeach. A Box-Jenkins
ARIMA model is commonly used in several scienc&s In economics, biology,
production planning, etc. The ARIMA model has fostep iteration;
identification, estimation, diagnostic checking docecasting. Forecasted values
are disaggregated into the area by spatial disgggom approach. To implement
spatial disaggregation approach, area should beedivnto meaningful parts. For
this reason, STAC clustering model is selectedmedicted values are assigned
to these week-day clusters for Euclidean and Maahalistance metrics. The aim
is to form a spatio-temporal crime prediction maaled test which distance metric

is better fit to the model.

To predict the future values, Box-Jenkins ARIMA rabis fit to daily data for the
year 2003. All the steps are evaluated iteratieelg forecasted values are gained.
Minitab, dataplot and Xlstat are employed duringsth processes and Microsoft
Excel is used in statistical calculations. Theldoleing part of this study is
applying spatial disaggregation approach to thestefs investigated in the

previous chapter.

As daily forecasts are found, spatial disaggregadioproach is applied to days of

the week. STAC is selected as the clustering maddlseven days of the week
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are clustered for two distance metrics; Euclideadt Blanhattan. To understand
how the model fit the data, spatio-temporal rootamesquare estimate is
calculated for the entire model. At last, forecdstalues are disaggregated into
the daily STAC with Euclidean distance metric an8AS with Manhattan

distance metric clusters.

6.1. Fitting Box-Jenkins ARIMA model to daily number of incidents data

The first stage in the Box-Jenkins model is theniifieation stage. In order to

tentatively identify a model, first whether the @nseries is stationary or not
should be determined. A time series is stationfatiid statistical properties like
mean and variance are essentially constant over tBoverman and O’Connell,

1993). The simplest way to understand this is ¢ fple values against time. If the
values seem to fluctuate with constant variatioouad a constant mean, it is
reasonable to believe that the time series isosiaty. Plotting the number of
incidents of each day against time, time serie$ pfonumber of incidents in

Figure 6.1 is gained. Although having some outlespecially in the second half
of the year, the graph seems stationary. Thereoigvidence of a trend and
seasonality in the data. As days of the weeks seel,uwveek periods are more

prone to indicate seasonality.

Figure 6.1.Time series plot of number of incidents
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In order to utilize more sophisticated resultsr¢hare several ways to evaluate the
stationarity of the time series. One of the way®iapply unit root tests. Phillips-
Perron test is applied to the data to confirm atatiity of the time series data.

The test results are:

HO: Unit root; H1: Stationarity

Alpha = 0.1705
Test statistic: -322.67
p-value = 0.00000

5% Critical region: < -14.51
10% Critical region: < -11.65

When a < 1 the process is stationary (PhillipsRadon, 1988). According to the
test result HO is rejected in favor of H1, at t8é Significance level, which that

means the process is stationary.

In stationarity, there are two concepts which #hdae considered; mean and
variance. Non-stationarity can be transformed atigtarity with respect to these
concepts. If the problem is caused from mean, miffeing should be applied or if
is caused by variance, transformation should beeddo detect the mean and
variance movements, both of them are plotted wiNidithg the data into 8 lags.
Movement of mean in 8 lags is not so volatile;\thkies are between 4, 75 and 5,
25 until the & lag (Figure 6.2). Hence, the variation of the misamot significant.
Also, looking at the autocorrelation plot, statiotyacan be evaluated. Looking at
Figure 6.3, as the values are reaching 0, timeseifi number of incidents do not
need differencing_(Web7Also, to search the seasonality autocorreldtimction
is very important. The values over the red line mseautocorrelation function is
significant at that lag. Lag 1 and lag 4 indicasggnificance according to the

Figure 6.3, however, there is no evidence of sedipin the data.
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Figure 6.2. Variation of the mean plot of time ssrdata

Figure 6.3.Autocorrelation plot of number of inaitie

Figure 6.4.Variation of variance plot of time serdata

To seek the movement, variation of variance istgtbfor the time series data.
Mean is 2.6 and maximum deviation of the mean % @hich does not seem
significant.

Histogram of the data indicates that the data semmally distributed (Figure
6.5).
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Figure 6.5. Histogram of the data.

After, confirming the stationarity of the data, thext step is to determine the
levels of AR and MA values. As there is no needitterence the data, the model
is turned to an ARMA model as | represent the arhoddifferencing. For the

decision of the levels, autocorrelogram and pasdistbcorrelogram are plotted
and as it is an iterative process, different comtiams are tried to get the best

result.

Autocorrelogram and autocorrelation function valaes not only important to
detect stationarity but also good indicators tedueine the level of MA(moving
average) level_(Wel8As seen obviously from the Figure 6.6 that thgslare
significant when the lag values pass the red IRed line indicates the 5%
significance level of autocorrelations. Another andre informative evidence is
to look at the autocorrelation values and t siaistBowerman and O’Connell
(1993) stated that for lower lags (lag < 3); thikegxists if t value is greater than
1.6 and for higher lags, a spike is consideredxistaf t is greater than 2.
According to this statement, it is convenient tg gacording to Table 6.1 that lag

1 and lag 4 are significant.

81



Figure 6.6. Autocorrelation plot of number of ineids

Table 6.1.Autocorrelation function and t valuegath lag

Lag Autocorrelation function t value

1 0,169481282 3,237935

2 -0,030176045 -0,56063

3 -0,023595829 -0,438

4 0,123941384 2,29949

5 -0,029842495 -0,54582

6 0,047166726 0,861975

7 0,015566709 0,283905

8 -0,004141469 -0,07552

9 0,005577428 0,101697
10 -0,03546866 -0,64671
11 0,03645105 0,663857
12 0,0346051 0,6294719
13 0,00077731 0,014124
14 0,007456513 0,135489
15 0,072078958 1,309653
16 0,032557722 0,588804
17 0,066941173 1,209477
18 -0,053455023 -0,96197
19 -0,063539175 -1,14085
20 -0,003481274 -0,06227
21 0,09747957 1,743569
22 0,070147135 1,244366
23 0,000396916 0,007011
24 -0,022271987 -0,39343
25 0,01107154 0,195491
26 -0,004894023 -0,08641
27 0,004091922 0,072242
28 0,086051627 1,51921
29 0,108454261 1,902727
30 0,028862021 0,501408
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In partial autocorrelation values, the same prilecip valid but for all lags the t
value should be greater than 2 to consider a s{Bke&verman and O’Connell,
1993). Both the partial autocorrelogram and thel@ &2 point out that again lag
1 and lag 4 are significant. Partial autocorrefafienction is important to decide

the level of AR (Autoregressive) part in the praces

Figure 6.7.Partial autocorrelation function ploinaimber of incidents
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Table 6.2. Partial autocorrelation function andlues of each lag.

Lag Partial autocorrelation function t value
1 0,169481282 3,237935
2 -0,06064182 -1,15856
3 -0,008157204 -0,15584
4 0,132040942 2,522639
5 -0,080718923 -1,54218
6 0,081312993 1,553483
7 -0,005055487 -0,09658
8 -0,024180242 -0,46196
9 0,033806948 0,645881
10 -0,067822365 -1,29574
11 0,065799919 1,257106
12 0,015038006 0,287301
13 -0,018965355 -0,36233
14 0,039498259 0,754613
15 0,044783468 0,855587
16 0,015871 0,30321p
17 0,072922356 1,39318
18 -0,094567672 -1,8067{L
19 -0,040220599 -0,76841

20 0,01583234 0,302476

21 0,065147214 1,244636

22 0,071214916 1,360559

23 -0,026175376 -0,50008

24 -0,009572422 -0,18288

25 0,017506305 0,334457

26 -0,035229543 -0,6730p

27 0,020374169 0,389248

28 0,07353125 1,404813

29 0,073041585 1,395458

30 0,020679518 0,395082

After detecting spikes existing in graphs, whicli wuide in trial period, several
combinations of AR and MA levels is going to belea#ed to get the best result.
As spikes are detected at lag 4 for autocorrel@achpartial autocorreloram, the
trial starts from AR(4) and MA(4).

Probability value is an indicator to detect thdistizgal significance of the model.
If the probability value is smaller than 0.05, {p@rameter is significant in 95%
significance level. When the parameter is signifidashould be involved into the

model. Standard squared error of residuals ise¢hersl issue to be considered in
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significance of the model. Lower the SS valuehbigthe accuracy of the model.
At last in diagnostic checking part, modified Bowefee (Ljung-Box) Chi-Square
statistic is going to be evaluated to analyze és&uals obtained from the model.
If the probability value is near to the value lisiteasonable to say that the model
is adequate (Bowerman, O’Connell, 1993). Also, #uequacy of the model
should be supported with normal probability plodahe autocorrelogram and
partial autocorrelogram of the residuals.

To detect the levels of the model firstly singldues of AR and MA levels are

calculated and the results are evaluated. In Tabl8s 6.5, 6.7, and 6.9

coefficients, t, and p values of parameters arieateld. For all single AR and MA

values there is no situation where all the p vaaressmaller than 0.05. In all the
levels residuals sum of square values have sligfgrehces not indicating an

improvement between the trials. In Tables 6.4, 6.8,and 6.10 Modified Box-

Pierce test statistics are demonstrated. p vahaisate the accuracy of the model
if values are near to 1. As Bowerman and O’'Con(&B3) noticed, higher the

probability values of Box-Pierce statistics, higtiee evidence of adequacy of the
model. However, the p values of single AR and MAuga are not adequate to
prove the model’'s adequacy.

Table 6.3.Final estimates of parameters AR(4)
Type | Coefficien t p
AR 1 0,1812 3,47| 0,001
AR 2 -0,0508 -0,96/ 0,340
AR 3 -0.0303 -0,57/ 0,570
AR 4 0,1352 2,58 | 0,010

Constant 4,0069 30,11 0

SS 2340,11
MS 6,48

Table 6.4.Modified Box-Pierce (Ljung-Box) Chi-Sqaastatistic AR(4)
Lag 12 24 36 48

Chi Square 7,7 18,5 29,4 | 379
P-value 0,364 0,487 0,549 0,6p2
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Table 6.5.Final estimates of parameters AR(2)

Type | Coefficien t p

AR 1 0,1803 3,44 | 0,001

AR 2 -0,0608 | -1,16|0,248
Constant 4,6162 34,47 0

SS 2383,32

MS

6,57

Table 6.6.Modified Box-Pierce (Ljung-Box) Chi-Sqeastatistic AR(2)

Lag 12 24 36 48
Chi Squarg 13 23,7 34,7 449
P-value 0,162 0,306 0,386 0,477

Table 6.7.Final estimates of parameters MA(4)

Type | Coefficien t p
MA 1 -0,2126 -4,10| 0,000
MA 2 0,0426 0,81 |0,421
MA 3 0,0592 1,11 | 0,266
MA 4 -0,1749 -3,36| 0,001
Constant 5,2411 30,83 0

SS 2310,11

MS

6,40

Table 6.8.Modified Box-Pierce (Ljung-Box) Chi-Sqaastatistic MA(4)

Lag 12 24 36 48
Chi Square 1 9,20 18,3 25,8
P-value 0,712 0,678 0,692 0,813

Table 6.9.Final estimates of parameters MA(2)

Type | Coefficien t p
MA 1 -0,1785 -3,40/0,971
MA 2 0,0069 0,13 /0,114
Constant 5,2423 33,39 0

SS 2386,22

MS 6,57

86



Table 6.10.Modified Box-Pierce (Ljung-Box) Chi-Sgeatatistic MA(2)
Lag 12 24 36 48
Chi Squarg 12,3 24,7 36,8 49,6
P-value 0,159 0,283 0,367 0,465

Probability values of AR(4)-MA(4) combination aregher than 0.05 except
AR(2) and the constant term (Table 6.11). Accordingthe test values of
Modified Box-Pierce test observed in Table 6.12reéhés no evidence of
inadequacy of the model. However, the model shbeldmproved to get lower
probability values. The next combination that isngoto be evaluated is AR(1)-
MA(1), as it is found to be significant as welllzzg 4.

Table 6.11.Final estimates of parameters AR(4)-NJA(4

Type | Coefficient SE Coefficient t p
AR 1 0,1175 1,0186 0,120,908
AR 2 0,6048 0,2746 2,2| 0,028
AR 3 0,3774 0,6165 0,61] 0,541
AR 4 -0,1151 0,6586 -0,170,861
MA 1 -0,0369 1,012 -0,04, 0,971
MA 2 0,6553 0,4134 1,590,114
MA 3 0,5391 0,5781 0,93/0,352
MA 4 -0,2211 0,8004 -0,28 0,783
Constant 0,034713 0,005941 5,84 0
SS 115,881
MS 0,326

Table 6.12.Modified Box-Pierce (Ljung-Box) Chi-Sgeatatistic AR(4)-MA(4)

Lag 12 24 36 48
Chi Square 1 9,2 18,3 25,8
DF 3 15 27 39
P-value 0,79 0,869 0,894 0,949

Again, probability values of AR(1)-MA(1) combinatioare all significantly
higher than 0.05 (Table 6.13). As opposed to AR(A4) model, the decrease in
the probability values of Modified Box-Pierce tasatistics is observed in Table
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6.14. Normal probability plot of AR(1)-MA(1) modéhdicates the normality of
residuals (Figure 6.8). However, autocorrelogranmgufe 6.9) and partial
autocorrelogram (Figure 6.10) have spikes at théad, which is an evidence of
insufficiency of the model. The AR(1)-MA(1) modéiauld be improved.

Table 6.13.Final estimates of parameters AR(1)-MA(1

SE
Type | Coefficient Coefficient t p
AR 1 -0,0429 0,2858 -0,15 0,881
MA 1 -0,2257 0,2783 -0,81 0,418
Constant 5,4804 0,1634 33,54 0
SS 2347,28
MS 6,48

Table 6.14.Modified Box-Pierce (Ljung-Box) Chi-Sgeatatistic AR(1)-MA(1)

Lag 12 24 36 48
Chi Square 12,2 23,1 33,9 44,2

DF 9 21 33 45
P-value | 0,203 0,337 | 0,426| 0,505

Figure 6.8.Residual plots of AR(1)-MA(1) model
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Figure 6.9.Partial autocorrelogram of residual8R{1)-MA(1)

Figure. 6.10.Autocorrelogram of residuals of ARKIA{(1)

Then, AR(2)-MA(3) combination is tried to form thmodel adequately. The
probability value results of this combination areian better than prior trials,
since only MA(3) (Table 6.15) is insignificant. Rewng the MA(3) from the
model is necessary to reach the solution. Agairetlie no problem in residual

side in this combination (Table 6.16).

Table 6.15.Final estimates of parameters AR(2)-MA(3

SE
Type Coefficient| Coefficient t p
AR 1 -1,1665 0,1659 -7,03 0,000
AR 2 -0,6303 0,1061 -5,94 0,000
MA 1 -1,378 0,1623 -8,49 0,000
MA 2 -0,8442 0,1311 -6,44 0,000
MA 3 -0,0154 0,05 -0,31 0,759
Constant 14,6623 0,4272 34,32 0,000
SS 2287,63
MS 6,37
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Table 6.16.Modified Box-Pierce (Ljung-Box) Chi-Sgeatatistic AR(2)-MA(3)

Lag 12 24 36 48
Chi Squareg 2,1 11,7 22,1 30,1
DF 6 18 30 42
P-value 0,91 0,864 0,851 0,915

Model AR(2)-MA(2) fits to data quiet sufficientlysaall the probability values are

0, meaning that all parameters are significant stralild be added to the model
(Table 6.17). To check the model's adequacy, uedsdobtained from the model

should be analyzed. At first all p values of Borspe statistics are high enough to
consider the model adequate (Table 6.18). In amigifplot of residuals is almost

normally distributed (Figure 6.11). Also, there atespikes existing in both of the

Autocorrelogram (Figure 6.12) and Partialautocogeam (Figure 6.13), meaning

no need to improve the model. The last step iscamtng the original and future

values of number of incidents in a day.

Table 6.17.Final estimates of parameters AR(2)-MJA(2

Type Coefficient| SE Coefficient t p
AR 1 -1,14 0,1407 -8,1 | 0,000
AR 2 -0,6215 0,1061 -6,12| 0,000
MA 1 -1,344 0,1188 -11,31) 0,000
MA 2 -0,8132 0,0821 -9,9 | 0,000
Constant 14,5084 0,4138 35,06/ 0,000
SS 2257,05
MS 6,27

Table 6.18.Modified Box-Pierce (Ljung-Box) Chi-Sgeatatistic AR(2)-MA(2)

Lag 12 24 36 48
Chi Squard 2,1 | 116 22 30,3

DF 7 19 31 43
P-value | 0,955 0,901 | 0,883] 0,928
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Figure 6.11.Residual plots of AR(2)-MA(2) model

Figure 6.12.Partial autocorrelogram of residualdR({2)-MA(2)

Figure 6.13. Autocorrelogram of residuals of ARK2M2)
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Forecasting results are obtained for all originalues and future values.
However, the model gives all the future values 28 mpproximating the mean
value, 5.24. An example of forecasted values aed tiesiduals of December
2003 are given in Table 6.19. The mean of the &B#c5.24 and the standard
deviation is 0.036. Predictions are going to beduse spatial disaggregation

approach to predict the number of incidents inchasters.

Table 6.19.Forecasted values and their residuddeoémber 2003

Number of Forecasted
Date Day Incidents Residuals  Values
1.December.2008 Monday 6 1,64 4,36
2.December.2008 Tuesday 7 0,5% 6,45
3.December.2008 Wednesday 8 3,15 4,85
4.December.2008 Thursday 11 5,28 5,72
5.December.2008 Friday 11 4,35 6,65
6.December.2008 Saturday 12 6,72 5,28
7.December.2008 Sunday 15 8,41 6,59
8.December.2008 Monday 7 0,25 6,75
9.December.2008 Tuesday 6 1,59 4,41
10.December.2003Wednesday 8 2,35 5,65
11.December.2003F hursday 2 -4,09 6,09
12.December.2003Friday 4 0,35 3,65
13.December.200Baturday 7 1,19 5,81
14.December.20gdFBunday 6 0,12 5,88
15.December.2003Vionday 6 1,57 4,43
16.December.2003 uesday 12 5,86 6,14
17.December.2003Wednesday 3 -3,24 6,24
18.December.20g3 hursday 4 -0,04 4,04
19.December.200Friday 6 0,65 5,35
20.December.200%Baturday 7 1,03 5,97
21.December.2003Bunday 9 4,32 4,68
22.December.2003Vionday 9 2,46 6,54
23.December.2003 uesday 3 -2,47 5,47
24.December.2003Vednesday 7 2,83 4,17
25.December.2003 hursday 8 1,57 6,43
26.December.2003Friday 5 -0,42 5,42
27.December.200%Baturday 10 5,47 4,53
28.December.2003Bunday 9 2,01 6,99
29.December.2003Vionday 6 0,83 5,17
30.December.2003 uesday 9 4,18 4,82
31.December.2003Vednesday 9 2,20 6,80




6.2. Simple spatial disaggregation approach (SSDA) of spatio-teial crime

prediction model

The aim of SSDA is to produce cluster forecasts giae minimized forecast

errors. It is a kind of spatio-temporal forecastitechnique, explores and

establishes weekday-specific clusters of time (Adf4i et.al.,2006). Hence, the

clusters are allowed to be different than eachrotaily specific crime incidents

are aggregated and than appropriate clusters anedoby STAC hot clusters for

both types of distance metrics. The advantaged ACSare explained in the third

chapter. Of course it is not always possible to enidle same pattern for all days

of year every time. Other effects like a speci@rdgyweather and any factors may

happen but these things are ignored in this study.

Using the time series model and forecasts, the fifgig is to assign each

forecasted value to the clusters. The number cteta of each day differs as seen
in Table 6.20 and Table 6.21.

Table 6.20.Number of incidents for STAC with Marthatdistance metric

clusters per day.

Clusterl

Cluster3

Cluster3

Cluster4

Clust

Total # of
r5 Incidents

in Clusters

Total # of
Incidentd

% of Incidentg
found

in Clusterp

Monday

11

19

16

95

149

281

53

Tuesday

36

26

77

0

0

139

279

49

Wednesday]

13

8

24

9

72

126

262

48

Thursday

18

20

13

88

139

249

56

Friday

37

19

96

0

152

286

53

Saturday

24

142

0

166

290

57

Sunday

8

12

104

0

0
0
0
0

120

238

50
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Table 6.21.Number of incidents for STAC with Euekgh distance metric clusters
per day.

% of
Total # of | Total # | Incidents

Clusterl| Cluster2| Cluster3| Cluster4| Cluster5| Cluster6| Cluster7| Incidents of found
Monday 11 8 11 14 58 8 23 133 28] 0.47
Tuesday 37 22 8 20 36 14 137 279 0,4
Wednesday 10 9 18 71 108 262 0,41
Thursday 12 13 37 8 13 83 249 0,33
Friday 28 11 25 21 8 45 138 286 0,48
Saturday 8 9 13 100 21 151 29(Q 0,57
Sunday 9 9 11 70 99 238 0,42,

Assignment is done according to the formulation;

Eqg. (6.1)
O; =B, *y,, with B;=1

f
"

Oy represent the forecast of cluster j on day ts yhe forecast of day t obtained
from the model. Bis the spatial forecast disaggregation weightscated to each
cluster per day. There are several ways of detémmithe spatial forecast
disaggragetion weights but hea@other method is applied as it is giving more
general sight to the model. Another reason is nohdve enough data to get
sufficient results with the other methods indicatedChapter 3. In this method,
spatial forecast disaggragetion (SFD) weights ae¢ equal by counting
observations which happened on each day of the wedhe area of a cluster
(Table 6.20, 6.21) and then percentage of incidentdusters to total number of
incidents in all the clusters are calculated. Tloeeg the weights for each cluster
per day are assigned in Table 6.22 and Table &£8tly, total number of
incidents is counted (Table 6.20, 6.21) and weiginésfound (Table 6.22, 6.23).
Also, inTable 6.12 and Table 6.13 percentage of incidepeesented by clusters
are calculated. Approximately, %51 of total incitems represented by STAC
with Euclidean distance metric clusters. Howevepresentation percentage is
smaller (% 45) in STAC with Manhattan distance meattusters. This is expected

as there is 0.4 khdifference between the total areas of clusters.
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Table 6.22.SFD weights assigned to each STAC wiitliiean distance metric
clusters.

Clusterl | Clusterl Clusterd Clustgf@uster5
Monday 0,074 0,128 0,054 0,10y 0,638
Tuesday 0,259 0,187 0,554
Wednesday 0,103 0,063 0,190 0,071 0,571
Thursday 0,129 0,144 0,094 0,633 0,000
Friday 0,243 0,125 0,632
Saturday 0,145 0,855
Sunday 0,067 0,100 0,867

Table 6.23.SFD weights assigned to each STAC wiiniattan distance metric
clusters.

Cluster] Cluster2 Cluster3 Cluster4 Cluster5 Clusterg Cluster7,
Monday 0,083 0,060 0,083 0,10p 0,436 0,060 0,173
Tuesday 0,270 0,161 0,058 0,146 0,263 0,102

Wednesday 0,093 0,083 0,167 0,657
Thursday | 0,145 0,157 0,446 0,096 0,157

Friday 0,203 0,080 0,181 0,152 0,038 0,326
Saturday | 0,053 0,060 0,086 0,662 0,139
Sunday 0,091 0,091 0,111 0,797

Then Q values are calculated for each cluster of the 888. For example for

STAC with Euclidean distance metric clusters;
For the £ of January,

O.1= 0.103(Wednesday>Icluster) * 5.17(Number of crime predicted for ttié

of January)
Ol,l: 0.533

All the cluster forecasts are evaluated accordintpé weights and predictions per
cluster per day. “0” indicates there is no suclstduexists in that day. Table 6.24
indicates the cluster forecasts of January for ST@ Euclidean distance metric

clusters.
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Table 6.24.Cluster forecasts for January.

Date Day Cluster{Cluster2 Cluster3 Cluster4 Cluster5
1.January.2003| Wednesday 0,533] 0,328 0,984 0,369 2,952
2.January.2003| Thursday 0,150,683 0,444 3,007| 0,000

3.January.2003| Friday 1,184 0,582 2,942 0,000, 0,000
4 January.2003| Saturday 0,7104,202] 0,000, 0,000 0,000
5.January.2003| Sunday 0,324 0,486 4,210, 0,000 0,000
6.January.2003| Monday 0,348 0,600 0,253 0,506/ 3,002
7.January.2003| Tuesday 1,3410,969 2,868 0,0000 0,000

8.January.2003| Wednesday 0,607] 0,373 1,120, 0,420, 3,360
9.January.2003| Thursday 0,506 0,562 0,365 2,472 0,000

10.January.2003 Friday 1,475 0,757, 3,826/ 0,000, 0,000
11.January.2003 Saturday 0,9185,432] 0,000 0,000, 0,000
12.January.2003 Sunday 0,2660,399] 3,456 0,000 0,000
13.January.2003 Monday 0,392 0,678 0,285 0,571 3,389
14 January.2003 Tuesday 1,4721,063 3,148 0,000, 0,000

15.January.2003 Wednesday 0,483 0,297 0,891] 0,334 2,674
16.January.2003 Thursday 0,1730,859 0,558 3,780, 0,000

17.January.2003 Friday 1,268 0,651 3,291 0,000 0,000
18.January.2003 Saturday 0,6053,579 0,000, 0,000 0,000
19.January.2003 Sunday 0,4270,641 5,556 0,000 0,000
20.January.2003 Monday 0,387 0,668 0,281 0,563 3,341
21.January.2003 Tuesday 1,2960,936f 2,771 0,000, 0,000

22 January.2003 Wednesday 0,628 0,386 1,159 0,434 3,476
23.January.2003 Thursday 0,5960,662] 0,430] 2,912/ 0,000

24 January.2003 Friday 1,298 0,667] 3,368 0,000 0,000
25.January.2003 Saturday 0,8915,272] 0,000 0,000, 0,000
26.January.2003 Sunday 0,2810,422] 3,653 0,000 0,000
27.January.2003 Monday 0,352 0,607, 0,256, 0,511 3,037
28.January.2003 Tuesday 1,6711,207, 3,574/ 0,000 0,000

29.January.2003 Wednesday 0,506] 0,311 0,934, 0,350/ 2,803
30.January.2003 Thursday 0,596 0,662/ 0,430 2,914/ 0,000
31.January.2003 Friday 1,382 0,684 3,456/ 0,000, 0,000

The number of future crime incidents is found 5ygh Box-Jenkins ARIMA
model. The last step is to assign the forecastéeevaith respect to weights to
each cluster. Assigned values are indicated ateTal@5 and 6.26. Values should
be rounded up and down as crime incident numban isteger value indicated at
Table 6.27 and Table 6.28.
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Spatio-temporal crime prediction model is appliedoth types of distance metric
however, to test which distance metric is fittirgftbr to the model, the next step
is to evaluate spatio-temporal forecast errors@A SSpatio-temporal mean root
square estimate is used to detect daily deviatisgheomodel. The main advantage
of this measure resides in its easy implementaind in fact to its widely

understood temporal counterparts (Al-Madfai et2006).

The formulation of STMRSE is;

" ™ (Observeg- O,)’
STRMSEe) = \/1 (Observeq- ) -
n. | m g.

(6.2.2)

Where n being the total number of days (Al-Madtaale 2006).

STRMSE is calculated with counting all the obsdorat per clusters per day and
found as 1,48 and 1,08 for STAC-Euclidean and ST™dlwattan, respectively.
Manhattan distance gives better result as the valugearer to “0” also both

values are not big when concerning crime incideAtso, STRMSE of all the

clusters are calculated to define the accuracyetwh cluster. Generally daily
STRMSE’s of clusters are smaller in STAC-Manhatthan Euclidean where
sixth cluster of Monday has only 0.390 STRMSE.

Table 6.25.Forecasted values for each STAC withlieen distance metric
clusters.

Clusterl| Cluster? Cluster3 Cluster4 Cluster5
Monday 0,386 0,669 0,287 0,56p 3,337
Tuesday 1,355 0,978 2,897

Wednesday 0,540 | 0,329 0,994 0,371 2,986
Thursday| 0,677 0,753 0,492 3,311
Friday 1,273 0,654 3,305
Saturday | 0,756| 4,472
Sunday 0,349 0,523 4,534

&=
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Table 6.26.Rounded forecasted values for each SWAR Euclidean distance

metric clusters.

Cluster] Cluster2 Cluster3 Cluster4 Cluster5
Monday 0-1 0-1 0-1 0-1 3-4
Tuesday 1-2 0-1 2-3

Wednesday 0-1 0-1 0-1 0-1 2-3
Thursday 0-1 0-1 0-1 3-4

Friday 1-2 0-1 3-4
Saturday 0-1 4-5
Sunday 0-1 0-1 4-5

Table 6.27.Forecasted values for each STAC with Md#tan distance metric
clusters.

Cluster] Cluster2 Cluster3 Cluster4 Cluster5 Clusterg Cluster7,
Monday 0,433| 0,315 0,433 0,551 2,281 0,315 0,904
Tuesday 1,412 0,840 0,306 0,764 1,3r4 0,334

Wednesday 0,484 0,436 0,872 3,438
Thursday| 0,756/ 0,819 2,331 0,504 0,819

Friday 1,061 | 0,417 0,947 0,796 0,303 1,705
Saturday | 0,277 0,312 0,450 3,464 0,727
Sunday 0,475| 0,475 0,581 3,698

Table 6.28.Rounded forecasted values for each SWAIC Manhattan distance

metric clusters.

Cluster] Cluster2 Cluster3 Cluster4| Cluster5 Clusterg Cluster?,
Monday 0-1 0-1 0-1 0-1 2-3 0-1 0-1
Tuesday 1-2 0-1 0-1 0-1 1-2 0-1

Wednesday 0-1 0-1 0-1 3-4
Thursday 0-1 0-1 2-3 0-1 0-1

Friday 1-2 0-1 0-1 0-1 0-1 1-2
Saturday 0-1 0-1 0-1 3-4 0-1
Sunday 0-1 0-1 0-1 3-4

Forecasted value of 5.23 is assigned to the chiatmmrording to their weights and
resulting numbers are rounded as the numbers sheulateger. According to the
Tables 6.25 and 6.26, on Monday at cluster 1, thvdtdoe O or 1 crime incidents

happened at both type of clusters. To give anotlxample on Wednesday at

cluster 5 the range of crime incidents is betwean®3 for STAC with Euclidean
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distance metric algorithm. To demonstrate theseeglbn clusters, STAC hot
clusters for each day are mapped. Numbers on cdustpresent the forecasted

values for that cluster.

Cluster 1 is located on commercial areas and anyemprket area in Bkek
Street illustrated at Figure 6.14. It is the mostweiate and best fitting cluster
having smaller STRMSE than other clusters. Secduster covers relatively big
area Kazakistan Street passing. Area is both comatemnd residential. In the
area that the third and the fourth clusters invobwgglary and auto related crimes
happened supporting the land-use area which igleesal. The last cluster
dispersed into the commercial area in Cankaya Retfiat is more probable to

expose to a crime activity.

Figure 6.14.STAC with Euclidean distance metricdiosters for Monday.

There are three clusters in Tuesday on Figure @vhBre the first one covers the

most active area including Seventh Street in Bagwlel. Also, police officer in
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Bahcelievler police station told that Seventh Stisethe most attractive area
giving opportunity for offenders in Bahgelieviero®8 commercial and residential
area is present in that place. Another interesfioint is, only clusters in
Bahcelievler on Tuesday and Friday have more thae oriminal event
forecasted. Second cluster again containse®er region and the third cluster

located in commercial areas in Cankaya.

Figure 6.15.STAC with Euclidean distance metric tlosters for Tuesday.

Clusters of Wednesday are mapped and given in &igur6. The first cluster of
Wednesday resides on area neak&k Street. Second cluster is small and so,
more significant cluster located on the area wHteand ' street intersect.
Forecasting crime in a smaller area means betteligion as numbers are giving
information about a more specific place. The tligster covers relatively larger
area in Bahgelievler. The fourth cluster is agaicated specifically on erefli

Street. The least fitting cluster is the fifth ¢krslocated in Cankaya.
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Figure 6.16.STAC with Euclidean distance metric tlosters for Wednesday.

The first cluster of Thursday includes the areavben Kazakistan and Tkent

Streets. Also, second clusters reside in a simiixed area in Bahcelievler. The
third cluster is relatively small cluster coveriag area with a school. This time
different from the previous days, last cluster l@ngated to the north including

the area near the Ministry of Health.

Figure 6.17.STAC with Euclidean distance metricdiosters for Thursday.

101



It can be seen from maps in Figure 6.18, 6.19,6a2d that the number of clusters
decreasing when it comes to the end of week. Fiiidaythree clusters where the
first one located in area including dabat and Kazakistan Streets. The second
cluster is important here as it is the smallestize. It is located towards the Bahri
Ugok Street having residential areas. Last clusterelongated to Maltepe

part,which is different from the other day’s conifigtions.

Figure 6.18.STAC with Euclidean distance metric ¢losters for Friday.

Saturday has only two clusters representing the dwles of police precincts
(Figure 6.19). The cluster in Bahgelievler includésost all of the Agabat Street

and the second include all the commercial area ank@ya. Also, number of
incidents forecasted for clusters in Cankaya regmumeases on weekend. For
Saturday, the reason would be the crowd in commleraseas and for Sunday

empty commercial areas due to holiday.
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Figure 6.19.STAC with Euclidean distance metricdiosters for Saturday.

Sunday has two clusters in Bahcelievler illustraa¢drigure 6.20. The first one
has small area betweengabat and Kazakistan Streets. The second oneghe at
middle of Emek and highlighted for the first timietlhe last day of the week. The
interesting point is the most of the crime incidemtre burglary in spite of
Sunday. The last cluster residing at the sametitotédhas more number of
incidents forecasted.

Figure 6.20.STAC with Euclidean distance metricdiosters for Sunday.
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The second part is STAC with Manhattan distancerimeiart and at the first
glance number of clusters increase in this pare fidason is explained in the
previous section when giving information about $itreicture of clusters. Clusters
on Monday is illustrated in Figure 6.21. Number afisters on Monday is
consistent with STAC with Euclidean distance me#ag both have the bigger
number of clusters. The region of the first clugsdamiliar as the area is included
in the clusters. The second cluster include® $®eet in Emek. The third cluster
is located in Maltepe elongated to north-south afiom. The fourth cluster is
small but covers Maltepe Bazaar. The fifth clustelocated at west side of the
Atatirk Avenue, where the last two are locatediyaZs6kalp Avenue and Konur

Street, respectively.

Figure 6.21.STAC with Manhattan distance metricdosters for Monday.

To look at the clusters in Figure 6.22, Tuesdayehbggger cluster in Bahcelievler
including A gabat, Kazakistan and Azerbaycan Streets. The decluster is
located in Beevler towards the university campuas area and hivd bne is

located in again near Maltepe Bazaar. Note thattdda Bazaar does not exist at
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the same area today but in year 2003 it was. Thahfaluster covers Belediye
Hospital and Ministry of Health. The area is maiolynmercial although some
public associations exist. The fifth one covers dhea between Atatirk Avenue
and Mithatpaa Street and the last cluster is located in mixesh aaround

Kocatepe Mosque.

Figure 6.22. STAC with Manhattan distance metricdtasters for Tuesday.

The first cluster of Wednesday again covers the ngernial areas on Biek
Street as seen in Figure 6.23. The Second clisstnall and has no significance.
The third cluster covers the area near Ankaray aytstop and the last cluster is
located in Merkez Cankaya police precinct part. Wesdlay is different than the
other days for STAC with Manhattan distance medgdhere is only one cluster
representing Cankaya region. Generally in otheisdé#yre are more than two
clusters in Cankaya.
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Figure 6.23.STAC with Manhattan distance metricdiosters for Wednesday.

Among the clusters of Thursday (Figure 6.24) thet fand the fourth clusters
indicate different areas than observed before.t&uwme includes the area at two
side of Kazakistan Street in Bahgelievler. In addit it is the first time that a

cluster covers the residential areas in Cankayadimgy Kurtulu Park.

Figure 6.24.STAC with Manhattan distance metricdiosters for Thursday.
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The difference of Friday hot clusters (Figure 6.@5he area covered in Cankaya
region. The area is smaller than all the other daysa is represented by three

small clusters including mostly east side of Atktlvenue.

Figure 6.25. STAC with Manhattan distance metricdlosters for Friday.

The first cluster of Saturday includes almost alj@bat Street and the second has
a boundry with 8 and & Streets. The last cluster has only one street segm

which is Konur Street illustrated in Figure 6.26.

Figure 6.26.STAC with Manhattan distance metricdiosters for Saturday.

107



Clusters of Sunday are similar to clusters exisptimer days. The difference of

Sunday is that it has clusters mostly in southanh @f the study area.

Figure 6.27.STAC with Manhattan distance metricc¢losters for Sunday.

6.3. Model validation

To validate the model last seven days are sepafiatadthe yearly data and the
probable number of crime incidents is predictedstLseven days are used for
model validation because there is no future vakieavailable. Box-Jenkins
ARIMA model is applied and the forecasted valuesfaund 5,19 for each day.
Forecasted values are again assigned to eachrcgstarding to the SFD weights

found earlier in the chapter. The results are eugid in Table 23 and 24.

Table 6.29. Number of incidents predicted for modalidation for Euclidean

distance metric

Cluster Cluster2 Cluster3 Cluster4 Cluster5
Monday 0,383 0,662 0,279] 0,557] 3,309
Tuesday 1,344 0,971 2,875 0,000 0,000

Wednesday 0,535 0,3300 0,989 0,371 2,966
Thursday 0,672 0,747, 0,485 3,286 0,000
Friday 1,263 0,649 3,278 0,000 0,000
Saturday 0,750 4,440, 0,000F 0,000 0,000
Sunday 0,346 0,519 4,498 0,000 0,000

NI

2}
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Table 6.30. Number of incidents predicted for modalidation for Manhattan
distance metric

Clusterl| Cluster? Cluster3 Clustet4 Cluster5 t@his| Cluster7
Monday 0,429 0,312 0,429 0,546 2,263 0,312 0,898
Tuesday 1,402 0,833 0,303 0,758 1,364 0,530 0,000
Wednesday 0,481 0,433 0,865 3,412 0,000 0,000 0,000
Thursday 0,750 0,813 2,314 0,50( 0,813 0,000 0,000
Friday 1,053 0,414 0,940 0,790 0,301 1,692 0,000
Saturday 0,275 0,309 0,447 3,437 0,722 0,000 0,000
Sunday 0,472 0,472 0,577 3,67( 0,000 0,000 0,000

To compare the validity of Euclidean and Manhattistance metric, both the
predicted and the observed number of incidentsearealed in Tables 6.29, 6.30,
6.31, 6.32. When the observed and predicted nundiensidents are compared,
Euclidean distance metric is found to be more ateurin Euclidean distance
metric, the difference between the observed angtheicted value is bigger than
1 in only three clusters, whereas it is four in Mattan distance metric. Also, the
number of clusters which have difference betweenpiiedicted and the observed
number of incidents smaller than 0,1 is three iclilean, whereas it is zero in
Manhattan distance metrics. It is observed thatimlof the smaller clusters is

more than the bigger ones. Bigger clusters are rgipdocated in Merkez

Cankaya police precinct where the number of pickpbng is higher than the

other crime types.

Table 6.31. Number of incidents observed in thestels for Euclidean distance
metric

Date Clusterl Cluster2| Cluster3 Clusterd Cluster5

25.December-Thursday 1 0 0 0

26.December-Friday 2 0 2
27.December-Saturday 1 2

28.December-Sunday 0 0 2

29.December-Monday 0 1 0 0 3
30.December-Tuesday 1 1 2

31.December-Wednesday O 0 1 0 3
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Table 6.32. Number of incidents observed in thetehs for Manhattan distance

metric

Date Clusterl Cluster2| Cluster3 Clusterd  Clusterb  Cluster6 Chiste
25.December| 1 0 1 0 1
26.December| 2 0 0 1 0 1
27.December 0 1 1 2 1
28.December 0 0 0 2
29.December 0 0 0 1 2 0 0
30.December 1 0 0 0 1 1
31.December 0 0 0 2
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CHAPTER 7

DISCUSSION AND CONCLUSION

7.1.Discussion of the clustering algorithms

The first part of the methodology of this thesisagienerate clusters according to
different approaches and compare the clusters wabpect to land-use,
algorithms, covered area, and suitability to a isp@mporal crime prediction
model. In order to determine the most suitablesteling algorithm, K-means,
Nnh hierarchical, spatio-temporal analysis of cri(BdAC), fuzzy, ISODATA,
and geographical analysis machine (GAM) clustetaaipniques are implemented
and examined. All clustering algorithms generatgstelrs which are located in
different sizes, numbers and orientation. Theserihces influence the decision
of choosing the right model. One of the most imgatrtselection criteria is the
capability of reflecting real dense areas not bgluding all the area. This is
important for crime prediction model, as model egrated for security dealers

and should be meaningful for crime prevention.

To sum up,

Clusters of K-means, fuzzy and ISODATA (optimizatjartitioning

based algorithms) cover all the observations irstbdy area. Hence, it is
difficult to detect dense crime areas with thegwithms. Also, spatial
outliers are forced to include in clusters thatnges the orientation of
clusters. One advantage of these clustering algositis to let user to

define the number of clusters in the study area.

Nearest neighbor Hierarchical approach is applethé data. However,
results are not found to be meaninful because liters are too much
and small. Hence, It is not effective for crimedgiction model as the data

on hand can not handle that much clusters.
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GAM has different working principle than the ottedustering algorithms
in the study. GAM uses the underlying populationthe area to form
clusters in terms of a defined variable. Numbecrohes with population
of neighborhoods are analyzed by GAM. Clusters gead in Eti,
Korkut Reis, Sak, Kzlay, Cumhuriyet, Fidanlk, Kocatepe and
Me rutiyet neighborhoods, which have smaller surfaea ghan the other

neighborhoods.

STAC is selected to use in spatio-temporal crinegligtion model. STAC
has several advantages over other clustering #igmi STAC shows
relatively dense crime areas than the other clnstegorithms which is

significant in crime prediction model.

The structure of STAC and Nnh Hierarchical clustgralgorithms are
similar that they have generally larger clusterMatkez Cankaya Police
precincts. This is an advantage in crime predictimdel. As land use in
Merkez Cankaya police precinct is more homogeneousie incidents
are belong to the same type of crime. For exampilgkpocketing is

dominant in Cankaya especially in K z lay Square.

STAC with 300 m fixed distance and 10 minimum numbkincidents
per cluster is chosen which covers %87 of obsaymatiThis means that
STAC clusters with defined constarints are ablecéwer most of the

observations without covering all the area.

7.2.Discussion of the distance metrics

The applied distance metrics give different confagion to clusters. However, all

the clustering methods can not be interpreted tigrdnt distance metrics. This

can be because of the algorithm or the limitabbmelated softwares. The next
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step is to evaluate the selected algorithm “STAB&sed on different distance
metrics. Both Manhattan and Euclidean distanceioseire applied with STAC

to form clusters to all the data. The structure effdct of distance metrics are
compared and evaluated to form background for cinegliction model. STAC

Manhattan and Euclidean mostly differs accordinth®orientation of clusters. In
Manhattan, clusters elongated in north-south doectwith decreasing in area,
whereas in Euclidean clusters are mostly circutas. generally covers the major
streets in the same direction with clusters. Solusters in STAC-Manhattan are
so small not to indentify meaningful areas.Areaerdvby Euclidean provides

larger clusters, which supply better control afeagolice.

To sum up;

Manhattan distance configuration is nearer to pabnetwork.

STAC clusters with Manhattan distance representsetecrime area than
STAC clusters with Euclidean distance.

Area covered by STAC clusters with Euclidean diséais more than the
area of STAC clusters with Manhattan distance.

Clusters in Manhattan distance become elongatedrth south direction,

whereas the shapes of clusters in Euclidean distarecmore circular.

7.3.Discussion of the spatio-temporal crime prediction model

The core part of the crime prediction model isirfgtdata to the Box-Jenkins
Arima model. All the values are updated and fuiakies are gained according to
the model. The limitation in this step is the sifalata which only consisting one
year. In most of the studies at least three yefata is used to detect the reflection
of specific days and events. 5.23 number of cripesday is found for future

values.
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The second part of the crime prediction model spé spatial disaggregation
approach. Approach starts with forming appropr@issters to control the model
and to predict the future values. As stated sietahlstering algorithm is selected
as STAC with Manhattan and Euclidean distance eafitin. As the crime
prediction model is based on weekday values, dathvided according to daily
intervals and all seven days are mapped and amhlie STAC-Manhattan and
STAC Euclidean algorithms. Forecasted values amduated in both of the
algorithms to compare the accuracy of the clustétso, future values are
assigned to clusters to give information abouthigh probable crime areas and
number of crimes. According to analysis, STAC-Mdtdragives better results in
terms of STRMSE of 1,08 whereas STAC-Euclideangil/&8. Results actually
are not bad as predicting crime accurately is yealldifficult subject. Also,
STRMSE of every cluster per day are calculated sewh that bigger clusters

having more number of incidents are deviating latigan the smaller clusters.

To sum up;

The spatio-temporal crime prediction model in thiisdy is adapted from
Al-Madfai et. al. (2006). However, model is diffatdrom the original as
explained in the previous sections. There are timgmrtant parameters
which should be considered to adapt the model.eSchthe study area,
the number of crime data and the time period oh.d3tale of the study
area and the number of crime data are considersgatial analysis part.
Also, time period is considered in temporal analysi crime part. They
applied the model to a city with nearly 17000 crimeidents. Hence, they
generate the model according to these values. Ddy srea consists of
two police precincts with nearly 1900 crime incitenThe model is

adapted considering the difference between scate rmmber of data.
Number of clusters generated in their study is éighan this study. The
reason is because of the scale of the study aisa, $tandard forecasting
disaggregation weights are found by taking pergm#aof crime

occurrences to the overall data per cluster. Ttead wther methods but
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their clusters include higher number of crimes.mdast of the clusters has
0 observation per day in this study, results of riiethods in their study
will not be meaningful. Time period is three yearsheir study, whereas
it is only one year data in this study. Hence, gateel forecasting models

are different.

STRMSE of spatio-temporal crime prediction model 108 and 1.48 for
Manhattan and Euclidean distance applications otispdy. Manhattan
application gives better result than Euclideanliagpon although STAC
clusters with Manhattan distance has lower surtaea. However, both

error terms are not high for crime incidents.

The number of clusters in weekdays indicates tlsériblution of crime

incidents. If the number is high, incidents are endispersed in that day.
Police should consider this situation to prevenimer Euclidean

application of the model has 5 clusters both on dlégnand Wednesday.
At the end of week number of clusters which meawgimgcentrating in the
area. In Manhattan application on Monday there saegen clusters
generated. Also, at weekend number of clustersedser As a result,
crime incidents in Monday are more dispersed inghgly area. It gets
difficult to control the area, when incidents argpersed. Police should be

aware of the situation to take precautions.

The size of the clusters and the number of crimeident in the clusters
are larger in Merkez Cankaya Police Precinct. Ttenmeason is that
more crime incidents are recorded at Merkez Canlgl&ce precincts.
However, according to the error terms for eachtelysat the same time
predictions in Merkez Cankaya is less reliable tBahcelievier police

precincts.

Clusters which cover small area indicates speeifeas for crime. STAC

clusters with Manhattan distance have smaller etgstPlaces noticed by
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small size clusters are Maltepe Bazaar, Olgunlavcakepe Mosque,
Konur Street, a market area in Bek Street, the intersection area of sixth
and seventh streets, a school area in An ttepeseTlageas are mostly
commercial and attractive areas for crime oppotiesi The probability of

occurrence of crime incidents in these areas aadyn&0%.

On Saturday and Sunday number of predicted crimigénts increase in
Merkez Cankaya. On Saturday people go to Merkek&a region for

shopping and number of pickpocket increases arfsumalay empty places
are more prone to burglary and auto related theft.

All clusters generated are compatible with crimeeoties under
environmental criminology. Crime pattern theory lexpthe situation that
most of the clusters are generated on main stile@tpeople use for daily
activities. Also routine activies theory explait thigh number of crime
incidents in Merkez Cankaya. Shopping is a rousicivity that people in
Ankara mostly prefer to go to K z lay for shopping.

Model is validated by seperating the last seversdss/ a control data.
Euclidean distance metric clusters are found tomwee accurate than

Manhattan distance metric clusters.

7.4.Conclusion

In this thesis, a spatio-temporal crime predictioodel is created. After the
analysis, clusters per week day and the numbemaidients in these clusters are
predicted. Actually, these results represent sgasdreas to crime. Also, the
number of incidents predicted indicates the levedamsitivity. Higher number of
incidents predicted means the area is more progertonal activities. The solid
results of this study is to determine these aremksthe level of influence. To
prevent crime before occurring is possible withnifigng sensitive areas and

reasons behind it. Reasons can be explained byecriheories under
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environmental criminology. Generation of week ddysters is significant in
terms of crime theories, as in each week day pewple different daily activities.
Routine activities theory states that people exppdsecrime when they are doing
daily activities. Each day has different clustenfoguration as opportunities for
some areas change according to the day of weelexaonple, many bazaar areas
are open at only one day of week which providesodppity for offenders in that
area. If this bazaar area covered by a clustehatdgy, the criminal activities can

be reduced by taking precations in that area.

Police should utilize the model first by understagdhe reason of clusters. Why
the area covered by these clusters are attraativeffenders. This phase needs
background information about the area. If arean®an and identified in terms of
land use, configuration of buildings, important amgations; it is possible to
detect opportunities for crime in the crime triamglOther phase is to take
precations against crime. Situational crime prewanis helpful and effective if

the structure of crime is detected.

Also, the methodology of this study can be useg@diice departments to be more
informative about the future events. Crime is saohissue which is mobile and
difficult to follow but makes patterns in the amm@ncerning opportunities. Crime
triangle theory states that there are three mabessities for crime; a motivated
offender, absence of guardian and suitable taByehe areas are preparing the all

the necessities and exposed to crime quiet often.

Developing such studies firstly needs eloborateljected data. Spatio-temporal
crime prediction model can give better resultsatadon-hand consists more than
one year. More data means better fitting of the ehadore accurate clusters and
hence more knowledge. When police understand thgoriance of crime

analysis; hopefully, crime prevention in Turkey Iwile more effective. For

example, spatio-temporal crime prediction modebbees useful in detecting real
crime patterns, forecast the future values, takgagiate prevention measures

and allocate resourses effectively. Thus, theahtgime and number of offenders
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decrease and in the other sense contribution imtogs economy directly and

indirectly.

In this study, a clustering algorithm STAC basedtwn difference metrics are
implemented. Also, other clustering algorithms beninvestigated with the same
values in the same forecasting model and compaf@dfuture studies. Box-

Jenkins Arima model is used to find forecasted esliModel can be developed
by using other statistical forecasting models. Apotfuture work can make a
spatio-temporal crime prediction model with the samethodology to another

study area and check the aplicability of the model.
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