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Digital image watermarking has gained a great interest in the last decade among 

researchers. Having such a great community which provide a continuously growing 

list of proposed algorithms, it is rapidly finding solutions to its problems. However, 

still we are far away from being successful. Therefore, more and more people are 

entering the field to make the watermarking idea useful and reliable for digital world. 

Of these various watermarking algorithms, some outperform others in terms of basic 

watermarking requirements like robustness, invisibility, processing cost, etc. 

In this thesis, we study the performances of different watermarking 

algorithms in terms of robustness. Algorithms are chosen to be representatives of 

different categories such as spatial and transform domain. We evaluate the 



 

iv

performance of a selected set of 9 different methods from the watermarking literature 

against again a selected set of attacks and distortions and try to figure out the 

properties of the methods that make them vulnerable or invulnerable against these 

attacks. 

Keywords: digital watermarking, robust watermarking 
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Sayısal imge damgalama son 10 yılda ara�tırmacılar arasında büyük ilgi gören 

konulardan biridir. Bu büyük ekibin üretti�i algoritmalar mevcut sorunlara hızla yeni 

çözüm önerileri getirmekle birlikte sayısal imge damgalama teknikleri henüz 

bütünüyle ba�arılı sa�lamı� de�ildir. Bu sebeple, konu büyük ekonomik de�erler de 

ta�ıdı�ı için, sayısal dünyada kullanılabilir, güvenli algoritmalar geli�tirmek isteyen 

ara�tırmacı sayısı gün geçtikçe artmaktadır. Bu pekçok sayıdaki algoritma arasından 

bazıları dayanıklılık, görünmezlik, ve i�lem maliyeti gibi temel i�aretleme 

gereklilikleri açısından di�erlerinden daha üstün performans sergilemektedirler. 

Bu test çalı�masında de�i�ik damgalama algoritmalarının dayanıklılı�ı 

üzerinde çalı�ılmı�tır. Algoritmaların de�i�ik kategorilerden seçilmesine özen 
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gösterilmi�tir. Seçilen 9 adet algoritma üzerinde testler gerçekle�tirilmi�, bu testlerin 

sonuçları ile algoritmalarin güçlü ve güçsüz oldukları özellikleri arasında 

ili�kilendirmeler yapılmaya çalı�ılmı�tır. 

Anahtar Kelimeler: sayısal damgalama, dayanıklı damgalama 
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CHAPTER 1 

 

INTRODUCTION 

 

Recent years have seen a rapid growth in the availability of digital multimedia 

content. Today, digital media documents can be distributed via the World Wide Web 

to a tremendous number of people without much effort and money. Additionally, 

unlike traditional analog copying, with which the quality of the duplicated content is 

degraded, digital tools can easily produce large amount of perfect copies of digital 

documents in a short period. This ease of digital multimedia distribution over the 

Internet, together with the possibility of unlimited duplication of this data, threatens 

the intellectual property (IP) rights more than ever. Thus, content owners are eagerly 

seeking technologies that promise to protect their rights. 

Cryptography is probably the most common method for protecting digital 

content since it has a well-established theoretical basis and developed very 

successfully as a science. The content is encrypted before delivery and a key is 

provided to the legitimate owner (who has paid for it). However, the seller is unable 

to discover how the product is handled after it is decrypted by the buyer. Encryption 

protects the content during the transmission only. When transmitted to the receiver, 

data must be decrypted in order to be valuable. Once decrypted, the data is no longer 

protected and it becomes vulnerable. The buyer may turn out to be a pirate 

distributing illegal copies of the decrypted (unprotected) content. 

Therefore, encryption must be complemented with a technology that can 

continue to protect the valuable data even after it is decrypted. This is the point 
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where watermarking comes in. Digital watermarking technology is receiving 

increasing attention since it presents a possible solution for prohibiting copyright 

infringement of the multimedia data in open, highly uncontrolled environments 

where cryptography cannot be applied successfully. 

A digital watermark is a distinguishing piece of information that is adhered to 

the data (generally called cover or host data) that it is intended to protect. 

Watermarking embeds (generally hides) a signal directly into the data and the signal 

becomes an integral part of the data, travelling with the data to its destination. This 

way, the valuable data is protected as long as the watermark is present (and 

detectable) in it. At any given moment, the hidden signal can be extracted to get the 

copyright-related information. Thus, the goal of a watermark must be to always 

remain present in the host data. However, in practice the requirement is somewhat 

weaker than that: Depending on the application, a watermark is required to survive 

all the possible manipulations the host data may undergo as long as they do not 

degrade too much the quality of the document. 

The main difference between watermarking and encryption is that encryption 

disguises the data and protects it by making it unreadable without the correct 

decryption key, while watermarking aims to provide protection in its original 

viewable/audible form. 

Watermarking, like cryptography, needs secret keys to identify legal owners. 

The key is used to embed the watermark, and at the same time to extract or detect it. 

Only with a correct key can the embedded signal be revealed. While a single bit of 

information indicating that a given document is watermarked or not is sufficient 

sometimes, most applications demand extra information to be hidden in the original 

data. This information may consist of ownership identifiers, transaction dates, logos, 

serial numbers, etc., that play a key role when illegal providers are being tracked. 

Watermarking can be used mainly for owner identification (copyright 

protection), to identify the content owner; fingerprinting, to identify the buyer of the 

content; for broadcast monitoring to determine royalty payments; and authentication, 

to determine whether the data has been altered in any manner from its original form. 
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While digital watermarking for copyright protection is a relatively new idea, 

the idea of data hiding dates back to the ancient Greeks and has progressively 

evolved over the ages. An excellent survey of the evolution of data hiding 

technologies can be found in [78]. The inspiration of current watermarking 

technology can be traced to paper watermarks which were used some 700 years ago 

for the purpose of dating and authenticating paper [79]. 

It was 1988, when the term digital watermark is first used by Komatsu and 

Tominaga [13]. Watermarks in the context of digital images first appeared in 1990 

[77]. The first Information Hiding Workshop, which included digital watermarking 

as one of its primary topics [14], was held in 1996. Beginning in 1999, SPIE began 

devoting a conference focused on Security and Watermarking of Multimedia 

Contents [15]. The Copy Protection Technical Working Group (CPTWG) evaluated 

some watermarking systems for their possible usage as a method of protecting DVD 

video. The Secure Digital Music Initiative (SDMI), adopting the technology of the 

Verance Corporation, made watermarking a basic component of their portable device 

specification [16]. The same technology is also used by some Internet music 

distributors like Liquid Audio. Two projects, VIVA [17] and Talisman that are 

funded by the European Union, tested watermarking schemes for their suitability for 

broadcast monitoring. 

In the area of image watermarking, some commercial watermarking products 

already emerged on the market. Digimarc Corporation’s Picture Marc is available as 

a tool in Adobe Photoshop image processing program. The detector can find 

watermarks in the images if they were embedded into the image by the Digimarc 

product. 

In this thesis, our aim is to investigate the robustness of some selected 

watermarking algorithms. In the following chapters, first, we provide a basic look 

into the problem of watermarking by means of its applications and requirements. 

Next, we set out to give the major ideas about watermarking and try to establish the 

general framework of the watermarking system by giving real world examples and 

some experimental results to strengthen the underlying ideas. We handle the basic 
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building blocks of classical watermarking systems; namely embedding, the channel 

(attacks and distortions) and detection, one by one and try to explain their properties, 

limitations, etc. 

Finally, we present an evaluation of 9 of the existing watermarking 

algorithms from the literature. The algorithms that we examine differ from each other 

in their some basic properties such as embedding domain, embedding rules, host 

feature selection, etc. We give plots, figures about their robustness against a number 

of attacks implemented generally by Stirmark v3.1 [95, 96] and MATLAB and try to 

end up with generalizations and comments on the relationship between their 

algorithmic properties and their performance in terms of robustness. 
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CHAPTER 2 

 

APPLICATIONS AND PROPERTIES 

 

2.1. Applications 

In this section, some insight to possible watermarking applications and their 

requirements are examined. 

The major applications of watermarking are owner identification/proof of 

ownership [2-5], authentication (also referred as content verification, data integrity or 

tamper proofing) [6, 7], transactional watermarks, copy control, covert 

communication, and broadcast monitoring [8-12]. 

2.1.1. Owner Identification and Proof of Ownership 

A traditional copyright notice in the form of “©date, owner” added on an image or a 

video frame is no longer a safe way of guaranteeing copyrights [20]. Although such 

annotations are still recommended, they can easily be cropped out or processed 

hence, removing or altering the ownership information. Hence, copyright violation 

harms the interests of the providers rather than those of customers. 

Since a digital watermark, once embedded, becomes an imperceptible and 

inseparable part of the host data, it can be used to provide copyright marking 
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functionality. The intellectual property owner adds his/her copyright information in 

the form of a high fidelity, robust, and secure watermark. Even if the document 

undergoes manipulations (either intentional or unintentional) it will, ideally, still be 

possible to extract or detect the watermark as long as the host data is in a valuable 

form. Moreover, the image will look more appealing to the eye since it does not need 

to have a textual notice that may make it aesthetically disturbing.  

The level of security required to prove ownership is higher than that required 

for owner identification. Proving ownership means proving that a document owns to 

someone and that it does not belong to anyone else. This comes from the fact that a 

pirate can undermine the original watermark without removing it. This is pointed out 

by Craver et al. [19]. Bob, the pirate, using his own watermarking system, might be 

able to make it appear as though his watermark is present in Alice’s (the IP owner) 

original copy of the image. Thus, a third party would be unable to judge whether 

Alice or Bob had the true original. 

The solution proposed by watermarking is to change the way the problem is 

stated. Instead of trying to find the original it tries to find which image is derived 

from another. This approach provides indirect evidence saying that the document in 

question is owned by Alice, rather than Bob, because Alice has the copy from which 

others are created. 

The first known application of owner identification using watermarks belongs 

to the Muzak Corporation [48]. Their system encoded identification information in 

audio signals. They blocked the 1 kHz band of the audio signal with varying 

durations using a band-notch filter to encode the letters in the Morse code. The 

system remained in use until the early 1980’s [49]. 

2.1.2. Transaction Tracking (Fingerprinting) 

Transactional watermarks, also called fingerprints, allow an IP (intellectual property) 

owner or content distributor to identify the source of an illegal copy by marking each 

legal copy of the document with a separate, unique watermark. If a document marked 

with a transaction watermark is misused (distributed illegally), the owner can find 
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out who is responsible. 

There are two well-known real-world applications for fingerprinting. One is 

the distribution of movie dailies. A movie daily is the result of each day’s 

photography and they are distributed to a number of people involved. Although these 

dailies are highly confidential, occasionally a daily is leaked to the press. The 

watermark, being different in each copy, serves as a tracker to find the source of 

leakage. 

The other application was deployed by the now-defunct company DivX. 

Actually, they designed and marketed a new player, which placed a unique 

watermark to each video it played. If someone makes copies of this film after it is 

viewed then the watermark would appear on all the copies identifying the player on 

which it was played. If those copies are sold on a black market, then the DivX could 

obtain one of the copies and find the adversary or at least the player of the adversary. 

Since the corporation ceased the business probably, no watermark could be traced 

[20]. 

2.1.3. Content Authentication 

With the advance of computer tools available for digital signal processing, 

modifying a digital document is becoming easier while detecting that the content is 

modified becomes harder.  

Message authentication problem has been well studied in cryptography [22]. 

The solution offered by cryptography is a digital signature, and it is a widely 

accepted method. Only the authorized source knows the valid key for encryption, an 

adversary who tries to change the message cannot create a corresponding valid 

signature for the modified message. 

The disadvantage of digital signatures is that they must be padded as 

metadata to the original data as separate information before transmission. It is thus 

easy to lose the signatures during daily usage, even without any bad-mannered 

operations. Format conversion is the best example to those situations. If the signature 

is saved to the header fields of some data format (e.g. JPEG), then it will be 
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discarded when we switch to some other format with no space for a signature in the 

header. When the signature is lost, the work can no longer be authenticated. 

The superiority of watermarking comes at this point. Since the watermark 

information is carried directly on the bits of the original work, we do not lose them if 

the header field of the digital file is removed. Some authentication marks are 

designed to become invalid at the slightest modification on protected data. Those 

marks are called fragile watermarks. 

In signature embedding systems, signature calculation is host signal 

dependant since a signature is a summary of the data to be protected. However, when 

we embed the signature in the data, the data content is modified. Even this 

modification is small; the signature might no more represent the modified data. To 

overcome this problem it is suggested to separate the data into two parts: one for 

signature calculation, and one for signature embedding [28, 29, 30]. As an integral 

part of the host data, the watermark is modified in the same way as the original, 

watermarked data. Here comes one more advantage of detecting tampering using 

watermarks: the possibility of learning more about how the data is modified. 

2.1.4. Broadcast Monitoring 

Commercials are vital for the survival of radio and TV channels. Companies book a 

specified time of the air on a specified time of the day and introduce their products to 

the audience and they pay for the time they book. The price they pay also varies from 

time to time in a day. Booking noon hours is much cheaper than booking the evening 

hours, which they call prime time. Therefore, companies carefully plan and prepare 

their commercials and put great importance on them. That’s why the companies have 

been using a broadcast monitoring system dating back at least 1975 [32]. It is not the 

commercials only that need to be monitored. Some news items may have hundreds of 

thousands of dollars value per hour. This makes them very vulnerable to intellectual 

property rights violations. 

Another usage of broadcast identification data is in competitive market 

research [38]. A company may want to know how much the competing company is 
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investing on its new brand in the market and adjust its own marketing policy 

according to this data. 

A third possible application is the detection of illegal (unauthorized) 

rebroadcasts of copyrighted material by pirate stations. Intellectual property owners 

will be more interested in these types of systems [36]. 

One of the available products offering watermarking based broadcast 

monitoring and verification solutions is Verance’s ConfirMedia™ [40]. 

2.1.5. Copy Control 

The applications that we mentioned so far have the philosophy of proving that a 

copyright infringement has occurred instead of trying to prevent the infringement to 

occur. The watermarks we mentioned are utilized after we suspect some content is 

modified or distributed illegally. However, with the help of an intelligent hardware 

we can have control over the duplication, modification, and distribution processes, 

which are the main sources of illegal action. Copy control technologies may serve as 

a deterrent against such actions. 

Encryption is once again a solution to the problem. The content is distributed 

to legitimate users in an encrypted format and only these users have a unique key for 

decryption. The key is in a special format that is difficult to duplicate and distribute. 

For example, satellite TV broadcast companies gives its customers a smart card (very 

much like the SIM cards of cellular phones), which is inserted into the decoder box, 

serving as the key. Without the key, the decoder cannot decrypt the incoming signals 

and all you can see is scrambled video. 

An encryption-based system cannot prevent pirating of the data after a legal 

customer with a legally received key decrypts it. That is the weakest point of a 

cryptographic protection mechanism. 

Therefore, we need technologies that allow the media to be viewed, but 

prevent it from being recorded. Two examples are the Analog Protection System 

(APS, developed by Macrovision [43]), which modifies the video signal in such a 

way as to confuse the automatic gain control on VCRs, and the Copy Generation 
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Management System in DVDs, that consists of a pair of bits in the header of the 

MPEG stream, which encode the copying permissions. 

There are commercial copy control softwares already in the market. Actually, 

what is offered by MarkAny [45] is much more than just preventing illegal copying. 

Their product relies on watermarks to control Open, Download, and Print functions 

according to user authority even after content is opened by unauthenticated user.  

2.1.6. Device Control 

Device control is a broad category of applications in which specially designed 

devices react to the watermarks they detect in content. The earliest applications of 

device control with watermarks date 50 years back. 

In 1953, Tomberlein et al. [50] described a system to distribute music to 

offices, stores and other premises. Broadcast is watermarked to mark the beginning 

and end of commercials, talk and other stuff other than music so that they are ignored 

and not aired in the office, store, etc. 

R. H. Baer of the Sanders Associates Inc. [51] was issued a patent in 1976  

for a video watermark intended for interactive television applications. Another patent 

was awarded to Broughton and Laumeister in 1989 for another interactive television 

application [52]. Their technique allowed action toys to interact with television 

programs. 

Another patent in device control area was awarded to Ray Dolby of Dolby 

Labs [53] in 1981. Dolby-FM was a noise-reduction technique used by the radio 

stations. Some radios were equipped with special decoders to fully exploit Dolby-

FM. Dolby invented a watermark to be inserted into Dolby-FM broadcast that will 

automatically turn on the special decoder circuit in compatible radio receivers. 

A more recent application is Digimarc’s MediaBridge system, [54] which 

utilizes watermarks to make a computer respond to watermarked documents that are 

shown to a compatible web camera. You just hold the printed piece (contains a 

watermark) up to your Digimarc compatible web camera and Digimarc MediaBridge 

technology will take you the associated web site without typing or clicking. 
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2.2. Properties 

Watermarks are generally desired to satisfy some requirements [85], [79], [86] like 

robustness, tamper resistance (security), high capacity, fidelity, low computational 

cost, low false positive rate, etc. However, it is probably impossible to design a 

watermark that excels at all of these. The properties a watermarking scheme also 

depend greatly on the application at hand. Therefore, the properties a watermark 

should have are decided according to the application for which the watermark is 

designed. It is not necessary to have the best tamper resistance properties in a 

watermark that will be used, for example, to annotate the pictures you have in your 

home computer. For such an application, you may desire to have a watermark that 

betters in imperceptibility (fidelity) and capacity. Thus, it would be unfair to evaluate 

the properties of two such watermarking schemes according to the same standards.  

In this section, we will examine those properties in detail. 

2.2.1. Robustness 

We are living in a “hacking” world where it is very common that movies (actually all 

types of multimedia), software, documents, etc are duplicated and distributed without 

paying anything to their intellectual owners. This growing amount of illegal copying 

and distribution is the motivation that emerged the field of robust watermarking. 

Robustness is an important issue for the watermarks that are not specially 

designed to be fragile. In general terms, a robust watermark is the one that resists 

(remains detectable after) common signal processing operations. These operations 

include both the ones that may be a result of everyday usage of the document (spatial 

filtering, lossy compression, printing and scanning (D/A/D conversion), re-sampling, 

cropping, etc) and intentional attacks [108, 91, 92] intended solely to remove the 

watermark. Video and audio watermarks must also need to be robust to many of 

these transformations and to some specific ones like recording to tape (D-to-A 

conversion) and changes in playback rate. We also need to add the combinations of 

those transformations to the list. 
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In addition, when copies of the same content exist with different watermarks, 

as would be the case for fingerprinting, watermark removal is possible because of the 

collusion1 between several owners of copies. It is applicable when a small number of 

different copies (about 10) are available to an attacker. 

In general there should be no way in which the watermark can be removed or 

altered without sufficient degradation of the perceptual quality of the host data so as 

to render it unusable. 

The properties stated above look very demanding. Only some extreme 

applications, in which the signal processing between the embedding and detection is 

unpredictable, require robustness against every possible distortion that does not 

destroy the value of the cover data. Fortunately, in general, a watermark is not 

required to be robust against all possible manipulations. The robustness requirement 

is always finalized according to the application. 

For some applications like broadcast monitoring or covert communication, a 

watermark is supposed to survive lossy compression and transmission channel 

effects (low-pass filtering and additive noise), that is, the processing until the 

receiving party detects the watermark. It does not need to survive rotation, scaling, 

cropping, high-pass filtering, or other types of distortions that are not likely to occur 

during broadcast or travelling through a communication channel. After the 

watermark is detected successfully at the destination, either the watermarked data is 

erased or it becomes worthless, so protection is no more needed for that data. 

In authentication applications, robustness is completely undesirable. Instead, 

a fragile watermark is required. We use fragile watermarks to understand if the data 

has been altered since it was watermarked. Some fragile image watermarks can also 

spatially locate the tampered area. This way, one can understand which part of the 

image is no more authentic. Therefore, for authentication applications, we want the 

watermark to disappear or to behave in a specific manner after a modification. In 

some of those cases, it is more desirable to have a semi-fragile watermark to resist 

                                                 
1 A brief explanation of collusion attack is given in Section 3.3.1 
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innocent operations like compression but “break” if the manipulations threaten the 

data integrity (such as replacing a portion of the image). 

2.2.2. Watermark Payload 

Capacity of a watermarking system is the maximum amount of data (generally stated 

in bits) that can be inserted in the cover data. When we talk about the capacity, we 

implicitly impose the fidelity requirement. Because embedding bits into a host signal 

requires modifying some of the host characteristics and the watermarked signal 

deviates from its original. 

In order to embed large amount of data into a multimedia signal without too 

much affecting the fidelity, properties of the human visual system (HVS) [90] are 

utilized. Properties of the human visual system give us clues about the components 

(either in pixel domain or in a transform domain) that do not have a large effect on 

perceptual quality of the document. Then we can design the watermark such that it 

modifies those unpercepted components in large amounts and other perceptually 

significant components are less affected. 

2.2.3. Fidelity 

A high fidelity watermark is a well-hidden signal such that it does not cause a 

perceptible degradation in the host (cover) data. 

Fidelity and quality are different terms and must not be confused. Fidelity is a 

measure of  the similarity between signals before and after processing. Quality, on 

the other hand, is an absolute measure of appeal. It is possible to have high quality 

together with low fidelity and vice versa. You can watermark a greyscale, highly 

compressed, low resolution (hence low quality) video and it may well be impossible 

to distinguish this watermarked version form the original (hence high fidelity). 

If a watermark is not specially designed to be visible (Figure 2.1) [18], then it 

should not degrade the perceived quality of the work. That is, the perceptual 

similarity between the original and watermarked versions of the document must be as 
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high as possible. This immediately implies the need for a good quality metric. It has 

been shown [88, 89] that measures based on perceptual models yields more 

satisfactory results than the pixel-based models. 

 

 
Figure 2.1 A visible watermark. The Lena image is visibly watermarked using the METU 

emblem. 

 

The capacity and fidelity requirements are also application dependant. For 

some applications, we need to insert as much as we can without affecting the audio 

or visual aesthetics while in some cases fidelity is sacrificed for capacity. Such an 

application is the movie dailies distributed to those involved in film production. 

These dailies are highly confidential, yet occasionally; a daily is leaked to the press. 

The watermark, being different in each copy, may serve as a tracker to find the 

source of leakage. Since the purpose of distributing a daily is just to inform the 

related people about the material shot so far, they need not be of top quality and a 

small visible distortion caused by a watermark will not cause a loss in usefulness. 

Applications demanding high quality like DVD and HDTV require watermarks with 

much higher fidelity. 

In some modes of communication like NTSC and AM radio, signal quality 

reaching the end user is low. Therefore, knowing that the data will be degraded 

anyway before it is viewed, the embedder can ignore some small artifacts caused by 
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the added watermark on the outgoing signal. 

It is apparent that the requirements for obtaining high fidelity and high 

capacity embedding are conflicting. Hence it is not possible to have them both at the 

maximum. 

There is another term closely related to capacity. It is the data payload which 

refers to the number of bits encoded by the watermark within a unit of time or within 

a document. For audio, data payload refers to the number of embedded bits per 

second that are transmitted. 

2.2.4. Security 

The security of watermarking techniques can be interpreted the same way as the 

security of encryption systems. For a watermarking technique to be truly secure, an 

unauthorised party should not be able to detect or remove an embedded watermark 

under the assumption that (Kerckhoff’s assumption [109]) the algorithms for 

embedding and extracting the watermark are exactly known since they are publicly 

available. 

This requirement can be fulfilled in cryptography by the use of a secret key. 

Keys can be thought of some information (possibly random) that determine how 

messages are encrypted. A message encrypted by a given key can only be decrypted 

with the same key. Many watermarking systems are designed to use secret keys in an 

analogous manner. In such systems, the method by which messages are embedded in 

watermarks depends on a key, and a matching key must be provided to the receiver 

side to detect those marks. 

However, the security requirements for watermarks are still somewhat 

different from those for ciphers. Ciphers prevent unauthorized reading and writing of 

documents, in that form, they can prevent certain types of attacks, but they do not 

provide protection for watermark removal. Removing the watermark or masking it so 

that it can no more be extracted is analogous to the problem of signal jamming in 

military communications. 
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To provide resistance to jamming and interference spread spectrum2 

communications is developed for military applications. Spread spectrum is defined as 

[109] a means of transmission in which the signal occupies a bandwidth in excess of 

the minimum necessary to send the information; the band is accomplished by a code 

which is independent of the data, and a synchronized reception with the code at the 

receiver is used for despreading and subsequent data recovery. The exact form of the 

spreading is a secret known only by the transmitters and receivers. 

                                                 
2 Some properties of spread spectrum techniques are presented in Appendix A.1. 
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CHAPTER 3 

THE WATERMARKING SYSTEM 

 

Watermarking is, in essence, a form of communication where the sending side 

wishes to communicate a message from the watermark embedder to the watermark 

receiver. Therefore, it was instant and inevitable to try to fit watermarking into the 

traditional model of a communications system given in Figure 3.1. The encoder and 

decoder keys are not a part of the traditional model. They are added when secure 

communication is required. 

Figure 3.1 Standard model of a communications system. 
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When looked at as a communication task [74], the watermarking process can 

be split into three main steps: watermark generation and embedding (information 

transmission), possible attacks (transmission through the channel), and watermark 

retrieval (information decoding at the receiver side). 

There are two ways (models) in which a watermarking system can be mapped 

into the communications system above. The two models differ in the way they use 

the cover (original) image, in which we insert the watermark. 

The first model interprets the cover image, I, as noise. Whether this noise will 

be used as side information or not is a matter of choice. If it is used as a side 

information (shown as a dashed arrow in Figure 3.2, 3), then the watermark becomes 

a function of the cover image and the key. A watermark embedder which accepts the 

original image as input is called an informed embedder, in contrast to a blind 

embedder which produces the watermark regardless of the original image content. 

The second model regards the cover image not as a part of the transmission 

channel but as a second message to be transmitted along with the watermark in the 

same signal Iw. The model places two receivers for each component of the 

transmitted “composite” signal: a human being for the original image and a 

watermark detector for the watermark. This model of watermarking is similar to the 

traditional communication systems like time-division or frequency-division 

multiplexing which transmit multiple messages over a single line. On the receiver 

side, the human receiver should perceive something close to the original cover image 

with ideally no interference from the watermark and the watermark detector should 

obtain the watermark message with no interference from the cover image. In the 

following discussion we will take the first model as our basis. 

The duty of the embedder is first to map the massage m to a pattern (with the 

help of a watermark key, k) suitable for adding to the cover image and then to add 

the pattern, w, to the original image in a suitable way. As a result of this process, the 

watermarked image, Iw, which is going to be communicated, is produced. 

After the watermarked image is transmitted, it is processed in some way, 

which we model as an addition of noise, n. However, actual processes may be 
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different than that. The watermarked image might go under compression, 

decompression, digital-analog-digital conversions, audio or visual enhancements, 

and even malicious attacks which intend to remove the watermark. 

At the receiving side, the watermark detector may be of one of the two 

configurations: blind (Figure 3.2) or informed (Figure 3.3). If we are using an 

informed detector, the detection process consists of two steps. First, subtraction of 

the original image made available at the detector to obtain a noisy watermark pattern, 

wn. Then the pattern is decoded with the watermark key to extract the message as mn. 

Since the original image is subtracted from the received image, we can ignore the 

addition of the original image at a blind embedder, and the system looks very similar 

to the system in Figure 3.1. 

Figure 3.2 Watermarking system with a blind/informed embedder and a blind detector 

mapped into the communications model. 
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In a blind watermark detector (Figure 3.2), the cover image is unknown, and 

therefore cannot be removed prior to decoding. In this case, to make the analogy with 

Figure 3.1, we may say that the added pattern (which conveys the information to be 

communicated) is corrupted by the combination of the cover image, I, and the noise 

signal, n, added during transmission. The received watermarked image, Iwn, is now 

viewed as a corrupted version of the added pattern, and the entire watermark detector 

is viewed as the channel decoder. 

Figure 3.3 Watermarking system with a blind/informed embedder and an informed detector 

mapped into the communications model. 

 

Generally, watermark encoder and decoder blocks in Figures 3.2 and 3.3 are 

huge ones containing many sub-blocks. Most watermarking schemes utilize the 

properties of some transform domain for higher robustness, invisibility or capacity. 

Therefore, the encoder and decoder blocks contain forward and reverse transform 

blocks and also further image processing and filtering blocks to improve the 

algorithm performance. 

Keeping this generalized system in mind, we can start to examine each block 
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3.1. Watermark Embedding 

The first step in the designing of a watermarking system is the definition of the 

embedding procedure. This is a crucial task, since watermark properties highly 

depend on the way the watermark is inserted within the data. 

3.1.1. Where to hide? 

If watermarking can vaguely be described as “hiding a set of data under the coverage 

of some other set of host data”, then first question that comes to mind is where to 

hide it. 

Although some of the early watermarking schemes like LSB modification 

techniques [55, 120] utilized the spatial (pixel) domain of the image to embed a 

watermark, the most successful algorithms make the watermark embedding in a 

suitable transform domain other than original image space. Then the transform 

coefficients are modified instead of directly changing the pixel values. The 

transforms commonly used for watermarking purposes are the discrete cosine 

transform (DCT), discrete Fourier transform (DFT, magnitude and phase [118]), 

discrete wavelet transform (DWT), and the fractal transform [81]. There are also less 

familiar transform domains used such as Fresnel transform [80], the complex wavelet 

transform (CWT), and Fourier-Mellin transform [75]. 

We can generalize the total watermark embedding process in the two steps 

[74]: first extracting a set of features (host features) from the host image, and then by 

modifying them according to the watermark content. The choice of the host features 

and the definition of the embedding rule have implications on watermark robustness 

and imperceptibility, which are the main concerns and challenges of the watermark 

embedding process. 

The joint achievement of watermark imperceptibility and robustness requires 

that the main properties of Human Visual System (HVS) are utilized. HVS is a deep 

topic commonly used for perceptual coding of multimedia signals [76]. The main 

reason of utilizing HVS is to find a way of hiding more information with more 
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energy without disturbing the visual quality of the image. If the characteristics of the 

HVS are not taken into account, too weak a watermark would be inserted due to the 

invisibility requirement. 

Figure 3.4 Detailed block diagram for watermark embedding. Dashed arrows and blocks 

suggest optional paths or processes that can be skipped. 
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we have to keep in mind the two important requirements for effective watermarking3. 

First one is robustness to signal processing alterations that intentionally or 

unintentionally attempt to remove or alter the watermark information. Secondarily, 

many watermarking applications require a scheme where the watermark 

modifications do not alter the perceptual quality of the host signal4. 

The first choice in selecting the host features is the watermark embedding 

domain. The watermark can be applied directly to the original signal space (spatial 

domain) or in some transform domain which presents some good perceptual 

characteristics and/or offers robustness to certain signal processing operations. 

Embedding the watermark in the original signal space is desirable for the sake of low 

complexity, low cost and low delay. 

Block based DCT became a popular embedding domain since it is a basic 

component of image and video compression standards such as JPEG, MPEG and 

ITU H.26x family of coders. If we choose an embedding domain that matches that of 

standard compression systems, we can design the watermarking scheme to avoid 

adding the watermark information to the coefficients that are likely to be removed or 

coarsely quantized, resulting in a scheme robust to compression. 

Furthermore, the sensitivity of the HVS to the DCT basis images has been 

extensively studied, which resulted in the recommended JPEG quantization table 

[124]. These results can be used for predicting and minimizing the visual impact of 

the distortion caused by the watermark. 

Using that kind of ‘matching’ transforms, makes it possible to embed the 

watermark real-time on a compressed bitstream. Especially for some video 

applications, where the video will most likely be in some compressed form such as 

MPEG2, such a capability is usually very desirable. 

                                                 
3 The term “watermarking” alone, in this text, will correspond to robust watermarking. Not 

all watermarks are desired to be robust. Some applications require fragile watermarks. We will 

explicitly state the term “fragile” if we specifically talk about those kind of watermarks. 
4 There are also some applications where visible watermarks are used. Actually, historically 

all watermarks were visible. The most common recent application is the TV channel logos visibily 

embedded over valuable television broadcast materials. 
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Another transform common to watermarking and compression techniques is 

the Discrete Wavelet Transform5 (DWT) which is the basis of zero-tree wavelet 

coding (EZW, to be included in the upcoming image and video compression 

standards such as JPEG2000), SPIHT, and MPEG-4. This makes DWT a popular 

tool for watermarking. 

Advantages of DWT are numerous. First of all is its multiresolution 

characteristics and hierarchical structure. In the case when the received data is not 

distorted significantly, the cross correlations with the whole size of the image may 

not be necessary and much of the computational load may be saved. 

Another advantage of DWT is that it inherently separates the perceptually 

significant and insignificant components of an image. Human eyes are not very 

sensitive to the small changes in the edges and textures of an image but are very 

sensitive to the changes in the smooth areas of the image. With the DWT, the edges 

and textures are confined to the high frequency subbands, such as HH, LH, HL, etc 

(Figure 4.4). Therefore, modifying the large coefficients in these bands for 

watermark embedding does not generally create visual disturbances on the image. 

Some image transforms show immunity or invariance to some kind of image 

processing operations. The obvious example is the shift-invariance of the amplitude 

of the Discrete Fourier Transform (DFT) coefficients and many watermarking 

techniques use DFT amplitude modulation because of this property. Because cyclic 

translation of the image in the spatial domain does not affect the DFT amplitude, the 

watermark embedded in this domain will be translation invariant. Furthermore, DFT 

divides the image into frequency bands and the watermark can be embedded directly 

into the significant middle frequencies since the modulation of the lowest frequency 

coefficients results in visible artifacts while highest frequency regions are very 

vulnerable to noise, filtering and lossy compression. However, the symmetry of the 

Fourier coefficients must be preserved to ensure that the image data is still real-

valued after the inverse transform (IDFT). That is, if the coefficient ( )vu,I  in an 

                                                 
5 A brief review of DWT is presented in Appendix A.2 
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image with N×M pixels is modified, its counterpart ( )vMuN −− ,I  must also be 

modified in the same way. 

 
 

 
Figure 3.5 Diagram of RST watermarking scheme involving log-polar mapping. 

 

 

Similarly, applying a watermark in the Fourier-Mellin Transform (FMT) 

domain results in a watermark that is invariant to image translation, scale and 

rotation [75]. FMT is Fourier Transform followed by a non-linear, irreversible 
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The forward transform converts a scaling in the form of ( )yx λλ ,  into a translation 

(shift) expressed in terms of polar coordinates as ( )θλµ ,log+ , and a rotation of δ 

degrees is converted to a shift in the θ axis stated as ( )δθµ +, . Hence, if we apply 

Fourier transform to the log-polar representation, we obtain a rotation and scale 

invariant domain because of the shift invariance property of Fourier transform. 

The problem in this theoretically elegant method lies in its implementation. 

When applied on a digital image, the transformations require a lot rounding because 

of the trigonometric and logarithmic operators. This rounding causes a large amount 

of loss in the data which results in failure to successfully inverting the 

transformation. 

3.1.1.2. Spread Spectrum Coding 

In the frequency domain, the idea of redundant embedding leads to the well-known 

spread spectrum paradigm. In a spread spectrum system, messages are encoded into 

symbols which are transmitted as pseudo-random sequences of 1s and 0s. These 

sequences are spread across a wide range of frequencies. Thus, if the signal is 

distorted by some process like noise or filtering that damages only certain bands of 

frequencies the message will still be recoverable. 

Spread spectrum communications have two characteristics that are important 

to watermarking. First, the signal energy  inserted into any one frequency is too small 

to create a visible artifact. Second, the watermark is dispersed over a large number of 

frequencies, so that it becomes robust against many common signal distortions. More 

information about the characteristics of spread spectrum techniques is available in 

the Appendix. 
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3.1.2. What to hide? 

In most of the systems proposed so far, the watermark consists of a pseudo-random 

sequence of independent and identically distributed samples. Such a form is the 

result of the approach that we called “first model” at the beginning of this chapter. 

This model approaches the watermarking problem as transmission of a weak signal 

over a very noisy channel, a problem that is commonly handled by spread spectrum 

techniques. The pseudo-random sequence is initiated by a secret key to achieve 

system security, and all elements in the sequence can be regenerated any time the key 

is known. 

This key-dependant random sequence can be used as the watermark itself, as 

is the case for 1-bit watermarking, or it can be modulated by another series of bits 

which convey the information (possibly in a coded way) to be communicated. In the 

former case, the decoder is only asked to decide upon the watermark presence. 

In some applications it may be suitable to have a watermark which 

corresponds to another image, possibly a logo or a serial number. When the 

watermark is extracted from the attacked image, it is not required to have 100% of 

the bits matching because sophisticated pattern-recognition capabilities of human eye 

and brain may still detect the logo even if it is distorted. An example to logo 

watermarking is given in Section 3.2.3. 

3.1.2.1. Basic Scheme for 1-bit Watermarking 

The most straightforward way to add a watermark to an image in the spatial domain 

is to add a pseudorandom noise pattern to the luminance values of its pixels. There 

are many methods [55-69], [94] developed on this principle. In general the noise 

pattern consists of the integers randomly selected from {-1, 0, 1}. The pattern is 

generated based on a key, which is generally the seed of the random number 

generator. The only constraints are [71] that the energy in the pattern is more or less 

uniformly distributed and that the pattern is not correlated with the host image 

content. The formulation for this embedding method is given in Eqn 3.3. 
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 ( ) ( ) ( )yxkyxyxw ,.,, wII +=  (3.3) 

 

To create the watermarked image pixels Iw(x,y), we multiply the 

pseudorandom pattern by a scalar gain factor (watermark strength parameter) k 

(0<k<1) and add to the host image pixels. 

We may extend the idea to transform domain also. That is, we add the 

modulated pseudorandom pattern to the transform coefficients, F, instead of pixel 

values, I. We can do even a better job by making the watermark content-dependent 

(Eqn 3.4). Such a watermark in transform domain will be more robust since it hides 

itself in the strong components of the representation, which are harder to modify. We 

will look into different embedding formulas later. 

 

 ( ) ( ) ( )( )yxkyxyxw ,.1,, wFF +⋅=  (3.4) 

3.1.2.2. Multiple-Bit Techniques 

This basic technique stores only 1-bit of information into the image. During the 

detection either the watermark is detected (logic-1 output) or it is not (logic-0 

output). There are several ways to increase the payload of this basic technique. 

The simplest way to embed a string of bits b1b2…bL in an image is to divide 

the image into L subimages I1I2…IL of size mxn and to add a random watermark 

pattern (of the same size) to each subimage Ii (Figure 3.6) after modulating the 

pattern according to the corresponding bit value bi [62], [60], [65]. The bits may 

modulate the patterns in several ways. We may add the random6 pattern of size mxn 

to the subimage if the watermark bit equals one and leave the subimage unaffected if 

corresponding bit is zero (or -1).  

 

                                                 
6 Since computers can only generate pseudorandom numbers we practically mean 

‘pseudorandom’ when we use the term ‘random’. 
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Figure 3.6 Embedding multiple (in this case 25) bits to an image [71]. 

 

 

Using a form of Direct Sequence Code Division Multiple Access (DS-

CDMA) spread spectrum communications, we can also achieve multiple bits 

embedding [93]. In this technique, we generate a separate pseudorandom pattern of 

{-1, 1} for each bit of the message to be embedded. That is, if our  message is 

b1b2…bL, then we have L stochastically independent pseudorandom random patterns 

that have the same size as the image, call them v1v2…vL. Each pattern, vi, is also 

modulated by its corresponding bit, bi. We use the pattern +vi if bi represents a 0 and 

-vi if bi represents a 1. The summation of all random patterns ±vi constructs the 

watermark. Figure 3.7 shows a 1-dimensional example of this technique to generate a 

7-bit watermark. In 2-dimension the signal and watermark vectors are possibly 

replaced by the m×n blocks of host image and random –1s and 1s respectively. 

We can also scale down this summation before embedding to fit it within 

certain limits using Eqn 3.5 below. 
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30 

 

Figure 3.7 Generation of a 7-bit DS-CDMA watermark [71]. 

 

 

This idea of embedding multiple bits can also be extended to any transform 

domain. In that case, instead of working with blocks of image pixels one applies the 

algorithm on blocks of transform coefficients. 

3.1.2.3 Redundant Embedding 

When a work is distorted, it is unlikely that all coefficients (or pixels) in its 

representation are affected equally. We can give cropping as an example in spatial 

domain and filtering as an example in transform domain. Such a filter will only affect 

the coefficients outside its passband while changing almost all pixel values. 

One general strategy for surviving such “local” distortions is to embed the 

watermark redundantly over several coefficients. If some of these coefficients fail to 

carry the watermark (get too much distorted), the remaining coefficients may still be 

sufficient to detect the watermark. 

In spatial domain, “tiling” is a way of redundant embedding that provides 

robustness against cropping. Tiling can also be used as an alternative option in DS-

CDMA technique described in Section 3.1.4.2. One can apply tiling in DS-CDMA 

by using the same random patterns for all blocks of the original image. 

V1: -1  1  1 -1 -1  1 -1 -1  1  1 -1 b1:0  �  +V1: -1  1  1 -1 -1  1 -1 -1  1  1 -1 

V2:  1  1 -1 -1  1 -1 -1  1  1 -1  1  b2:0  �  +V2:  1  1 -1 -1  1 -1 -1  1  1 -1  1 

V3:  1 -1 -1  1 -1 -1  1  1 -1  1 -1  b3:1  �  -V3: -1  1  1 -1  1  1 -1 -1  1 -1  1 

V4: -1 -1  1 -1 -1  1  1 -1  1 -1 -1  b4:1  �  -V4:  1  1 -1  1  1 -1 -1  1 -1  1  1 

V5: -1  1 -1 -1  1  1 -1  1 -1 -1  1  b5:0  �  +V5: -1  1 -1 -1  1  1 -1  1 -1 -1  1 

V6:  1 -1 -1  1  1 -1  1 -1 -1  1  1  b6:1  �  -V6: -1  1 -1 -1 -1  1 -1  1  1 -1 -1 

V7: -1 -1  1  1 -1  1 -1 -1  1  1  1  b7:0  �  +V7: -1 -1  1  1 -1  1 -1 -1  1  1  1 

                                                  ¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 

                                               w : -3  5  1 -3  1  3 -7  1  3 -1  3 

 I : 98 98 97 98 97 96 97 96 95 94 94 

    ¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯ 

 Iw: 95 103 98 95 98 99 90 97 98 93 97 
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In general, we can say that a watermark is embedded redundantly, in some 

domain, if the watermark can be detected in several subsets of coefficients. 

3.1.2.4. Anticipating Lossy Compression and Filtering 

Not all watermarks that have been embedded in an image in spatial domain can 

survive the lossy JPEG compression since they usually consist of low-power, high-

frequency noise which is coarsely quantized by the JPEG algorithm. These 

watermarks can also be affected severely by low-pass operations like linear or 

median filtering. 

The robustness to JPEG compression can be improved by anticipating the 

losses beforehand thereby designing the watermark accordingly. In [62] such an idea 

has been mentioned. The watermark pattern to be embedded, W, is first compressed 

using the JPEG algorithm. The energy of the resulting pattern is increased to 

compensate for the energy lost in the high frequencies through the compression. 

Finally, this pattern is added to the image to generate the watermarked image. The 

idea is to filter out in advance all the energy from the watermark that would anyway 

be lost when the watermarked image is compressed. It is claimed in [62] that a 

watermark formed in this way is invariant to further JPEG compression of the same 

or higher quality factor. 

In another blockwise embedding method [65] a different gain factor, k, is 

calculated for each 32×32 block. To adjust the gain, each block is tested for 

successful detection under a given JPEG quality factor which should be relatively 

lower than the factor to which the final watermark is required to be robust. If the 

watermark cannot be recovered from a block then the gain is increased iteratively. 

3.1.2.5. Anticipating Geometrical Distortions 

In a watermarking system it is really the embedding side that must be “strong” and 

“wise”. The success in correctly deciding on a watermark existence greatly depends 

on how elegant the embedding is. The main reason is that, the number of available 

tools is more at the embedding side and most of the time there is not much to do at 
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the detecting side other than correlation. 

Geometrical transformations are the most challenging distortions for robust 

watermarking techniques. They hardly affect the image quality but they make most 

of the watermarks undetectable, especially if the watermark is not designed to 

survive geometric transformations. Most common ones are shifting, rotation, scaling, 

cropping and combinations of these four. Since they typically affect the 

synchronization between the pseudorandom pattern and the watermarked image, the 

synchronization must be retrieved before the detector performs correlation. 

The main approaches to handle global geometric distortions are to recover the 

synchronization (undoing the distortion) or finding invariant host features that can be 

modified like the DFT amplitude which is invariant to shifting. 

The techniques following first approach suggest placing markers (also called 

grid or template [24]) inside the image that tells us the original orientation of the 

image before the distortion. In [23] such a grid is designed using the sinusoidal 

signals which appear as peaks in FFT at certain frequencies. Since the original 

locations of these peaks are known the distortion can be estimated and inverted 

before detection. 

For the second approach Fourier-Mellin Transform (FMT) has been 

suggested in [75]. Although theoretically perfect, it could not be implemented 

successfully in practice. FMT is defined as DFT followed by log-polar mapping 

(LPM). First, a DFT provides shift invariance and then LPM operation converts 

rotation and scale into translation along the horizontal and vertical axis. Finally, after 

a second DFT operating on the LPM result we obtain a rotation, scale, and 

translation invariant domain in which we can embed, for example, a CDMA 

watermark. For the successful operation of this technique the embedding scheme is 

modified to include templates to determine the scale and orientation of the 

watermarked image. 
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3.1.3 How to hide? 

3.1.3.1 Additive and Multiplicative Embedding 

The simplest approach to watermark embedding is the additive one which calculates 

the watermarked feature using the following formula 
 

iii mkxy +=  (3.6) 

 

where xi is the ith component of the selected feature set, mi is the ith element of the 

watermark vector, and k is the parameter controlling the embedding strength, or in 

other words, watermark power. Although not stated explicitly, this parameter can be 

used as an adaptive one, changing its value according to the mask the embedder uses 

to conceal the watermark. 

Another common formula is the multiplicative formula stated as: 

 

iiii xmkxy +=  or ( )iii mkxy += 1 . (3.7) 

 

Additive formula has been especially popular among spatial domain 

watermarking algorithms. In this case, the embedding strength is adjusted according 

to the local characteristics of the host image. The advantage of additive 

watermarking comes under the condition or assumption that the selected host 

features are Gaussian distributed and attacks are limited to the addition of white 

Gaussian noise. Under these conditions, a correlation based detector operates at 

optimum, that is, either the overall error probability or the probability of missing the 

watermark (false negative) can be minimized. 

The multiplicative formula is generally favoured by the techniques operating 

in the full-frame DCT or DFT. The main reason for such a choice is to utilize the 

masking effect of the significant frequency components in the image spectrum. It is 

known, in fact, that it is more difficult to perceive a disturbance at a given frequency 

if the image already contains such a frequency component. In other words, 
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embedding a watermark whose energy is proportional to the energy of the cover 

image at that frequency helps us to achieve invisibility without sacrificing watermark 

strength. 

Another advantage of multiplicative embedding is its security against 

averaging. Since the watermark is image dependent it is more difficult to estimate the 

watermark by averaging a set of watermarked images. 

 
 

   
 

Figure 3.8 Difference images between original and watermarked Lena images for additive 

(left) and multiplicative (right) watermark embedding. 

 
 

In Figure 3.8 it is easier to see how multiplicative embedding differs from 

additive. In the additive case all image pixels are affected from the modification in a 

random manner whereas watermark embedded using a multiplicative formula over 

DWT coefficients leaves the smooth regions of the image almost unaffected but 

emphasizes the watermark power at textured areas (feathers on the hat) and edges 

(contours of the hat). 

There is also a third category of watermarking techniques which use neither 

additive nor multiplicative formulas but impose a different non-linear relationship on 

the modified coefficients or pixels. The majority of these types of algorithms can be 

classified as quantization-based algorithms. 
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3.1.3.2 Quantization-based Algorithms (Substitution Embedding) 

The process of mapping a large –possibly infinite– set  of values to a much smaller 

set is called quantization. 

A quantizer system has two mappings: an encoder mapping and a decoder 

mapping. The encoder divides the range of possible input values into a number finite 

number of intervals (bins) and all values that fall into the same interval are 

represented by the same symbol (codeword). Since there could be (infinitely) many 

distinct samples in each interval, the encoder mapping is irreversible. The decoder 

generates a reconstruction value for each symbol generated at the encoder. 

To use those encoder and decoder mappings to hide some information, the 

features to be watermarked are modified (quantized to some value) according to the 

watermark bit. Figure 3.9 shows an example to this type of watermarking in which 

the image pixel is mapped to the nearest reconstruction point of one of the quantizers 

according to the message bit to be embedded. The X’s and O’s represent 

reconstruction points of two separate quantizers each corresponding to one of the bits 

(0 or 1). This process is called quantization index modulation [119]. 

Figure 3.9 Quantization index modulation. Mapping the image pixel to the nearest 

reconstruction point according to the message bit { }1,0∈m . 

 

dmin 
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The minimum distance mind  between sets of reconstruction points of different 

quantizers determines the robustness of the embedding. 2mind  is, intuitively the 

maximum amount of noise that can be tolerated by the system. That is, if the image 

point quantized to a X-point is subjected to some amount of noise such that its value 

shifts toward the O-point more than 2mind , then the decoding quantizer will decide 

that O-point is the value decided by the encoder and the watermark bit will be 

incorrectly detected. 

3.1.4 Perceptual Adaptation of Watermarks 

In the beginning of our discussion we stated that a watermarking system and a 

communication system has very similar parts and one can be mapped to the other in 

terms of the components involved in the overall process. One of the similarities is 

that in both systems the medium imposes some constraints on the signal carrying the 

information to be transferred through it. In the communications case, we usually 

have maximum average or peak power constraints associated with physical 

limitations of transmission devices. In a watermarking system, we have perceptual 

constraints related to the fact that the watermarked signal should be perceptually 

indistinguishable from the original. 

Watermarks are supposed to be imperceptible. This  requirement raises two 

important questions. How do we measure a watermark’s perceptibility? And how can 

we embed watermarks in a host signal such that it cannot be perceived. Several 

researchers have investigated the human visual system (HVS) to answer these 

questions [121, 123, 127, 128, 100]. 

3.1.4.1 Perceptual Evaluation and Models 

In the watermarking literature, most of the imperceptibility claims are based on 

automated evaluation criteria such as signal-to-noise ratio (SNR) and mean squared 

error (MSE) or on a single observer’s judgements on a small number of trials. These 

empirical methods are not sufficient for proper comparison of watermarking 



 

37 

algorithms. Experiments using real human observers with a large number of subjects 

and a large number of trials can only give a true assessment of invisibility of a 

specific watermark. Although these experiments provide very accurate information 

they are very expensive to conduct and are not easily repeated. Therefore the 

algorithmic quality measures are frequently used. 

The simplest metric or distance function that gives a measure of the distance 

between the original and watermarked image is the mean squared error which is 

defined in Eqn 3.8 as: 

 [ ] [ ]( )21
� − ii

N w II  (3.8) 

 

Although peak SNR and MSE are often used to find a quick and rough 

measure of watermark’s fidelity impact, they actually provide a poor estimate of the 

true fidelity and can be misleading [122]. The three images in Figure 3.10 show such 

an example. The image on the left is a 1 pixel shifted version of the 256×256 Lena 

image (middle) and on the right is the same image with additive Gaussian noise of 

high amplitude. Clearly, a human observer will find the image on the right more 

similar to original. However, the MSE measure does not say so. The calculated mean 

square error for shifted version is 266.6469 while for the noisy version it is 255.4736. 

 

 
 

Figure 3.10 (Left) Lena image with additive Gaussian noise (MSE = 255.4736); (Middle) 

Original Lena image; (Right) Lena image shifted 1 pixel to the right (MSE = 266.6469). 
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Different models are available in the literature and Watson model [47] is one 

of these built for measuring visual fidelity. Watson model consists of a sensitivity 

function, two masking components based on luminance and contrast masking, and a 

pooling component. Although this model is far better than MSE at estimating the 

perceptual effects of noise added to images, it still relies on proper synchronization 

and can overestimate the effects of shifts. Anyway, there are watermarking methods 

that utilizes those perceptual models [37]. 

One of the most important reasons that the error sensitivity based methods 

cannot work effectively is that they treat any kind of image degradation as certain 

types of errors. However, human eye is highly adapted to extract structural 

information from the viewing field, not pixel-wise differences and large errors do not 

always mean large structural distortions. Therefore, a measurement of structural 

distortion should be a good approximation of perceived image distortion. Based on 

this philosophy, Wang and Bovik proposed another metric called image quality index 

(Q) [125, 126, 97]. 

Figure 3.11 shows a set of experimental results. For all 5 of the test images 

(b)-(f) the MSE value is very similar. However, they are perceptually much different 

from each other as anyone might agree. We see that quality index calculation results 

in a more successful perceptual evaluation. 

To find the quality index (Eqn 3.9), first, the original (subscript-x) and test 

(subscript-y) images are subjected to a 8×8 sliding window and for each position of 

the window the formula below is calculated, where bars over letters designate 

average and σ stands for the variance of the pixel values within the window. 

The sliding window calculations results in a quality map of the image where the 

dynamic range of the map is [-1, 1]. The best value is achieved if and only if yi = xi 

for all i. The overall quality index value is the average of the quality map. The 

formulation can be stated as:  
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Perceptual models are used not only to measure the perceptual impact of a 

watermark but also to control it during the watermark embedding process. Most 

watermarking systems attempt to shape the added pattern according to some 

perceptual model to achieve automatic adjustment of the embedding strength and 

obtain a desired perceptual distance. 

 

 
Figure 3.11 Original 512×512 Lena image (a) and 5 different distorted versions: (b) 

contrast stretched, MSE=255 Q=0.9372 (c) Gaussian noise contaminated, MSE=255 

Q=0.3891 (d) impulsive noise contaminated, MSE=255 Q=0.6494 (e) blurred image, 

MSE=255 Q=0.3461 (f) JPEG compressed, MSE=215 Q=0.2876. 

 

3.1.4.2 Perceptually Shaping the Watermark 

Perceptually shaping the watermark by exploiting the basic characteristics of the 

HVS, the watermark energy can be increased thereby improving its robustness. The 

perceptual knowledge may either implicitly (intrinsic in the transform domain) or 
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explicitly be applied in the embedding process. The watermark is locally scaled, 

attenuating some areas and amplifying others, so that the watermark is better hidden 

by the host image. 

 

    
 

Figure 3.12 On the left is a quality map image of a highly watermarked image calculated 

using Wang and Bovik [125] method. The watermarking method is the spatial logo 

embedding technique with a contrast mask based on local image variance applied. The map 

successfully reveals the modified high variance regions. When there is no mask applied 

(right) the watermark effects the image almost in a reverse manner. 

 

 

Watermark shaping is generally achieved by the masks involved in 

embedding formulas (Eqn 3.10). The masks are multiplied with the watermark 

pattern before it is added to the image representation (in a spatial or transform 

domain). 
 

 ( ) ( ) ( ) ( )yxkyxMskyxyxw ,,,, wff ⋅⋅+=  (3.10) 

 

A simple perceptual mask can be constructed in the spatial domain by 

exploiting the local variance characteristics of an image. Lets consider the spatial 

watermarking method we used in Section 3.1.4 to embed logos into the image. If we 

adjust the random pattern amplitude according to the variance of each block we make 

an HVS-aware embedding. This is clearly seen in Figure 3.12. The quality map on 
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the left identifies the modified regions of a watermarked image as low-fidelity (dark 

regions). The smooth areas of the image are not affected at all while textured areas 

and edges received considerable modification. This was expected since the mask 

attenuates the watermark power over smooth areas while amplifying it for textured 

regions and the map shows us that these areas are different then the original. 

If we do not apply the local variance mask, then the quality map (right) is 

almost an inverse of the first one. This time, smooth areas show low-fidelity while 

textured regions are found as very close to original. This is also expected. The 

quality map actually behaves like our eye. The more or less equally distributed 

watermark power hardly creates any perceivable distortion in textured regions, since 

they are high fidelity. However, same watermark power becomes more effective over 

smooth regions and the given quality calculation method finds out that these areas 

are low fidelity. 

There are other ways of obtaining a spatial domain mask. In [36] the masking 

image is generated by filtering the image with a Laplacian high-pass filter and by 

taking the absolute values of the resultant filtered image. One can even use the output 

of a simple Prewitt edge detector as a spatial mask. 

Selecting the features or the transform space for watermark embedding is 

often based on perceptual knowledge and choosing a space where we can 

differentiate perceptually significant and insignificant components of the original 

host signal. We have mentioned that DCT is widely studied for its perceptual 

characteristics. There are masks defined in terms of DCT coefficients like in [70], 

where the squared sum of the 8×8 DCT AC coefficients is used to generate a 

masking image. Experiments show that [71] a perceptually invisible watermark 

modulated with a gain factor locally adapted to such a mask can contain twice as 

much energy as a watermark modulated with a fixed gain factor. 

Masking and watermark embedding domains can be different. For example, a 

spatial mask can be defined even if the watermark is going to be embedded in 

another domain like DFT, DCT or DWT. In this case, the nonspatial watermark is 

first embedded in the image I, resulting in a temporary image Iwt. The watermarked 
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image Iw is now constructed by mixing the original image and this temporary image 

by means of a masking image Msk [106, 103] as in Eqn 3.11. Here, the masking 

image must be scaled to values in the range from zero to one. 

 

 ( ) ( )( ) ( ) ( ) ( )yxyxMskyxyxMskyx wtw ,,,,1, III ⋅+⋅−=  (3.11) 

3.2. Watermark Detection 

The goal in a watermarking system is basically introducing some information into a 

medium and then trying to extract it as reliably as possible. If we think of a 

watermark embedder as the transmitter in a communication chain then a watermark 

extractor will be the receiver. 

In Figure 3.13 we give a somewhat detailed block diagram of watermark 

detection process. The detection may serve two different purposes: deciding whether 

the image under test contains a watermark (if it is watermarked by a 1-bit scheme), 

and extracting a message that the watermark might carry (if it is watermarked by a 

multi-bit scheme). 

 

 

 

 

 

 

 

Figure 3.13 Diagram of a generic watermark detection process [41]. 

 

3.2.1. Detecting 1-bit Watermarks 

We have started analyzing the watermark embedding process with a very basic 

scheme which could be used to embed a single bit of information into an image in 
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spatial domain. For the detection of that watermark we calculate the correlation 

between the received image (test image, suspected to be watermarked) and the 

embedded (reference) pattern (pseudorandom noise). The randomness of the 

reference pattern plays a crucial role here, because pseudorandom sequences 

generated with different seeds have very low cross-correlation values (Figure 3.14). 

The ownership information lies in the key which is generally the seed of the 

random number generator. If the correct key is not known, then the correlation values 

would be much lower than the values with a correct key. Hence, a high correlation 

value, which means the watermark is detected, occurs only when the watermarked 

image is correlated with a pattern with the correct seed (Figure 3.15). 
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Figure 3.14 There are fifteen superimposed plots on the graph above. They are the 

correlation of 14 1D normally distributed random sequences (generated with separate seeds) 

with a reference sequence (generated with seed 10), each of length 100. The positive peak in 

the middle belongs to the autocorrelation trace of the reference sequence. 

 

If we had a high correlation between two patterns generated from different 

seeds, then we would have a high false positive decision rate, which is an undesired 



 

44 

merit for a watermarking system. As an experiment, we watermark the 256x256 

Lena image by simply adding a uniformly distributed pseudorandom {-1, 1} pattern 

with seed 10. Then we calculated correlation coefficients between the watermarked 

image and 15 different random patterns generated with seeds 1 to 15. 
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Figure 3.15 The correlation coefficients between the watermarked Lena image and 15 

different random patterns generated with separate seeds. 10th pattern is the embedded 

pattern, so it is detected as a peak on the correlation coefficients. 

 

The correlation coefficient corresponding to the pattern of seed 10 is largest among 

the other fourteen (Figure 3.15). This experiment shows that the image and the 

random patterns are weakly correlated. This is also a requirement since we want the 

correlation value, which we use to decide about watermark existence, to depend only 

on the random pattern added to the image. 

To be convinced that the watermark is detected with the correct key, the 

recovered (possibly distorted) watermark pattern is correlated with original, 

undistorted random patterns having various (generally around 1000) different 

seeds/keys and it is required that one pattern with correct seed (having the same seed 

as the embedded random pattern) results in a high correlation value. 
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The majority of the systems proposed in the watermarking literature, exploit a 

correlation-based detection measure for detecting the watermark. There are several 

forms of correlation used in watermark detection. The most basic one is the linear 

correlation. Other common types are normalized correlation and correlation 

coefficient7. 

In some systems the correlation value between the suspected and reference 

patterns are computed explicitly, while some methods define ways of detection 

sounding different but that are mathematically equivalent to correlation. 

Whether the watermark is detected or not is not generally based on a human 

observer’s decision on the availability of a peak in correlation plots. It is common to 

set a threshold, T, on the detection value. If it exceeds the threshold the watermark 

detector automatically decides that the test image contains the watermarked. In this 

case, the selection of the threshold plays an important role on the detector 

performance. Because a suboptimal threshold may cause a high percentage of false 

negatives ( fnP ) or false positives ( fpP ). 

Kim and Moon [33] uses a threshold (S) calculation formula (Eqn 4.13) 

calculated from the embedding strength (α) and the mean of the amplitude of the 

watermarked coefficients ( iV ′ ) which are in the wavelet domain (M is the number of 

the watermarked coefficients): 

� ′=
i

iV
M

S
2
α

. 

3.2.2. Detecting Multiple-bit Watermarks 

We embedded multiple bits by dividing the image into several blocks 

(subimages) and making the embedding into each block, say Ij under control of a 

single bit bj. For the detection, the detector again calculates the correlation between 

the subimage and corresponding random pattern. It assigns the value 1 to the 

                                                 
7 See Appendix A.3 for a brief description of each 
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Iw: 95 103 98 95 98 99 90 97 98 93 97 

 

E[(V1 – E[V1]).(Iw – E[Iw])] = 15.6 � b1:0 E[(V5 – E[V5]).(Iw – E[Iw])] = 21.6 � b5:0 

E[(V2 – E[V2]).(Iw – E[Iw])] = 16.4 � b2:0 E[(V6 – E[V6]).(Iw – E[Iw])] =-23.6 � b6:1 

E[(V3 – E[V3]).(Iw – E[Iw])] =-26.4 � b3:1 E[(V7 – E[V7]).(Iw – E[Iw])] =  3.1 � b7:0 

E[(V4 – E[V4]).(Iw – E[Iw])] = -3.1 � b4:1 

 

constructed watermark bit if the correlation exceeds a certain threshold T, otherwise 

the watermark  bit is assumed to be zero. 

To avoid using a threshold, we can add two different random patterns P0 and 

P1 for watermark bit 0 and 1, respectively. This time detector correlates each 

subimage with both of the random patterns. Then the bit value corresponding to the 

pattern that gives the highest correlation with the watermarked image is decided as 

the received bit. We can use this method in a wiser way by selecting the patterns P0 

and P1 such that they differ only in sign, that is P0 = -P1 [62]. Then in this case, the 

detector only has to calculate the correlation between the subimage and one of the 

patterns, say P0. If the correlation is positive then bit is decided as 0, if it is negative 

then the received watermark bit is assigned to 1. 

 

Figure 3.16 Extraction of the bits from the CDMA watermark. 

 

Our other alternative for embedding multiple bits was to use the DS-CDMA 

technique. In this case, the bits bi are extracted by calculating the correlation between 

the normalized (mean subtracted) image and the corresponding pseudorandom 

pattern vi. If the correlation is positive, the bit value is decided as 0, otherwise the 

watermark bit assumed to be one. In Figure 3.16 the detection scheme is illustrated 

again on the 1-dimensional example. All bits b1…b7 are correctly extracted. 

This form of spread spectrum is resistant to cropping (provided that is 

synchronised), non-linear distortions of amplitude and additive noise. Also, since it 

has good statistical properties it can be mistaken for noise and go undetected by an 

eavesdropper. 



 

47 

Figure 3.17 shows  the detection results for a logo embedded using the basic 

multi-bit embedding technique in spatial domain. The logo is a binary image of size 

32×128 (4096 bits). When the watermarked image is JPEG-compressed with quality 

of 70 and 30 we can detect about 83% and 76% of the bits correctly, respectively. 

For a watermarking technique which decides on the existence of the watermark 

according to the number of correctly detected bits, these percentages might mean that 

the watermark is not detected. However, when the bits make up an image as in this 

case, the extracted bits make sense and we can say that the watermark is detected. In 

the 30% compression case, although it is heavily corrupted the logo can still be 

recognized. Although the example given makes the embedding in spatial domain, it 

is possible to do it in a transform domain like block-DCT. 
 

 

    

 
 

Figure 3.17 Original logo (above left), extracted logo after JPEG-70 compression (above 

right), extracted logo after JPEG-30 compression (below). 

3.2.4. Detection Errors 

During the detection process, the watermark detector can make two types of 

errors. It can detect the existence of a watermark although there is none (false 

positive), or the detector can reject the existence of the watermark even though there 

is one (false negative). 

In order to decrease the error probabilities fnP  and fpP , the first thing to do is 

to increase the power ( 2
Wσ ) in the watermark pattern, since for an image consisting of 

N pixels and detection threshold T those probabilities are (as calculated in [1]): 
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If the watermark pattern only consists of integers {-1, 1} with a uniform 

distribution, the errors fnP  and fpP  can be minimized by increasing the strength 

parameter k. However, it cannot be increased unboundedly since larger k decreases 

the quality of the watermarked image. 

The probability function for the detection process is presented in Figure 3.18. 

In that figure, the peak on the left corresponds to the detection value distribution for 

non-watermarked images. It is seen that some non-watermarked images result in a 

detection values above threshold T, which means a watermarked is detected. Thus, 

resulting in a false positive. The peak on the right is the detection value distribution 

for watermarked images. In this case, for some watermarked images correlation gives 

a value less than the threshold, causing a false negative. 
 

 
 

Figure 3.18 Errors in detection by correlation [71]. 

 

3.2.5. Improving Watermark Detection 

In Section 3.1.4.2 and 3.2.3 we mentioned about using the pixels of a binary logo 
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image as the bit stream of  the spatial domain multi-bit watermarking technique and 

in Section 3.2.1.1 it is claimed that increasing watermark power by increasing the 

strength parameter improves detection. Figure 3.19 shows a plot of the increase in 

the correctly recovered bits as the gain/strength parameter increases. The gain 

parameter k directly affects the embedding power since the embedded sequence is 

multiplied by it before being added to the host image. 

However, increasing the power of the watermark results in a loss in the 

watermarked image quality. So, robustness is traded with fidelity (invisibility) as we 

expected. With k equal to 5 the image quality index between the watermarked and 

original image is 0.717, PSNR is 34.036 dB and MSE is 25.672 which are moderate 

figures and the resultant image is acceptable. 

Another strategy to obtain a better detection value is to apply a matched 

filtering before correlation [39]. The filtering helps remove the interference between 

the host image content and the watermark especially in the low-frequency bands. The 

following convolution kernel Fedge can be used to filter out the low frequencies (Eqn 

3.12). 
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Figure 3.19 The percentage of correctly recovered pixels vs. JPEG quality for 4 different 

values of k parameter. 

 

 

The experimental results also verify the positive effect of filtering as in 

Figure 3.20 which gives how the percentage of correctly recovered bits increases if 

the filter is applied to a watermarked image watermarked with strength k equal to 3. 

The logo watermarking method that we borrowed from Section 3.1.4.2 

embeds each logo pixel to a block of host image. In the experiments above, that 

block size is always 8×8 pixels. Hence, 64 pixels (512 bits) of host image are used to 

hide a single bit of information (logo pixel). We can increase the probability of 

detecting each information bit correctly by embedding it in larger blocks, that is, by 

decreasing the payload. This requires either a larger host image or a smaller logo 

image. Therefore, we verify that payload and robustness are also conflicting 

requirements. Figure 3.21 shows the results with a 16×16 logo, that is the subimage 

block size is 32×32 instead of 8×8. The increase in the robustness is significant. 
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Figure 3.20 The effect of applying a high-pass filter before watermark detection (k=3). 
 

 

 
Figure 3.21 (Left) The increase in the robustness of the logo watermarking scheme by 

decreasing the payload. (Right) The 16x16 binary logo image, the payload. 
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3.3. Attacks on Digital Watermarks 

In watermarking terminology, an attack is any processing that may impair detection 

of the watermark or communication of the information conveyed in the watermark. 

The processed watermarked data is then called attacked data. 

Robustness is an important aspect of any watermarking scheme. Its notion is 

clear: A watermark is robust if it cannot be impaired without also rendering its 

carrier (cover, host) data useless. Hence, an attack can only be said to be successful 

to defeat  watermarking scheme if it impairs the watermark beyond acceptable limits 

while maintaining the perceptual quality of the attacked data. 

Since the complete theoretical analysis of the robustness of an algorithm 

against different attacks is too complicated researchers use the results of experiments 

commenced by some benchmarking tools like Stirmark [96] and Unzign [35]. 

 

 

 

Figure 3.22 Classification of watermark attacks [91]. 

 

 

The literature of watermarking attacks is also huge. The wide class of existing 

attacks can be divided into four main categories: removal attacks, geometrical 

attacks, cryptographic attacks and protocol attacks. Figure 3.22 summarizes the 

different attacks [91]. We will mention about them briefly. 
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3.3.1. Removal Attacks 

Removal attacks aim at complete removal of a watermark from the cover data. 

Denoising stems from the idea that watermark can be treated as a noise of some 

statistical properties. Therefore, it can be estimated from the available copy of 

watermarked data. Image denoising is mostly based on maximum likelihood (ML), 

maximum aposteriori probability (MAP) or minimum mean square error (MMSE) 

criteria. Lossy compression has been shown to have roughly the same influence on 

noise removal as denoising. 

A relatively new method called remodulation attack predicts the watermark 

via subtraction of the median filtered version of stego (watermarked) image from the 

stego image itself. It is additionally high-pass filtered, truncated and then subtracted 

from the stego image with a constant amplification factor of 2. However, this scheme 

performs well only for high-pass watermarks. When the watermark spectrum is well-

matched with the host image the attack shows poor performance. Hence, here we see 

the importance of perceptual adaptation methods since they provide a way of 

invisibly embedding the watermark into the lower frequency bands of the image. 

Other attacks in this group are statistical averaging and collusion attacks. 

Many instances of a given data , each time signed with a different key or different 

watermark are averaged to compute the attacked data. If the number of available data 

sets is large enough the embedded watermark may not be detected anymore 

assuming that on average it will yield zero mean. With the collusion attack, many 

instances of the same data are available, but this time the attacked data is generated 

by taking only a small part of each data set and rebuilding a new attacked data set. 

Some countermeasures for the video watermarking application are suggested in [25] 

by Deguillaume. 

3.3.2. Geometrical Attacks 

In contrast to the removal attacks, geometrical attacks intend not to remove the 

embedded watermark itself, but to distort it through spatial or temporal alterations of 
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the stego data. The attacks are usually such that the watermark detector loses 

synchronization with the embedded information. 

The most well-known integrated software versions of these attacks are 

Unzign and Stirmark. Unzign introduces local pixel jittering and is very efficient in 

attacking spatial domain watermarking schemes. Stirmark introduces both global 

geometrical and local distortions. The global distortions are rotation, scaling, change 

of aspect ratio, translation and shearing that belong to a class of general affine 

transformations. The line/column removal and cropping/translation are also 

integrated in Stirmark. 

Although robustness to global affine transformations is more or less a solved 

issue, the local random alterations integrated in Stirmark still remains an open 

problem almost for all techniques. The so-called random bending attack exploits the 

fact that the human visual system is not sensitive against shifts and local affine 

modifications. Therefore, pixels are locally shifted, scaled and rotated without 

significant visual distortions. 

Figure 3.23 shows how random bending, one of the toughest-to-survive 

geometrical attacks implemented by Stirmark, affects an image. In a natural image it 

is almost impossible to observe the effect. Hence, although you see no distortion at 

all the detector fails to detect the watermark. 

3.3.3. Cryptographic and Protocol Attacks 

Cryptographic attacks are brute force methods to find the secret information 

through exhaustive search. Since many watermarking schemes use a secret key it is 

very important to use keys with a secure length. The protocol attacks aim at general 

watermarking framework. The two examples given are watermark inversion 

introduced by Craver et al. [19], and the copy attack [26]. 
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Figure 3.23 The effect of Stirmark random bending attack can be better seen on a grid. 

 

To resist watermark inversion, the copyright protection algorithm watermarks 

need to be non-invertible. Otherwise, an attacker who has a copy of the stego data 

can claim that the data contains also the attacker’s watermark by subtracting his own 

watermark, thereby creating an ambiguity. Non-invertibility requires that it should 

not be possible to extract a watermark from non-watermarked image. As a solution, it 

is proposed to make watermarks signal-dependant by using a one-way function. 
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CHAPTER 4 

ALGORITHMS AND EXPERIMENTS 

 

 

The field of digital watermarking has been very popular since it emerged and it is a 

rapidly developing branch of image processing with several conferences, workshops 

and more than 100 papers published each year. In this chapter we will look in more 

detail to 9 selected algorithms among this enormous diversity of approaches to the 

problem of watermarking and discuss their performance in terms of robustness 

against a set of attacks. 

The selected algorithms are previously implemented by Peter Meerwald [119] 

as DOS-based executables. As a part of the thesis work we prepared a software that 

provides a graphical user interface to use these algorithms and also the Stirmark, so 

that one can do the whole watermarking process (embedding-attacks-detection) on a 

Windows panel instead of typing command line options. The results and created 

files, whose names can be entered into the program, are stored in folders specified by 

the user. 

In general, watermarking algorithms can be classified according to many 

properties. Most common are their working domain (spatial or frequency), 

availability of the original host image for detection (blind or non-blind), human 

perception (visible or invisible), target document type (text, audio, image or video), 

and the purpose (copyright protection—robust, temper detection—fragile, data 

hiding, etc). 
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The algorithms that we will examine in the following sections differ from 

each other in their working domain (spatial, DCT or DWT), detection mechanism 

(blind or non-blind) and payload (single bit or multiple bits). This way, we will be 

covering most of the available watermarking methodologies, since these are the 

major categories the robust watermarking algorithms can be classified into. 

We will give plots, figures about their robustness against a number of attacks 

implemented by Stirmark v3.1 [95, 96], IrfanView and Adobe Photoshop and try to 

end up with generalizations and comments on the relationship between their 

algorithmic properties and their performance (robustness). 

4.1. Spatial Domain Technique (Bruyn) 

The spatial domain technique described below is developed by V. Darmstaedter, J. F. 

Delaigle. J. J. Quisquater, B. Macq [94]. It is an improved version of the original 

method by Bruyndonckx, Quisquater, and Macq [3]. 

This is a multi-bit embedding scheme working in the spatial domain. The 

watermark is a bitstream carrying the copyright information. 

Embedding method is block-based. Each bit of the watermark is spread over 

one 8×8 block of the spatial image. The main purpose of the choice is that 8×8 

corresponds to the size of JPEG blocks. So the effects of JPEG compression affect 

each embedded bit independently. 

For a 512×512 image this block size allows 4096 bits to be embedded. Since 

this capacity is more than sufficient for the copyright information, the information 

can be embedded redundantly using simple repetition coding or other codes like 

BCH with error-correction capability thereby increasing the robustness. 

The embedding algorithm first classifies the pixels in each block into zones of 

homogeneous luminance values. Before deciding on the zones the block is first 

classified according to the one of the 3 contrast types (Figure 4.1) it belongs to. 

1. Hard contrast 

2. Progressive contrast 

3. Noise contrast 
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Figure 4.1 Example block images corresponding to each contrast type. 

 

 

The contrast type of the block is decided according to the metrics computed 

from a slope function ( )xS , which is the slope of ( )xF , an increasing function of the 

luminance of the block pixels where ( )1F  is the lowest luminance value in the block 

and ( )2nF  is the highest luminance value, n being the block size. 

Let Smax be the maximum slope of F, located at index α=x . If Smax is lower 

than a given threshold T1 the block has a noise contrast, otherwise it has either 

progressive or hard contrast. In this case, two indexes ß+ and ß-, closest to � and 

respectively higher and lower satisfying ( ) ( ) 2TSS >− +βα  and ( ) ( ) 2TSS >− −βα , are 

defined where T2 is another threshold value. The block is a hard contrast type if 

−+ == ββα  (there is a step in ( )xF  at α=x ) and it is progressive otherwise. 

After the contrast type is decided it is now possible to classify the pixels 

( )jip ,  into zones according to the following the rules below: 

° For progressive and hard contrasts; 

 if ( ) ( )−< βFjip , , ( )jip ,  belongs to zone-1, 

 if ( ) ( )+> βFjip , , ( )jip ,  belongs to zone-2. 

° For noise contrasts the pixels are separated in two groups having the same 

dimension; 

 if ( ) ( )2, 2nFjip < , ( )jip ,  belongs to zone-1, 

  if ( ) ( )2, 2nFjip > , ( )jip ,  belongs to zone-2. 
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The blocks are also divided into two categories (A and B) to “find a room” 

for embedding the watermark bit because a direct modification on the zones is 

reported to be neither robust nor acceptable for the invisibility. The subdivision is 

determined by a grid whose structure is defined before the embedding. Figure 4.2 

shows two different grids as an example. 

 

 

 
 

Figure 4.2 Category grids for an 8×8 block: 2×2 grid (left), 4×4 grid (right). 

 

 

It is also noted that the grid that one uses to watermark the image must be 

kept secret. It is easier to remove the watermark once the knowledge of the grid is 

revealed. For increased security the grid may be changed for every block according 

to a secret key. 

From the steps unto now, 4 different groups of pixels are defined depending 

on the zone (1 or 2) and the category (A or B), namely 1A, 1B, 2A, and 2B. The 

number of pixels in each group will be denoted by n1A, n1B, n2A, and n2B. 

Next, 6 mean values are computed from these subdivisions of pixels: m1A, 

m1B, m2A, m2B, m1, and m2. The last two are the zone means, that is the means 

combined from the two categories in each zone. The embedding of a bit b in the 

block is performed through the relationship between categories luminance mean 

values. The embedding rule is given by 4 formulas (Eqns 4.1-4.4) and two constraint 

equations (Eqn 4.5 and 4.6). The constraints are required to conserve the mean value 

within a zone in order to make the embedding invisible to the eye. 
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° if 0=b  : lmm AB =− *
1

*
1  (4.1) 

 lmm AB =− *
2

*
2  (4.2) 

° if 1=b  : lmm BA =− *
1

*
1  (4.3) 

 lmm BA =− *
2

*
2  (4.4) 

( ) ( ) 111
*
11

*
11 mnnmnmn BABBAA =+⋅+⋅  (4.5) 

( ) ( ) 222
*
22

*
22 mnnmnmn BABBAA =+⋅+⋅  (4.6) 

 

where the quantities with a superscript asterisk denote the mean values after the 

pixels are modified and l is the embedding level. 

To extract the embedded bits the size of the blocks (here we assume it is 8×8) 

and the grid(s) must be known. The pixels of the suspected image are divided into 

8×8 blocks and the pixels in each block are classified into zones and categories just 

like the embedding procedure. Then the following values are computed: 
 

BA mm 111 −=Σ  and BA mm 222 −=Σ  

 

and the following cases appear: 

1. :021 >Σ⋅Σ  1=b  if 01 >Σ  and 0=b  if 01 <Σ  

2. :021 <Σ⋅Σ  find ( ) ( ) 222111 Σ⋅++Σ⋅+=Σ BABA nnnn ; 

 1=b  if 0>Σ  and 0=b  if 0<Σ , 

 however result is uncertain 

3. :021 ≈Σ⋅Σ  find ( )21 ,max ΣΣ=Σ ; 

 1=b  if 0>Σ  and 0=b  if 0<Σ ,  

 however result is uncertain. 
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4.2. DCT Domain Techniques 

4.2.1. DCT Algorithm 1 (Cox) 

The algorithm examined below is described by Cox, Kilian, Leighton, and Shamoon 

[102]. It is probably the most well-known paper on watermarking subject. Its 

reputation comes from the ideas suggested by it: the relation between spread 

spectrum communication and watermarking8 and embedding the watermark to 

perceptually significant components of an image. These ideas are largely accepted 

and they affected almost all researchers after it is published. 

The watermark is a Gaussian sequence of real numbers selected from N(0,1). 

Alternative distributions like {1,-1}, {0,1} or [0,1] are also possible but authors state 

that such distributions leaves the image vulnerable to attacks using multiple 

watermarked documents. 

n significant coefficients are altered according to Eqn 4.7. n is at the same 

time the length of the watermark nxxX ,,1 �=  and iv  are the DCT coefficients 

except the DC coefficient. 
 

 ( )iiii xvv α+=′ 1  (4.7) 

 

 iα  is a scaling parameter and it is coefficient adaptive since different spectral 

components may be more or less tolerant to modification. One way of determining 

the value of iα  is to create a degraded version *I  of the original image I  and choose 

iα  to be proportional to the deviation in that degraded coefficient, namely 

iii vv −= *δ , or proportional to the average of iδ ’s. However, the authors used a 

constant value 1.0=α  for all their experiments in the paper. 

Extraction of the watermark assumes that the original (cover) image is 

available at the detector. After the possibly corrupted watermarked image *I  is 

                                                 
8 See Appendix A.1 for more information on the relationship between spread spectrum 

communications and watermarking. 
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received at the detector, it is DCT transformed and the supposed-to-be-watermarked 

coefficients are selected to form **
1

* ,, nxxX �= . 

Before applying the popular similarity function in Eqn 4.8 applying some 

pre-processing to *X  is proposed to enhance the ability to detect the watermark. 
 

 ( )
**

*
*,

XX

XX
XXsim

⋅
⋅=  (4.8) 

 

The pre-processing on *X  aims to decrease the value of the term ** XX ⋅  so that the 

similarity peaks more significantly if watermark exists. The way of pre-processing 

offered by the authors is a simple transformation like ( )*** XExx ii −←  or 

( )( )*** XExsignx ii −← . Both of these transformations yield superior values for 

similarity. 

4.2.2. DCT Algorithm 2 (Koch) 

Our second DCT-based algorithm presented below is developed by E. Koch 

and J. Zhao [2]. The proposed approach, called Randomly Sequenced Pulse Position 

Modulated Code (RSPPMC) copyright labelling, is rooted in the well-known fact 

that typical digital images of people, buildings and natural settings can be considered 

as non-stationary statistical processes, which are highly redundant and tolerant of 

noise. 

The watermark is some sequence of binary values, { }1,0∈iw . The algorithm 

pseudorandomly selects 8×8 blocks of DCT coefficients of the image. Within each 

block ib , two coefficients in the middle frequencies are again pseudorandomly 

selected. 

In a later work by Koch and Zhao [107] that is based on this paper, a way of 

rejecting certain blocks or coefficient pairs is introduced. Such an operation is 

performed to improve the watermark transparency of the method but it also decreases 

the amount of payload. 
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For watermark embedding first each block is quantized using the JPEG 

quantization matrix and a given quantization parameter Q, in a manner reflecting 

acceptable information loss in the image for the application. Then two coefficients, 

namely ( )11,nmci  and ( )22 ,nmci  in the block ib  are selected and the absolute 

difference between the two is computed as follows:  
 

( ) ( )2211 ,, nmcnmc iii −=∆  

 

The code pulses, i.e. high or low, representing the binary code being 

embedded, are superimposed on the selected locations. In order to embed 1 bit of 

watermark information (code pulse), iw , the selected coefficient pair is modified 

such that the distance becomes: 
 

�
�
�

=−≤
=≥

=∆
0
1

i

i
i wifq

wifq
, 

 

where q is the parameter controlling the embedding strength. The quantized data is 

decoded; and then, inversely transformed to produce the labelled image data. 

For the detection, the difference ( ) ( )22
*

11
** ,, nmcnmc iii −=∆  is calculated 

from the test image. The detected bit is decided high (1) if 0* >∆ i , or low (0) if 

0* <∆ i . In order to introduce a noise margin into the detection to take into account 

the JPEG quantization process, the tests can be modified as to decide 1 if pi >∆* , or 

0 if pi −<∆* . 

It is reported in the paper that a copyright label code could be embedded in 

several images, using pulses with sufficient noise margins to survive common 

processing, such as lossy compression, colour space conversion, and low pass 

filtering. 

This scheme is later extended in [107] by the author to enforce a relationship 

between three coefficients instead of two. This allows encoding the watermark bit in 

a more robust way and provides a technique to skip blocks that are not suitable for  
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watermark embedding. 

4.3. DWT Domain Techniques 

4.3.1. DWT Algorithm 1 (Corvi) 

This algorithm is presented by Marco Corvi and Gianluca Nicchiotti [21]. It is a non-

blind detection system utilizing wavelet coefficients for watermark embedding. 

The embedding media is the LL-subband of the wavelet decomposition. As a 

watermark, a Gaussian sequence of pseudo-random real numbers is created. Since all 

LL-subband coefficients are used for watermark embedding, the size of the 

watermark pattern is equal to the size of the LL-subband of the host image. 

Embedding rule is very simple and it is formulated as below: 

 

( ) ( )[ ]( )Wfnmffnmf meanmeanw α+−+= 1,, , 

 

where meanf  is the average value of the coefficients. The embedding rule is a 

modified version of the multiplicative formula, hence the perceptual adaptation is 

inherently performed both by the HVS-matching characteristic of the wavelet 

transform and the automatic fitting of the watermark pattern to the wavelet 

coefficients provided by multiplication operation. 

The modification made in the original embedding formula makes the DC 

component of the LL-subband is unmodified since coefficient mean is subtracted 

prior to embedding. 

Since the original image is assumed to be available at the detector, for the 

detection the LL-subband of the original image is subtracted from the tested image’s 

LL-subband to obtain a watermark estimate. Then this estimated pattern is checked 

to be similar to the original watermark pattern. 
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4.3.2. DWT Algorithm 2 (Dugad) 

This algorithm is developed by Dugad, Ratakonda, and Ahuja [31]. It is based on 

modifying the detail subbands of the wavelet transform representation of the image. 

The watermark is a Gaussian sequence of pseudo-random real numbers, xi, 

with zero mean and unit variance matching the size of the detail subbands after the 

host image is decomposed using a 3-level wavelet transform with Daubechies 8-tap 

filters. 

The low subband is left out and all coefficients whose magnitude is above a 

given threshold 1T  in  other (detail) subbands are selected for modification. 

Watermark is added to those detail coefficients only. 1T  controls the amount of 

watermark added to the image. This approach is different than Cox’s [102] or Piva’s 

[103] which fix the number of coefficients to be watermarked. Hence, they add same 

amount of watermark to two different images which possibly have different 

properties, like the amount of smooth or textured areas. 

No explicit visual masking is performed for embedding. The detail subbands 

of DWT already contain edge and detail information. Hence masking is actually 

inherent in this technique. The embedding equation (Eqn 4.9) is similar to that in 

[102] where i runs over all detail DWT coefficients larger than 1T . In the paper α  is 

taken as 0.2. 
 

 iiii xVVV α+=′  (4.9)  

 

Detection is performed using correlation. Only the coefficients above a 

detection threshold 12 TT >  are considered. 2T  is required to be strictly larger than 1T  

for robustness since some coefficients, which were originally below 1T , may become 

greater than 1T  during image manipulations. 

Detection process is blind (without the original image). The correlation z  

between the detail DWT coefficients iV̂  of the corrupted (attacked) watermarked 

image and the reference watermark is computed as in Eqn 4.10 where i runs over all 
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detail DWT coefficients larger than 2T  and M is the number of such coefficients. 

 

 �=
i

ii xV
M

z ˆ1
 (4.10) 

 

The detection threshold S  is computed using the same equation (Eqn 4.13) as 

in Kim’s paper [33]. The denominator is 2M instead of 3M as used in [103] because 

the number of samples over which the correlation is computed is generally smaller in 

this method and because no explicit masking is involved. 

4.3.3. DWT Algorithm 3 (Kim) 

The algorithm designed by J. R. Kim and Y. S. Moon [33] is the third wavelet based 

watermarking technique we are going to examine. 

The watermark pattern to be added is a Gaussian distributed random vector is 

generated from a uniform distributed vector using Box-Muller transform. This 

pattern is added to perceptually significant coefficients that are determined using a 

level-adaptive thresholding scheme defined in Eqn 4.11. The threshold iT  for the ith 

DWT decomposition level depends on the maximum absolute coefficient iC in that 

ith level subbands, namely LHi, HLi, and HHi. 
 

  
( )1log 22 −= iC
iT  (4.11) 

 

After the thresholds are calculated for each subband, the watermark is 

embedded to the selected coefficients adaptively according to the multiplicative 

formula iiii XVVV α+=′ , where iV ′  and iV  represent watermarked and original 

selected coefficients respectively, iX  is the ith element of the random vector, and α  

is a small value like 0.04 for LL subband, in which coefficient values are 

considerably larger than other bands. For other subbands, the scale factor is properly 

tuned according to the decomposition level. Since the mean of wavelet coefficients is 

reduced by half as one level goes up, scale factor α is increased twice. In the paper, 
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scale factors 0.1, 0.2, and 0.4 are used for level 3, 2, and 1 respectively. This 

adjustment of the scale (gain) factors improves the performance of robustness and 

invisibility. 

 

 

 
 

Figure 4.3 Block diagram representation for detection process in DWT-Algorithm 3. 

 

 

Detection requires original image. As illustrated in Figure 4.3, first original 

and watermarked images are DWT transformed. Then, the wavelet subbands of the 

original image are subtracted from those of watermarked image. This gives us the 

extracted watermark. In order to decide on the detection result, we calculate the 

similarity between the original and the extracted watermark using Eqn 4.12 and 

apply a threshold S to that similarity value. 

Following two formulas calculates the percentage of the remained watermark 

after the attack and the threshold, S , level respectively. In the first formula (4.12) 
*X  is the extracted watermark and in the second formula (4.13), M is the number of 

modified coefficients and α is the scale factor used in watermark insertion.  
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4.3.4. DWT Algorithm 4 (Wang) 

In this algorithm introduced by Houng-Jyh Wang, Po-Chyi Su, and C. C. Jay Kuo in 

[46], the watermark is a sequence of length wN  consisting of real numbers between -

1 and 1. We will denote the kth element of that watermark sequence by kW , where 

[ ]wNk �1∈ . 

The image is first DWT transformed to a desired level of resolution and then 

the watermark is embedded only to a selected number of significant coefficients in 

the detail subbands. The approximation subband remains unmodified. The 

coefficients in the subband s are denoted by ( )yxCs , . 

Coefficient selection is motivated by the principle for the design of the multi-

threshold wavelet codec (MTWC) [104, 105]. This method gives a perceptual 

weighting for different significant wavelet coefficients, and sets a limit on the bound 

of fidelity loss after watermark casting. The significant coefficient selection starts 

with assigning an initial threshold value computed by 
( )[ ]

2

,max , yxC
T syx

ss
∀= β  to 

each of the detail subbands and initially all coefficients are unselected. sβ  is the 

weighting factor of subband s. Then the algorithm proceeds as follows: 

 

1. Select the subband with the maximum value of sT . 

2. For the selected subband, examine the set off all yet unselected coefficients, 

and out of that set select the coefficients greater than the current threshold of 

that subband. 



 

69 

3. Modify each one of the selected coefficients by adding the next watermark 

symbol kW  according to the following formula: 

( ) ( ) ksssks WTnmCnmC α+=′ ,,, , 

where C′  is the watermarked image coefficient and ( ]0.1,0.0∈sα  is a scaling 

factor to adjust the trade-off between robustness and image fidelity 

(increasing/decreasing sα  will result in increased/decreased robustness but 

also increased/decreased perceptual disturbance). 

4. Update the subband’s threshold 
2

snew
s

T
T = . 

5. Repeat steps 1 to 4 until there are no watermark symbols left to cast. 

 

The detection mechanism makes use of the original image (hence non-

oblivious). Let *C  be the coefficients of the received image which has probably gone 

through various attacks. The difference between the *C  and the original unmarked 

coefficients C in the selected significant coefficient position can be written as:  
 

( ) ( ) ( )nmCnmCnmE sksks ,,, *
,

*
, −=  

 

Then the similarity between C* and C is calculated as:  

 

( )
( ) ( )

( ) ( )nmEnmE

nmEnmE
NCCsim

ksks

N

k
ksks

w

w

,,

,,
,

,
*
,

1
,

*
,
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�

=

⋅
=  

 

where ( ) kssks WTnmE α=,,  is the amount of modification added by the embedding 

formula or in other words the original watermark. 

In the same paper a blind (oblivious) detection scheme by truncating selected 

significant coefficients to some specified value is also introduced. 
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4.3.5. DWT Algorithm 5 (Xia) 

This algorithm by Xiang-Gen Xia, Charles G. Boncelet, and Gonzalo R. Arce [44] is 

a 1-bit watermarking scheme based on adding a key-dependent Gaussian random 

sequence through an embedding formula and its detection by correlation. 

The noise sequence, ( )nmN , , is a zero mean and unit variance Gaussian 

sequence. First, the image ( )nmx ,  is decomposed into several subbands with a 

typical pyramid structure of DWT, which is shown in Figure 4.4 below. 

All coefficients, ( )nmy , , except the ones in the lowest frequency LL-band 

(LL3 for Figure 4.4) are watermarked by adding the pattern ( )nmN , according to the 

equation below:  

 

( ) ( ) ( ) ( )nmNnmynmynmy ,,,,~ 2α+=  

 

DWT coefficients at the lowest resolution remain unchanged. Then the two-

dimensional IDWT of the modified coefficients combined with the unchanged 

coefficients is computed to obtain ( )nmx ,~ . For this resultant image to have the same 

dynamic range as the original image, it is modified according to Eqn 4.14. The 

resultant image ( )nmx ,ˆ  is the final watermarked image. 

 

 ( ) ( )( ) ( ) ( )( ){ }[ ]nmxnmxnmxnmx ,min,,~max,,maxmin,ˆ =  (4.14) 

 

The original image is assumed to be available to the decoder for watermark 

detection. The decoding method proposed is hierarchical and is described as follows: 

First, the received and original images are decomposed into four bands, i.e. LL1, 

LH1, HL1, and HH1 only. 
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Figure 4.4 Representation of the pyramid decomposition in DWT. 

 

 

Comparison starts at the HH1 band. The signature added in the HH1 band and 

the difference of the DWT coefficients in HH1 bands of the received and original 

images are compared by calculating their cross correlations. If there is a peak in the 

cross correlations, the signature is said to be detected. Otherwise, the signature added 

in the HH1 and LH1 bands are compared to the difference of the DWT coefficients in 

the HH1 and LH1 bands, respectively. If there is a peak, the signature is detected. 

Otherwise, we consider the signature added in the HL1, LH1, and HH1 bands. If there 

is still no peak in the cross correlations, we continue to decompose the original and 

the received signals in the LL1 band into four additional subbands LL2, LH2, HL2 and 

HH2 and so on until a peak appears in the cross correlations. Otherwise, we decide 

that the signature can not be detected. 

4.3.6. DWT Algorithm 6 (Xie) 

In this paper by Xie and Arce [42], authors extend their previous work on digital 

image signatures [98, 99]. They use a method that they call “etching algorithm” to 

embed the watermark into the entire low frequency band of the wavelet decomposed 
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image. A non-overlapping 31×  horizontal window is slided over the subband 

coefficients. The elements the window overlaps are denoted as 321 ,, bbb , which are 

coefficients at the coordinates ( ) ( ) ( )jijiji ,1,,,,1 +− . 

These 3 coefficients are sorted and the one in the middle (the median of 

three) is modified using a nonlinear transformation. Let ( )1b  denote the lowest of the 

three coefficients, ( )2b  the median and ( )3b  the highest of coefficients. 

First, the range between ( )3b  and ( )1b  is divided into intervals of length ∆  

(Eqn 4.15). This creates regions kR  whose boundaries can be denoted as [ )kk ll ,1− . 

For a median coefficient ( ) kRb ∈2  and watermark bit x  the transformation for 

engraving a single watermark bit is done according to Eqn 4.16. 

 

 
( )

2
31 bb +

⋅=∆ α  (4.15) 

 ( ) 0,1
0,1

1
2 ==
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Figure 4.5 A pictorial summary of the Xie’s bit engraving method. 
 

 

 b1  |  b2  |  b3 

 b1  |  b2  |  b3 

SORTING e.g. b3 < b1 < b2, median is b1 = b(2) 

QUANTIZE 

MEDIAN 

b’1 = Q(b1) 

 b’1 |  b2  |  b3 
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Figure 4.6 gives a pictorial representation of this transformation formulated 

above. Detection is blind. The sliding window is applied to the suspected image 

coefficients. The median of the sliding window is determined and quantized to obtain 

a reconstruction point. The bit value associated with that reconstruction point 

becomes the extracted watermark bit. 

The authors proposed to adopt the SPIHT compression algorithm [100] into 

this watermarking method. The lowest bit level at the end of coding is denoted by 

m . The watermark capacity can be greatly increased if multiple bits can be engraved 

in each window location. This is possible if the range ( ) ( )13 bb −  is significantly larger 

than the threshold m2 . In that case the length-∆ intervals are further splitted into 

smaller regions. 

 

 
 

Figure 4.6 A representation of the single bit (above) and multi-bit (below) engraving method 

as given in Xie’s paper [42]. 

 

4.4. Experiments and Results 

In this part of this thesis, we will give the results of the experiments that we 

performed on the 9 algorithms presented in Section 4.3. We performed experiments 

on 78 different distorted versions of a watermarked image for each algorithm. The 

details of these are given in Table 4.2. 
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Generally, watermarks embedded in the frequency domain are observed to be 

more robust to many forms of attacks compared to the spatial domain watermark. In 

order to achieve robustness, the watermark has to be embedded in salient portions of 

the host signal. The frequency representations easily allow selecting the low- and 

mid-frequency coefficients which carry most of the signals energy. The selection of 

suitable transform domain coefficients is one of the most important design issues, as 

this choice greatly affects robustness, imperceptibility and security of the resulting 

watermarking scheme. The major difference, actually, between the watermarking 

schemes explained in Section 4.3 lies in the different coefficient (host feature) 

selection strategies and in this section we will see how significantly the robustness is 

affected resultantly. 

The experiments are performed in two groups each with a different controlled 

parameter. In the first group (Group 1) the number of modified coefficients or the 

number of embedded bits is kept constant and robustnesses are compared. In the 

second group (Group 2), the amount of watermark energy is kept constant by tuning 

the embedding parameters such that the PSNR of the watermarked images are about 

35dB (Table 4.1) and the comparisons are repeated. 
 

 

Table 4.1. PSNR and MSE values for watermarked images of the Group 2 experiments. 

  BRUYN CORVI COX DUGAD KIM KOCH WANG XIA XIE 

PSNR 34.98 34.94 35.04 35.04 35.01 35.00 35.03 34.99 35.06 
MSE 20.65 20.81 20.35 20.36 20.49 20.53 20.44 20.59 20.30 

 

Before evaluating the outcomes of these experiments in detail we give the 

results of a confidence check on all of the 1-bit algorithms in Figure 4.7. The 

confidence check operation tries to find the correlation between a watermarked 

image that is not attacked yet and a set of possible pseudorandom watermark patterns 

each of which comes out of a separate seed. Ideally we see a single peak in these 

plots at the exact location where the embedded pattern’s seed is standing. We can use 

these plots on an attacked image also to see if the watermark is still distinguishable 

from other possible watermark  
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 (a) Corvi (b) Cox 
 

  
 (c) Dugad (d) Kim 
 

  
 (e) Wang (f) Xia 

 

Figure 4.7 Confidence checking on 6 single-bit algorithms. Correlation values between 

watermarked images and 1000 randomly generated watermarks are plotted. 
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Table 4.2 List of attacks performed on the test images. 

 

Attacks Options Implemented by 

Median Filtering Filter sizes: 2×2 to 8×8 Stirmark + MATLAB 

JPEG Compression 
Quality: 10, 15, 20, 25, 30, 35, 

40, 50, 60, 70, 80, 90 
Stirmark 

Cropping 
% of original image: 1, 2, 5, 

10, 15, 20, 25, 50, 75 
Stirmark + MATLAB 

Sharpening Filter size 3×3 Stirmark 

Gaussian Filtering Filter size 3×3 Stirmark 

Rotate + Scale 

Angles: -2, -1, -0.75, -0.5, 

-0.25, 0.25, 0.5, 0.75, 1, 2, 5, 

10, 15, 30, 45, 90 

Stirmark 

Random Bending Default options Stirmark 

# of Rows 

removed 

# of Columns 

removed 

1 1 

1 5 

5 1 

17 5 

Row-Column Removal 

5 17 

Stirmark + IrfanView 

Up-Down Scaling 
Scale factors: 0.5, 0.75, 0.9, 

1.1, 1.5, 2.0 
Stirmark + IrfanView 

x y 

0.0 1.0 

0.0 5.0 

1.0 0.0 

1.0 1.0 

5.0 0.0 

Shearing 

5.0 5.0 

Stirmark + IrfanView 

EZW Compression 

Using Haar wavelet 

bits-per-pixel: 0.01, 0.02, 0.05, 

0.10, 0.15, 0.20, 0.25, 0.50, 

0.75, 1.00, 1.25, 1.50 

Dedicated executable 



 

77 

These tests run automatically once required parameters and initial and final 

values for the seeds are given as a capability of the software we prepared (Figure 

4.8). The user can zoom in and out of the plot and copy the displayed bitmap of the 

plot to Windows clipboard upon user’s wish at the end of the operation. Without 

such a tool to execute the commands automatically each one of these plots require 

more than 5000 lines of DOS commands, which would be a very bulky work to do. 

 
 

 
 

Figure 4.8 Test user interface panel for our Watermark Batch File Generator program. 
 

4.4.1. Experiments on Removal Attacks 

The complete list of attacks performed on watermarked images is given in Table 4.2. 

The ones that can be classified as a removal attack are median filtering, lossy JPEG 

and EZW compression, sharpening and Gaussian filtering. In the first controlled 

group of experiments all single-bit algorithms (Corvi, Cox, Dugad, Kim, Wang, Xia) 

the number of modified coefficients are fixed at 1000 (either DCT or DWT 
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coefficients) and for multiple bit algorithms (Bruyn, Koch, Xie) the watermark 

message length is 64 bits.  
The test results for Group 1 and Group 2 set of experiments for JPEG 

compression, EZW compression and median filtering are provided in Figure 4.10 and 

4.13, 4.11 and 4.14, and 4.12 and 4.15 respectively. The results for Gaussian filtering 

and sharpening operations are given in Table 4.3.  

When we inspect the results we see that the DCT Algorithm 1 by Cox et al 

performs the best among all others against JPEG compression and low- and high-

pass filtering. First of all, JPEG compression is performed in the DCT domain. 

Therefore, the good performance of a DCT-based technique should not be a surprise. 

In Chapter 3 we mentioned that when the domains which the watermark is embedded 

and the attack is performed match, we have the opportunity to favour the components 

(in this case DCT coefficients) that will possibly survive the distortion to a greater 

extent for watermark embedding. 

Another property of this algorithm is that watermark is added to the mid-

frequency coefficients, such that it will be both robust and invisible. JPEG 

compression, median and Gaussian filtering are all low-pass in nature and sharpening 

is a high-pass process. Residing on the large coefficients of the middle frequency 

band, the Cox watermark survives all. Just to check where the watermark will start to 

fade we made a few more median filtering with larger filter sizes. Even for the 15×15 

case the correlation value is 0.534, a value some DWT-based and the spatial domain 

algorithms can hardly attain. 
 

 

Table 4.3. Test results for sharpening and Gaussian filtering. 

  BRUYN CORVI COX DUGAD KIM KOCH WANG XIA XIE 

GROUP 1          

Sharpening 3x3 0.880 0.542 0.980 0.111 0.769 0.063 0.445 0.853 0.80 
Gaussian filtering 3x3 0.880 0.786 0.998 1.000 0.293 0.469 0.768 0.705 1.00 
GROUP 2          
Sharpening 3x3 0.168 0.556 0.926 0.000 0.740 0.264 0.392 0.903 0.725 
Gaussian filtering 3x3 0.174 0.812 0.993 0.875 0.249 0.400 0.661 0.797 0.750 
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There is also another algorithm that performs in some cases equally well. It is 

Xie’s algorithm which non-linearly modifies (quantizes) the median of a 1×3 sliding 

window in the wavelet domain. Except the median filtering experiments its 

robustness is very close to Cox’s figure of merits. The decreased performance of 

Xie’s method under median filtering is actually intuitively logical since the algorithm 

depends on the separation between coefficients in the sliding window. When the 

coefficients are smoothed with a median filter the detectors median values will get 

closer to the large and the small coefficients ( 3b  and 2b  in Figure 4.5). Hence, the 

intervals are smaller so that the median value may easily swap to the next 

reconstruction point of the quantizer. 

Cox algorithm has an advantage over Xie. It is the availability of the original 

image at the detector, that is, it is a non-blind scheme. However, Xie’s algorithm 

makes a blind detection. If the original image is available at the detector, it is very 

easy to get a good estimate of the embedded watermark by simply subtracting it from 

the test image. On the other hand, blind schemes which depend on correlation values 

for detection must behave the image as a noise, where the signal(watermark)-to-noise 

ratio is very low. 

What can we do to improve the correlation values? When we look at the 

figures about how much distortion is implied by the watermark embedding 

procedures of each algorithm using the values suggested we get the results in Table 

4.4. Since we have seen that PSNR and MSE can be misleading, we used image 

quality index calculation described in Section 3.1.6.1 Eqn 3.9. We also put the PSNR 

and MSE correspondents as reference. The values in the table are really quite high 

(except Koch with 0.741 and Cox with 0.8345) which means the watermark strength 

can be increased more as the first and the most effective way of improving the 

detection.  

Here, it is not surprising that Cox and Koch (both are DCT domain 

algorithms) result in more distortion on the original image, because these algorithms 

do not use special masking techniques whereas all DWT algorithms inherently 

involve perceptual masking. Therefore, they cause much less distortion. 
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Table 4.4. Some figures of fidelity for the watermarked images. 

  BRUYN CORVI COX DUGAD KIM KOCH WANG XIA XIE 

Image Quality Index 0.996 0.936 0.8345 0.981 0.741 0.981 0.950 0.988 0.976 

PSNR (dB) 49.184 34.193 27.022 39.422 33.737 42.993 33.23 37.711 33.803 

MSE 0.785 24.759 129.07 7.428 27.501 3.264 30.909 11.013 27.08 

 

4.4.2. Experiments on Geometric Attacks 

All attacks that we performed on the algorithms other than the ones mentioned in the 

previous section are geometric attacks. We did not apply any cryptographic or 

protocol attacks within the work of this thesis. Namely, we tested the algorithms 

against cropping, rotation and scale together (so that the resultant attacked image is 

of the same size as the original image), random bending (Figure 3.23), row and 

column removal, up-down scaling and shearing (Figure 4.9). 

 

 

  
 

Figure 4.9 The effect of shearing attack demonstrated on a grid. The grid on the right is the 

result of the highest distortion applied by Stirmark, that is, 5% in each direction. 

 

 

Neither of the algorithms that we have in our experiment set are designed 

especially for geometric attacks. Therefore, we do not expect to see high correlation 

values as in the simple removal attacks case.  
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We now give the test results of Group 1 and Group 2 experiments starting 

with cropping (Figure 4.16 – no cropping results for Group 2), then rotation and 

scale (Figure 4.17 and 4.21), random bending (Table 4.5), row and column removal 

(Figure 4.18 and 4.22), up-down scaling (Figure 4.19 and 4.23) and finally shearing 

(Figure 4.20 and 4.24) respectively. For cropping, the images are padded with zeros 

before we try to detect the watermark, using MATLAB. As expected, as the amount 

of available image portion decreases in the cropping attack the correlation value 

decreases since there is less and less power left. However, we see a wavy figure for 

the Xia algorithm. This is a result of the hierarchical detection mechanism of the 

algorithm. In Xia’s method, all detail subbands are watermarked and during detection 

a high correlation in only one of the subbands results in a positive decision with that 

correlation given as the “amount” of detection. In the cropping case, the values on 

the plot are sometimes the overall correlation value and sometimes it is generated by 

only one of the subbands that “catches” the watermark. 

For the rotation and scale case (Figures 4.17, 4.21, 4.19, 4.23), the situation is 

similar. We have robustness only to some extent. For small rotations unto 1 degree in 

both directions Cox watermark manages to survive. Some other algorithms like Xie 

and Dugad also show some amount of resistance. 

The random bending attack turns out to be successful for all algorithms. It 

prevents the detector to synchronize with the watermark and correlation values are 

decreased considerably. 

 

Table 4.5 Test results for Stirmark random bending attack. 

  BRUYN CORVI COX DUGAD KIM KOCH WANG XIA XIE 

Group 1 0.400 0.218 0.516 0.000 0.000 0.281 0.060 0.313 0.200 

Group 2 0.152 0.216 0.382 0.000 0.000 0.140 0.008 0.061 0.000 

 
 

For all three attacks that will follow, the attacked images are either larger or 

smaller in size. We restore the image to the original size before detection using the 

re-sample property of IrfanView image processing program utilizing a B-spline filter. 

For the scaling case (Figure 4.19 and 4.23), the images generated by the scaling 
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attack of Stirmark are up or downsampled to their original image size before 

detection operation. For upscaling, where we downsample before detection, the 

correlation is generally higher since original watermarked image data is more 

conserved in this case than downscaling followed by upsampling, where lots of 

unwatermarked pixels are generated to bring the image back to its original size. 

We actually predicted such results, that is, the algorithms are not that robust 

as in removal attacks case, since they are not designed specifically to be robust to 

rotation for example. However, we are not completely unable to improve this 

situation. Although the algorithms do not have any inherent capabilities to withstand 

these attacks. With the help of an image registration technique we may have chance 

to “undo” the distortion causes by the attacks before detection. There is such a 

program called CREG [27] that claims that it can partly invert the distortion when a 

reference image can be found. A copy of the same image watermarked with a 

different key, an undistorted copy of the watermarked image, or the original image 

itself can serve as a reference image. 

As an example to improvement in detection we chose the Xia algorithm. We 

watermarked the same Lena image with strength 0.25 instead of previous value 0.2 

and made some experiments with JPEG compression, median filtering, row and 

column removal, and cropping as attacks. In all cases but one (which include both 

removal and geometric types of attacks) the improvement in the correlation values 

are significant. For cropping the improvement is not as much as the first three types 

of attack. We also found that the visual impact of this increase is at satisfactory 

levels. The new image quality index is 0.922 compared to the previous value of 

0.988. Here, we once again see the trade-off between robustness and fidelity (Figure 

4.25). 

Finally, in Table 4.6 on page 99 we present some experiment results for the 

spatial domain binary logo embedding technique introduced in Chapter 3. The 

embedded watermark (which causes a distortion that results a PSNR of 35dB) is 

successfully detected after most compression attacks and even after the row-column 

removal. 
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(a) 

 

 
(b) 

 

Figure 4.10 Group 1 test results for JPEG compression (a) non-blind algorithms (b) blind 

algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.11 Group 1 test results for EZW compression (a) non-blind algorithms (b) 

blind algorithms.
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(a) 

 

 
(b) 

 

Figure 4.12 Group 1 test results for median filtering (a) non-blind algorithms (b) blind 

algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.13 Group 2 test results for JPEG compression (a) non-blind algorithms (b) blind 

algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.14 Group 2 test results for EZW compression (a) non-blind algorithms (b) blind 

algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.15 Group 2 test results for median filtering (a) non-blind algorithms (b) blind 

algorithms.



 

89 

 
(a) 

 

 
(b) 

 

Figure 4.16 Group 1 test results for various cropping attacks. The x-axis is percentage of the 

original picture removed (a) non-blind algorithms (b) blind algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.17 Group 1 test results for rotate and scale attacks with 16 different angles both 

clockwise and counter-clockwise (a) non-blind algorithms (b) blind algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.18 Group 1 test results for row and column removal attacks (a) non-blind 

algorithms (b) blind algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.19 Group 1 test results for up-down scaling attacks (a) non-blind algorithms (b) 

blind algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.20 Group 1 test results for shearing attacks. The x-axis labels in the plot indicate 

the percentage of shearing in x and y direction. “x_0.00 y_5.00” means no shearing on x-

direction and 5% shearing on y-direction (a) non-blind algorithms (b) blind algorithms. 



 

94 

 
(a) 

 

 
(b) 

 

Figure 4.21 Group 2 test results for rotate and scale attacks with 16 different angles both 

clockwise and counter-clockwise (a) non-blind algorithms (b) blind algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.22 Group 2 test results for row and column removal attacks (a) non-blind 

algorithms (b) blind algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.23 Group 2 test results for up-down scaling attacks (a) non-blind algorithms (b) 

blind algorithms. 
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(a) 

 

 
(b) 

 

Figure 4.24 Group 2 test results for shearing attacks. The x-axis labels in the plot indicate 

the percentage of shearing in x and y direction. “x_0.00 y_5.00” means no shearing on x-

direction and 5% shearing on y-direction (a) non-blind algorithms (b) blind algorithms. 
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Figure 4.25 The improvement on detection by increasing watermark power against 

 (a) JPEG compression (b) median filtering (c) row and column removal (d) cropping. 



 

99 

Table 4.6 Test results for the spatial domain binary logo embedding technique. 

 

Attack % recovered pixels Logo detectable? 
Median Filtering 

2x2 
3x3 
4x4 
5x5 
6x6 
7x7 
8x8 

 
88.6475 
69.7754 
58.7891 
60.7668 
55.6641 
56.7139 
53.9795 

 
Yes 
Yes 
No 

Hardly detectable 
No 
No 
No 

EZW Compression (bpp) 
1.50 
1.25 
1.00 
0.75 
0.50 
0.25 
0.20 
0.15 

 
98.7549 
96.5332 
91.3330 
81.3232 
70.5811 
57.0801 
54.2725 
53.5645 

 
Yes 
Yes 
Yes 
Yes 
Yes 
No 
No 
No 

JPEG Compression 
90 
80 
70 
60 
50 
40 
30 
20 
10 

 
98.3887 
93.4814 
89.2090 
84.1309 
83.3984 
86.5479 
83.1543 
69.0674 
55.3955 

 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
No 

Row-Column Removal 
1 row 1 col 
1 row 5 col 
5 row 1 col 

17 row 5 col 
5 row 17 col 

 
94.9463 
94.1406 
93.9209 
92.3096 
92.7002 

 
Yes 
Yes 
Yes 
Yes 
Yes 

Gaussian Filter 3x3 92.4805 Yes 
Sharpening Filter 3x3 98.9512 Yes 
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4.5. Conclusions 

Among several watermarking algorithms available in the literature we picked 9 

algorithms which are readily implemented and prepared a graphical environment for 

them that helps a user to perform various operations like watermark embedding, 

detection and Stirmark attacks easily. We have made extensive use of this program 

during the algorithm testing phase, since it automatically generates thousands of lines 

of DOS-type commands, executes them and sorts the outputs to dedicated folders and 

generates a result summary sheet viewable in MS-Excel, thereby creating a neat 

testing environment. 

We used our program to make various experiments on the selected 

algorithms. First we watermarked a standard Lena image using these 9 algorithms. 

Each watermarked image is distorted (attacked) by the popular benchmarking 

software Stirmark that is capable of applying various attacks (linear, non-linear and 

geometrical)  to create 78 attacked versions of each watermarked image. 

The attacked images are fed to the watermark detector of each algorithm and 

we got the detection results for each attacked image to make a comparison with the 

other selected algorithm’s results and evaluate their performance in terms of 

robustness. 

For simple removal attacks like JPEG compression, median filtering, 

sharpening and Gaussian filtering most algorithms are successful to a great extent. 

However for geometrical attacks they can provide protection for a limited amount of 

distortion, since they do not have inherent mechanisms to withstand such attacks. 

Among all algorithms the method by Cox et al seems to be the most robust one. The 

availability of the original image at the detector and utilization of spread spectrum 

communication ideas together with significant coefficient selection are the major 

factor that makes that algorithm successful.  

For removal attacks, the possibilities of improvement are basically in forms 

of increasing the watermark power. We have seen that most algorithms have a 

“room” for increased watermark power since with the default parameters proposed in 
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the papers, the fidelity measures are quite high. So that, some fidelity can be traded 

off for the sake of increased detection efficiency. 

As the fidelity measure, we did not use the classical PSNR or MSE criteria 

since we have shown that they can be quite misleading. Instead, an image quality 

index technique is utilized, which credits the image fidelity in terms of perceptual 

figures like means or variances. Image quality index is actually an approximation 

that can be used instead of more complicated human visual system models like the 

Watson model. We have seen that DCT-based algorithms are causing much more 

distortion (both in terms of image quality index and PSNR/MSE criteria) on the 

original image than the DWT-based algorithms provided that we fix the number of 

coefficients modified. This result is a result of the fact that DWT domain 

watermarking algorithms have intrinsic perceptual masking characteristics whereas 

in DCT domain one has to apply a perceptual mask explicitly to take the perceptual 

properties of the image into account. 

For geometrical attacks, we have seen that it is not possible to increase the 

detection capabilities significantly without finding a way of inverting the distortion 

before the detector operates on the attacked image. 
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APPENDIX A 

BACKGROUND MATERIAL 

 

A.1. Spread Spectrum Watermarking [116] 

Spread spectrum was originally developed for military use (radar and 

communications) in several countries. Since its declassification, it has found civilian 

application, particularly in code-division multiple-access (CDMA) communications, 

the system used for cellular telephony.  

In spread spectrum, a narrowband signal (the message to be transmitted) is 

modulated by a broadband carrier signal, which broadens (spreads) the original, 

narrowband spectrum; hence the term "spread spectrum." The following properties of 

spread spectrum are particularly well-suited for watermarking:  

• Antijamming (AJ)  

The antijamming (AJ) property results from the fact that an attaker does not 

know the privileged information that the sender and an authorized receiver possess. 

As a result, the attacker must jam the entire spectrum of the broadband signal. The 

jammer has limited power, however, so it can only jam each frequency with low 

power. Hence, the sender and receiver have an effective signal-to-jammer advantage 

(called the processing gain).  

With application to watermarking, the AJ property means that, in order to jam 

a watermark, an attacker must distort the marked media severely – so severely that 

the attacked media is no longer of acceptable quality or has no commercial value.  



 

113 

 

• Low probability of intercept (LPI)  

The low probability of intercept (LPI) property is a consequence of 

spreading: a large signal power is distributed over the entire frequency spectrum, so 

only a small amount of power is added at each frequency. Often, the increase is 

below the noise floor, so an attacker may not even detect the transmission of a 

spread-spectrum signal.  

In watermarking, the LPI property allows a watermark to be embedded 

unobtrusively. The power of a watermark at any frequency can be made very small if 

sufficient spreading is possible. In this way, the marked media can be made 

imperceptible, which is a desired feature for media such as audio, images, and video.  

• Pseudo-noise (PN)  

For security, the carrier is often a pseudo-noise (PN) signal, meaning that it 

has statistical properties similar to those of a truly random signal, but it can be 

exactly regenerated with knowledge of privileged information. For example, the 

carrier could be the output of a random-number generator that has been initialized 

with a particular seed, and the seed is known only to the owner.  

The PN property is useful for watermarking, because it makes it difficult for 

an attacker to estimate the watermark from marked media. In addition, with properly 

chosen PN signals, even if the attacker can perfectly estimate some small segments 

of the watermark, it is not possible to determine the rest of the mark. 

A.2. Discrete Wavelet Transform [117] 

The wavelet transform has been extensively studied in the last decade, see for 

example [110-115]. Many applications of wavelet transforms have been found such 

as compression, detection, and communications. There are many excellent tutorial 

books and papers on these topics. Here, we introduce the necessary concepts of the 

DWT for the purposes of this text. 

The basic idea in the DWT for a one dimensional signal is the following. A 

signal is split into two parts, usually high frequencies and low frequencies. The edge 
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components of the signal are largely confined to the high frequency part. The low 

frequency part is split again into two parts of high and low frequencies. This process 

is continued an arbitrary number of times, which is usually determined by the 

application at hand. Furthermore, from these DWT coefficients, the original signal 

can be reconstructed. 

This reconstruction process is called the inverse DWT (IDWT). The DWT 

and IDWT can be mathematically stated as follows. Let 
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be a lowpass and a highpass filter, respectively, which satisfy a certain condition for 

reconstruction to be stated later. A signal, x[n] can be decomposed recursively as 
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for 0,,1 JJJj �+=  where [ ] 1,,,1 +∈=+ JZkkxc kJ  is the high resolution level 

index, and J0 is the low resolution level index. The coeffcients 

kJkJkJkJ dddc ,,1,, ,,,,
000

�+  are called the DWT of signal x[n], where kJc ,0
 is the lowest 

resolution part of x[n] and kjd ,  are the details of x[n] at various bands of frequencies. 

Furthermore, the signal x[n] can be reconstructed from its DWT coeffcients 

recursively: 

�� −−−− +=
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k
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The reconstruction formula above is called the IDWT of x[n]. To ensure the 

above IDWT and DWT relationship, the following orthogonality condition of the 
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filters H(�) and G(�) is needed: 
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An example of such a pair is the Haar wavelet filters given by: 
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The DWT and IDWT for two dimensional signals x[m, n] can be similarly 

defined by implementing the one dimensional DWT and IDWT for each dimension 

m and n separately: DWTn[DWTm[x[m, n]]]. 

A.3. Different Forms of Correlation 

A.3.1 Linear Correlation 

The linear correlation between two vectors v and w is the average product of their 

elements formulated as follows: 
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,  

 

Watermarking-wise we can think of v as the received signal (suspected to be 

watermarked) and w as the test (reference) pattern whose presence is sought in v. 

For the linear correlation to be high, the two vectors must be similar to each 

other and the maximum value is obtained if they are exactly the same. In 

communications, this idea of detecting a pattern in a signal by convolving the signal 

with that search pattern itself is called matched filtering and it is the optimum way of 

detecting signals in the presence of additive, white Gaussian noise. 
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A.3.2. Normalized Correlation 

Normalized correlation is a more “intelligent” version of linear correlation. Linear 

correlation values are highly dependant on the magnitudes of the elements of the 

vectors involved in the operation. In the watermark case, this means that the 

watermark will not be robust against brightness changes in an image or volume 

difference in a watermarked audio playback. 

 This problem is eliminated by normalizing the vectors before the correlation. 

This means we use v~  and w~  instead of v and w, where; 

 

v
vv =~  and 

w
ww =~ . 

 

Then, normalized correlation is calculated as follows: 
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Since we also know that the inner product of two vectors is equal to the 

product of their Euclidian lengths and the cosine of the angle between them, we can 

find that the normalized correlation between two vectors is just the cosine of the 

angle between them. 

It is sometimes suggested that linear correlation can be used as a detection 

measure, but that the detector’s threshold should be scaled by the magnitude of the 

extracted mark. This is equivalent to the use of a normalized correlation detection 

measure. 

A.3.3. Correlation Coefficient 

Correlation coefficient is obtained by subtracting out the means of the two vectors 

before computing the normalized correlation between them. That is: 
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This provides robustness against changes in the DC term of the work, such as the 

addition of a constant intensity to all pixels of an image. 

Geometrically, correlation coefficient between two vectors in N-space is just 

normalized correlation between the two after projection into an (N-1)-space. This is 

because the mean vector of v describes the point on the diagonal of the coordinate 

system that lies closest to v. Thus, the result of the subtraction is a vector that is 

orthogonal to the diagonal. This means that the resulting vector lies in an (N-1)-space 

orthogonal to the diagonal of the N-dimensional coordinate system. Because of this 

relationship the two measures can be used interchangeably. 


