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ABSTRACT

IMPROVING THROUGHPUT BY TRAFFIC AWARE ROUTING IN
NON-TRANSPARENT IEEE 802.16J NETWORKS

Tekddyan, Ridvan
M.S, Department of Computer Engineering
Supervisor : Dr. Cevat Sener

Co-Supervisor : Assoc. Prof. Dibrahim Korpedjlu

May 2010, 83 pages

Worldwide Interoperability for Microwave Access (WiMAX) is one of the inig
communications technology which enables last mile broadband mobile wirelessdn
connectivity. IEEE Std 802.16-2009 is the last accepted standard whgdtsanobile and
fixed wireless broadband access. The standard defines two typegiohs which are base
and mobile stations. A base station has a wired connection to backhaul ketaegives
broadband wireless service to mobile stations. This communication architeetyuzes
dense deployment of base stations to provide communication without interrupliitiE E
802.16j standard which is an amendment to IEEE 802.16, introduces "MulRletgying”
for increasing coverage and throughput. Deployment of relay statrdmsie the backbone
network does not exist, is a cogtective solution. Two modes of operations are defined for
relay station: transparent mode and non-transparent mode. Relayssparant mode, are
deployed for improving signal quality, so that mobile stations can use relajolinkcreasing
throughput. In non-transparent mode, relays can send managenec&etypao that mobile
stations, which are not in the direct reach of a base station, can cannestivork through

relay stations.



In domain specific networks, like tactical area networks used in military, maatd#ic is
caused by the communication between subscribers in same region. In (REEENetworks,
each network packet is sent to a base station, and that base stationdbthermpacket to
destination in such cases. In this thesis shortcut routing scheme is pd@sosending packets

to destination directly through relay station for dataficabetween two subscribers with a
common relay. With shortcut routing, network throughput is increasedréyepting links

at higher layer in topology from becoming bottleneck. Moreover, by teang fewer hops,
latency decreases. We also proposéitraware path selection method, where a path will be
chosen according to the ffic demand so that subscribers can benefit from shortcut routing

more.

Keywords: WIMAX, IEEE 802.16j Non-transparent, Shortcut routiriRgath Selection,
Multihop Relaying



Oz

SAYDAM OLMAYAN |EEE 802.16J AGLARINDA TRAFIGE DUYARLI
YONLENDIRME ILE VER| KAPASITESINI Y UKSELTME

Tekddyan, Ridvan
Yiksek Lisans, Bilgisayar Ehendislgi Bolum
Tez Yoneticisi . Dr. Cevat Sener

Ortak Tez Yoneticisi : Yrd. Dog. Dr.ibrahim Korpedjlu
Mayis 2010, 83 sayfa

WiIMAX son mil genis bant kablosuinternet erisimi sglayan yakin geledgn iletisim
teknolojisidir. IEEE Std 802.16-2009 kabubgnis en gincel WiMAX standardidir. Bu
standart sabit ve mobil genis bang @risimini belirlemektedir. Standart mobil ve baz
istasyonu olmakizere iki ¢esit istasyonitl tanimlamaktadir. Baz istasyonunun omurga
agina kablolu bglantisi bulunur ve mobil istasyonlara genis bant kablosgzyayini
yapar. Kesintisiz kablosuz iletisim i¢cin mevcut standart birgok baz istasykurulumu
gerektirmektedir.  Arazi kosullarindaodile bir kurulum yapmak riamkin olmayabilir.
IEEE 802.16j Sekmeli Ble iyilestirmesi, uygun maliyetligle kullanimiyla kapsama alanini
genisletmeyi ve veri kapasitesinillgseltmeyi sglar. Rblelerin saydam ve saydam olmayan
iki tarli calisma modu vardir. Saydam modda mobil istasyonlar sadece vernaktadaha
kaliteli role balantilariyla yaparlar. Saydam olmayaiieler, yonetim paketleri gnderme

ozelligine sahip olduklarindan, kapsama alanini genisletme amagli da kullanilirlar.

Taktik saha iletisim @ gibi 0zel iletisim @larinda, abonelerin ayni alan icerisindekjeli
abonelerle veri iletisiminternet trafjinden daha ygun olabilir. IEEE 802.16j Sekmelidte

aglarinda, kullanicilarin@trafigi baz istasyonuna kadar iletilip; baz istasyonu hedef istasyona

Vi



veriyi yonlendirir. Bu calismada ortakdleye sahip, iletisim icerisinde olan abonelerin
veri trafiginin rolelerden ynlendirilmesi anlatilacaktir. Trdfin akis yYonine dre mobil
istasyonlar icin yol segcmedntemionerilecektir. Bubnerme sayesinde, mobil istasyonlar alan
ici gorlisme yaptiklari istasyonlarla ortalelere bdlanmalari sglanacaktir. Sonug olarak

agdaki veri iletim hacmi artirilacak ve paket gecikmeleri azaltilacaktir.

Anahtar Kelimeler: WIMAX, Saydam Olmayan Sekmeli IEEE 802.1§Jaa, Kestirme

Yonlendirme, Yon Se¢me
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CHAPTER 1

INTRODUCTION

WIMAX is a wireless communication technology which provides broadbandar&taccess
over long distances. WIMAX standardization activities are carried out eyEEE 802.16
Working Task Group and WiMAX Forum. Current active |IEEE 802.16 dtad defines
the air interface for fixed and mobile wireless broadband access systéhes.standard
defines two types of nodes which are Base Stations (BS) and Mobile Stati&)sA base
station is connected to a possible wired backhaul network and servdessiyeconnected
mobile stations. The communication architecture of IEEE 802.16 is Point to Muhit Po
(PMP), where a BS serves multiple MSs. This communication architecture maagecthe
deployment cost in rural areas where obstacles make have shé&dot €herefore, the IEEE
802.16j standard introduces a Multihop Relay specification for wirelesadiiand access.
By using Relays Stations (RS), the coverage of Multihop Relay - Base S{AMiBFBS) is

extended.

The IEEE 802.16j standard defines twdieient relay modes, which afi@éansparent Mode
and Non-transparent Mode In transparent mode, relays do not forward any framing
information. Transparent mode relays are used for increasing netapdcity Subscribers
use relay links with better CINR ratio for sending data. Management messageld be
directly received from MR-BS in transparent IEEE 802.16] NetwoNwn-transparent mode
relays can send framing information. Subscribers that are not in the @gIR-BS can
connect to a relay station (RS), since relays stations send synchronigagsages and they
can be received but the mobile stations in the range. In this way, a mobile stati@onnect

to an RS from which it has received a synchronization message. Qarggg by using non-

transparent mode relays, netwarkveragecan be extended, in addition to network capacity.



Two scheduling modes are available for IEEE 802.16j relays, whichesateadized scheduling
and distributed scheduling. MR-BS is responsible for scheduling uplihi 8dd downlink
(DL) transmission of all MSs and RSs in centralized scheduling. ThergfdiR-BS generates
ULMAPs and DLMAPSs, and the relay stations forward them to mobile statiordistributed
scheduling, relay stations schedule uplink and downlink transmission ofghleardinates

(mobile stations and other relay stations) which are directly connected.

Considering the bandwidth requirements of today’s network applicationflBE 802.16j
network can also be used as a backhaul network for Tactical Area Coitation Systems.
In such a scenario there are many mobile subscribers scattered in a téelitahnd
communicating with each other. These communicating subscribers in a field mefitbe
from the same relay. However, in IEEE 802.16j, even though two commurgcaiivscribers
are connected to the same RS, their network packets are routed to thet BB8ditisen the BS
forwards them to the subscribers. Going always to the base station msyngerthe network

resources unnecessarily in multi-hop relay networks and may increaksaethey.

For achieving uninterrupted communication, deployment of RSs and MR-BSfona a
dense topology. In such a topology, MSs and RSs may be in the transmiassgaaf more
than one RS and MR-BS. Therefore, each RS and MS should selectessastation (relay
station or MR-BS) to get service. As a result of this, an MS may have &leakernative
paths that could be formed to connect the MS to the MR-BS system. Hence jglepath
selection problem here, and path selection plays an important role for imgrine network
performance. In IEEE 802.16j standard, the MR-BS system determiegmths for mobile
stations (MSs).

In literature, many path selection algorithms are proposed to constructttierkeéopology
among the mobile stations, relay stations and MR-BS, with the objective of utilizes th
network resources mordheiently. SNR, hop count, load of a node and end-to-end available

bandwidth are some of the metrics that are used in those proposed methods.

Forwarding data directly to the destination from a relay station is a new issllEE& 802.16j
multihop relay networks. A local forwarding scheme is proposed whictvdois data of
subscribers connected to the same RS directly. Local forwarding sclhemever, does not
handle routing of data from an intermediate relay station that is a common retiay sta the

paths from two communicating mobile stations to the same MR-BS. Additionally, thace is



path selection algorithm which considers shortcut routing arfiididemand together.

In this thesis, we propose a shortcut routing technique andfizcteavare path selection
method for better utilizing the resources and improving the throughput innaosparent
IEEE 802.16j networks. We propose the use of a new layer, named SR@Stop of
the 802.16 MAC layers of relay stations for performing shortcut routing leeeping IP
data trdfic statistics. In 802.16j, while establishing a path between an MS and MR-BS, a
connection is created for the MS and indentified with a connection identifi&) (@ our
CROSS layer, we maintain the association between the CID and IP addresdeallto the
MS and that association (mapping) is kept in a dictionary structure enalagtddokups.
Accordingly, when an UL IP packet is received at a relay station frozoranection going
through it, a check is made whether the destination IP address of the padkeTID-IP
mapping dictionary. If the destination address is in the dictionary, this meankegti@ation
MS is one of the subordinates of the relay station and it is possible to fotlvarndacket in

downlink (DL) direction instead of sending it towards the MR-BS (uplink ci@).

Shortcut routing is meaningful when subscribers, communicating with ethen, share a
common RS. To benefit from shortcut routing advantages, offictravare path selection
method selects access stations (relay stations) of subordinates accdordhey sent and
received tréfic analysis (i.e. according to the fii@ demands). All subordinate stations
keep a list of RSs and MR-BSs in the vicinity. When an IP packet is redeit/es checked
whether the IP address is in the address domain of one of the neighlewosilipate station.
Hierarchical addressing is used to be able to easily and quickly determihecti®on of a

node in the network topology.

Outline of the rest of the thesis is as follows. In Chapter 2 backgroundnnaiion is given
to facilitate the better understanding of the proposed solution. Studies dcighmuting
and path selection methods for IEEE 802.16j networks are discussedpteCt8. Chapter
4 presents our proposed solution that includes a shortcut routinggaloged a triic aware
path selection method. Our simulation environment, topologies affittsgenarios used in
the simulations, and our simulation results are given and discussed in Cbapkénally,

chapter 6 concludes the thesis together with comments about future work.



CHAPTER 2

BACKGROUND

This chapter will provide background information of the proposed soluBoief information
will be given for WIMAX and standardization activities. IEEE Std 802.1®2@nd IEEE Std
802.16j-2009 will be explained with details used in thesis. Overview of Mdbif@btocol

will be mentioned as the last topic of this chapter.

2.1 WIMAX Standards

"WIMAX, meaning Worldwide Interoperability for Microwave Access, is a
telecommunications technology that provides wireless transmission of dataausaripty

of transmission modes, from point-to-multipoint links to portable and fully mobiteriret
access”’[4]. Nowadays WIMAX is also known as 4G of wireless communicdadohnology.
IEEE 802.16 standard is basis for the WIMAX. WIMAX Forum and IEEE 862/orking
Group are fficial standardization organizations [4]. 802.16 working group compos$ed
many task groups working onfiierent aspects of wireless broadband standardization. List
of current standards and their status are given in Table 2.1. 802.16Gthsdagefines fixed
broadband wireless access and it is first accepted standard. 8@#rbéeices mobility and

merged with 802.16d, both them are included in IEEE Std 802.16-2009.

2.1.1 IEEE 802.16

IEEE 802.16 standard defines fixed and mobile wireless broadbanssateest version of the
standard released at 2009 which combines IEEE 802.16d and IEEEG802EEE 802.16d



Table 2.1: IEEE 802.16 Projects and Standards

Standard Description Status

802.16-2001 Fixed Broadband Wireless Access (10-63 GHz) Superseded

802.16.2-2001 | Recommended practice for coexistence Superseded

802.16¢-2002 | System profiles for 10-63 GHz Superseded

802.16a-2003 | Physical layer and MAC definitions for 2-11 GHz Superseded

P802.16b License-exempt frequencies (Project withdrawn) Withdrawn

P802.16d Maintenance and System profiles for 2-11 GHz (Projebterged
merged into 802.16-2004)

802.16-2004 Air Interface for Fixed Broadband Wireless AccesSuperseded
System (rollup of 802.16-2001, 802.16a, 802.16¢ and
P802.16d)

P802.16.2a Coexistence with 2-11 GHz and 23.5-43.5 GHz (Projeterged

merged into 802.16.2-2004)

802.16.2-2004

Recommended practice for coexistence (MaintenanCerrent

and rollup of 802.16.2-2001 and P802.16.2a)

802.16f-2005

Management Information Base (MIB) for 802.16-20

D&uperseded

802.16- Corrections for fixed operations (co-published wijtiSuperseded
2004Cor 802.16e-2005)

1-2005

802.16e-2005 | Mobile Broadband Wireless Access System Superseded
802.16k-2007 | Bridging of 802.16 (an amendment to IEEE 802.1D) Current
802.16g-2007 | Management Plane Procedures and Services Superseded

P802.16i Mobile Management Information Base (Project mergdderged
into 802.16-2009)

802.16-2009 Air Interface for Fixed and Mobile Broadband Wireles€urrent
Access System (rollup of 802.16-2004, 802.16-
2004Cor 1, 802.16€, 802.16f, 802.16g and P802.16i)

802.16j-2009 Multihop relay Current

P802.16h Improved Coexistence Mechanisms for Licensen progress
Exempt Operation

P802.16m Advanced Air Interface with data rates of 100 Mbit in progress

mobile & 1 Gbit's fixed




Standard specifies the fixed wireless broadband access. Only PMEdr@8unication was
supported in this standard. 802.16e introduces the mobility and compared gsity IEEE

802.16d, has lower data rate. IEEE 802.16 standard specifies the MAEH layers. MAC

layer supports point-to-multipoint (PMP) architecture. Design of MAC sujgpdiferent

types of PHY layer specification [7]. OFDMA PHY is suitable physical laf@rmobile

WIMAX systems.

2.1.1.1 IEEE 802.16 OFDMA PHY

IEEE 802.16 OFDMA (Orthogonal Frequency Division Multiple Accesk)YPoperates in
frequencies less than 11 GHz. OFDM frequency division multiplexing reehdivides
frequency band into many subcarriers. Data in each subcarrier is nhediufaditionally
as if sending data on parallel streams. OFDM supports single user at a tifBM®
groups subset of subcarriers to form subchannels. By assigniag subchannels fiigrent
subscribers, multiple users can communicate concurrently on same chaBxeimple
OFMDA symbol shown in Figure 2.1. As shown in the Figure 2.1, subcHamay be
constructed from inconsecutive subcarriers. In addition to OFDMAHB02.16 PHY
support Adaptive Antenna Systems (AAS) and Multiple Input Multiple Out{dtMO)

technology which enhances the capacity and coverage of network [8].

Subchannel 1 Subchamnel 2 DC subcarrier Subchannel 3

v

NN N
ARRRRNT RN ANA IR ARRRN RN

W Guard band Channel Guard ban(l/f

Figure 2.1: OFDMA Frequency description [7]

Minimum data allocation unit of OFDMA PHY is a slot. Slot is two dimensional data
structure with frequency and time domain. Time domain is composed of OFDMA dgmbo
and frequency domain consists of subchannels. A Burst is a user dagdent in one
OFDMA frame. Since multiple users can communicate at the same time OFDMA frame

consists of many bursts. When transmitting data, bursts should be mappéatsom s
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frame. Example allocation of slots in OFDMA frame is shown in Figure 2.2. ODkééne
is divided into two main parts for Uplink (UL) and Downlink (DL) data. Eachrire starts

with preamble and ends with a guard. UL and DL parts are also separategluaitth.

t

-
—
Kl k+3 | k5 | KT (B9 | kELL (RH13 ) RHDS | 1 hHLT | RH200 A423 | K126 20| 430 1F+32
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[
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Preamble
Preamble
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DL-MAP
DL-MAP

DL burst #2 DL burst #6 UL burst #4

subchannel logical number

UL burst #35

+
o

—
-

- e
» @ -—
DL TTG UL RTG

'}

Figure 2.2: Example OFDMA Frame [7]

2.1.1.2 IEEE 802.16 MAC

IEEE 802.16 MAC layer composed of three sublayers which are Serpeaf® Convergence
Sublayer (CS), MAC Common Part Sublayer (MAC CPS) and Security $ebl&eference
model is given on Figure 2.3. CS is adaptation layer fdfedént upper layer protocols
like ATM or TCP/IP. CPS is responsible for system access, connection management and

bandwidth allocation.

MAC layer supports point-to-multipoint (PMP) architecture which means ongoe mobile
subscribers (MS) connect to one base station (BS). In downlink (Degtion, BS transmits
data without coordinating with subscribers. DL transmission is broadcast subscribers
receives the transmitted frame. In DLMAP, sent in DL frame, it may not Ipdi@ty stated
which portion of subframe belongs to a specific subscriber. In suasagscribers inspect
the connection id (CID) of incoming packets and determine whether it belonigself. In

uplink (UL) direction, users share uplink frame by adhering on a trahgpotocol. UL
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subframe allocation is determined by BS according to subscribers’ demande layer
allocates bandwidth according the transport connections’ QoS classfrabie sharing is
handled by scheduling services implemented using unsolicited grants, ttont@md polling

mechanisms [7].

Service-specific
convergence sublayer
(Cs)

MAC common part
sublayer
MAC CPS)

MAC

Security sublayer

PHY SAP

Physical layer
v

< PHY — ot

Figure 2.3: IEEE 802.16 Reference Model [8]

Addressing and Connections

Every 802.16 device has 48 bit MAC address which uniquely identifies ithiatarface.
This address is used to establish the appropriate connections for Sigedfions in IEEE
802.16 are identified with 16 bit CIDs. During SS initialization three pairs of mament
connections are established which are basic connections (UL and fxgrg connections
(UL and DL) and secondary connections (UL and DL). These cdiorec are used for
different level Q0S management messages. Basic connections are usedeft; short
management messages. For longer and delay tolerant messages, pomagtions are
utilized. Secondary connections are dedicated to delay tolerant stdvatsed messages like

TFPT and DHCP.

CIDs of connections should be assigned in the RNGRSP, REGRSP or BEH-
REQRSP messages. UL and DL connections of same type are assigned to $anteCl
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each QoS class bandwidth demand, a new transport connection is estblish

MAC PDU Formats and Management Messages

MSB
LSB

S L
rd

MAC header Payload (optional) CRC (optional)

Ve
Fd

Figure 2.4: MAC PDU Format

IEEE 802.16 MAC PDU consists of three parts as shown in Figure 2.4. M#&s@ér and CRC
parts are fixed length and Payload is variable size. Some of the UL manage®esages
may consist of just MAC header. OFDMA PHY layer requires CRC patuohed in MAC

PDUs. Payload may contain zero or more subheaders.

MAC management messages starts with Type field and message payload fillows
Management messages carried on basic, primary, initial ranging andclsiaconnections.
Messages carried on basic and primary connection are not fragmesdate of the MAC

management messages listed in Table 2.2 with their descriptions and connections



Table 2.2: MAC Management Messages [7]

Type | Message Name | Message Description Connection
0 UCD UL Channel descriptor Fragmentable
broadcast
1 DCD DL Channel descriptor Fragmentable
broadcast

2 DL-MAP DL Access definition Broadcast

3 UL-MAP UL Access definition Broadcast

4 RNG-REQ Ranging request Initial and basic

5 RNG-RSP Ranging response Initial and basic

6 REG-REQ Registration request Primary management

7 REG-RSP Registration response Primary management

11 DSA-REQ Dynamic  service addition Primary management
request

12 DSA-RSP Dynamic  service  addition Primary management
response

13 DSA-ACK Dynamic  service  addition Primary management
acknowledge

14 DSC-REQ Dynamic service change requesPrimary management

15 DSC-RSP Dynamic service change Primary management
response

16 DSC-ACK Dynamic service change Primary management
acknowledge

17 DSD-REQ Dynamic  service  deletion Primary management
request

18 DSD-RSP Dynamic  service deletion Primary management
response

26 SBC-REQ SS basic capability request Basic

27 SBC-RSP SS basic capability response | Basic

56 MOB_BSHO- BS HO request message Basic

REQ
57 MOB_MSHO- MS HO request message Basic
REQ

58 MOB_BSHO-RSP| BS HO response message Basic

59 MOB_HO-IND HO indication message Basic

60 MOB_SCN-REP | Scanning result report messagge Psrimary managemer
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Scheduling

For each transport connection, there is an associated schedulingeserhandle the data.
Scheduling mechanism ftirs according to service flow over transport connections. There
are four scheduling types defined in MAC layer to meet bandwidth and dedayrements of
different user demands. QoS classes and descriptions explained in TabRegBrements
are parameterized in order to be used in scheduling algorithm. Algorithms empglayg,
unsolicited grants and contention methods according to QoS parametersxafople for
VolIP trafic, UGS QoS is selected and unsolicited grants given to subscriber tontgmra
bandwidth for constant bitrate ffac. Unsolicited grants method reserves bandwidth upon a
demand from subscriber if enough resource is available. Polling meth®dsed for services
that requires dferent amount of bandwidth during transmission. BS polls subscriber wheth
it should increase or decrease the bandwidth. Contention is usedvaesawhich are delay
tolerant like FTP. Every subscriber tries to get as much as in contentimderd all of them

have equal chance.

Table 2.3: QoS Classes [8]

QoS category Applications QoS specifications
UGS Unsolicited grant VoIP Maximum sustained rate
service

Maximum latency tolerance
Jitter Tolerance

rtPS Real-time polling Streaming audio or video | Minimum reserved rate
service

Maximum sustained rate
Maximum latency tolerance
Traffic priority

nrtPS Non-real-time File transfer Protocol (FTP) Minimum reserved rate
polling service

Maximum sustained rate
Traffic priority
BE Best dfort service Data transfer, Maximum sustained rate
Web browsing, etc. Traffic priority
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Network Entry and Initialization

Network entry and initialization scenario for SS is described in activity draggaven in

Figure 2.5.
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channel
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, A4
\ Basic \ P :
capabilities '} complete Operational
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I

Figure 2.5: Initialization of SS [7]

When a new SS enters to network, it starts to scan the wireless media and @hital\iAP
and UL-MAP of neighbor BSs. Receiving a DL-MAP, SS is synchromizéh BS. DL-MAP
and messages describes the burst allocations of a frame for downliniphnki respectively.
SS prepares RNG-REQ for initialing ranging process after receivin B@d UCD which
give information about downlink and uplink channel respectively. Retg RNG-RSP
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message ranging process is ends. SS sends SBC-REQ which contamsatign about
SS capabilities and BS respond back with SBC-RSP which contains informadimut the
BS’s capabilities. By this way SS and BS negotiate with their common capabilitieserg®is
REG-REQ the register BS after authorization phase passed. If BStacg8pregistration
request, it responds with positive REG-RSP message. After this pointi§ &®epted, then

management and transport connections established and SS becontieo@era
Handover

Handover is process of a SS moves from radio interface of serving B&lio interface of
neighboring BS. Main reasons for handover are better signal qualitypetter QoS. When
a SS moves, signal received from serving BS may attenuate. Inteséessmd fading also
affects the signal quality received by SS. In such cases taking servinefter neighboring
BS which has better signal, is more appropriate. Sometimes SS could nobggheservice
quality from the serving BS. Connecting to BS which has more available bdtidvs

preferable.

BSs know the topology of network by communicating with each other ovetdmeknetwork.
BS broadcast topology information periodically with MONBR-ADV message. MSs learn
the neighboring BSs from this message. Also SS could requests scant@nglifrom BS
to obtain neighboring BS information. MS obtains scanning interval by sgidinB_SCN-
REQ to serving BS. Handover decision could be taken by either MS oingeBS. If MS
decides, it sends MOBISHO-REQ to serving BS. If vice versa, BS sends MBBHO-
REQ to MS. After this point MS starts synchronize with target BS as in initializgilase.
The rest of the process is similar to MS network entry and initialization as ddpictegure

2.6.

2.1.2 |IEEE 802.16j Multihop Relay Specification

IEEE 802.16j standard is developed as an amendment to IEEE Std 802BHEBWultihop
Relay (MR) task group. The standard updates and expands IEEE63@G#.Xovering
multihop relay operations. IEEE 802.16j describes data structures amelcmechanisms
for MAC common sublayer, security sublayer and physical layers of tRs f1]. |IEEE
802.16j standard designed to operate with legacy IEEE 802.16 mobilergdrsc(MS).
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Introducing multihop relaying concept brings coffeetive solutions for extending coverage
and increasing the capacity. Specification supports mobility for relay staiR®f Three
types of relays exist according to deployment scenario, which are mbkéd,and nomadic.

Main use cases of RSs are shown in Figure 2.7.

Multihop relay
for rural areas

Emergency/disaster
recovery

., Shadowso
buildings

Coverage extension at :
i Coverage on mobile
cell edge vehicles

Figure 2.7: Examples of usage scenarios for fixed (F-Rs), nomadR3N\-and mobile
stations (M-RS) [3]

IEEE 802.16j defines two types of operation modes for relays which ansgarent and
non-transparent mode. In transparent mode RSs do not send franfimgation which

contains scheduling information for subscribers. Management messlagalsl be received
directly from the BS by subscribers in this mode. Non-transparent relysend framing

information, therefore management messages sent by RS to its subordivetetsers.

There are two types of scheduling related to these operation modes:lizedtszheduling
and distributed scheduling. In centralized scheduling, BS is responsitdsgigning UL and
DL slots to each subscriber even if connected over RS. In distributeztigthg every RS

generates DLMAP and ULMAP which contains the scheduling information [2]
Transparent mode:

15



Figure 2.8: Usage scenario for transparent relays

Relays operating in transparent mode do not have transmits framing infonrmatiwerefore
centralized scheduling mode is used. Subscriber could connect to BShabweo two hops.
Consequently relays operating in transparent modes do not extendvérage of BS. These
types of relays used for increasing the network capacity. Example isapewn in Figure

2.8.

Non-transparent mode:

Figure 2.9: Usage scenarios for non-transparent relays

Relays in this mode enables extending coverage by sending framing infonm&iiaming
information can be generated by RS or can be directly forwarded dngotd selected

scheduling mechanism [2]. Multihop topologies supported in both distributédentralized

16



scheduling. Due to interference caused by sending management nsgagkays, capacity
enhancement is not well as in transparent mode. Example usage ofangpdrent relays is

shown in Figure 2.9. Comparison of two modes is given in Table 2.4.

Table 2.4: Comparison between transparent and non-transparers ofageeration [2]

Transparent RS Non-transparent RS
Coverage Extension No Yes
Number of Hops 2 2 or more
Inter RS cell interference None High
Performance In BS coverage: high In BS coverage: same as 16e
Outer BS coverage: - Outer BS coverage: medium
RS Cost Low High
Scheduling Centralized scheduling only Centralizeddistributed
scheduling

2.1.2.1 PHY Layer Specification

IEEE 802.16j provides some modifications to frame structure to capture the opulélaying

needs. IEEE 802.16 frame consist of UL and DL subframes. UL andubErames divided
into two zones, one is for ordinary access zone which contains MS tandtshe other is
relay zone for relay burst. UL and DL access zone structure is similar aoyd&EE 802.16
UL and DL access zone. DL Relay zone starts R-MAP which contains fgamformation

for UL and DL transfers, and relay fast recovery channel (R-:(ie rest of DL zone is
allocated for relay DL bursts. UL Relay zone contains relay UL bursts.abdl DL bursts
contain data generated from or destined to relay nodes. The strucameEEE 802.16 PHY

frame is shown in Figure 2.10.
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Figure 2.10: IEEE 802.16j Relay Frame Structure [1]

2.1.2.2 MAC Layer Specification

IEEE 802.16] MAC layer specification includes data structures and domtechanisms
for multihop relaying. New management messages are introduced and sahefofmer

messages modified for relay stations. Concerned management messag)@s Tiatde 2.5.

Addressing and Connections

Connections defined in IEEE 802.16 standard are applicable for RS RARE$/1 Connections
between MR-BS and SS may span over one or more RSs. Each RS musbbiatesl with

a BS in order to serve SSs and subordinate RSs. Connections are idesifieCID as in
former standard and CIDs must be unique in each cell. Multihop relay sgafi introduces
tunnel connection concept. Tunnel connections are established lbeRBeand MR-BS or
superordinate RS. MAC PDUs fromftBrent connections may use same tunnel connection.
Using tunnel connection, end-to-end transport connections passougththe intermediate

links decreased to one. Usage of tunnel connections is optional.
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Table 2.5: Relay MAC Management Messages

Type | Message Name Message Connection
Descriptions
0 UCD UL Channel| Fragmentable Broadcast
Descriptor
RS Primary Management
Multicast Management
1 DCD DL Channel| Fragmentable Broadcast
Descriptor
RS Primary Management
Multicast Management
70 RCD R-link channel| RS Primary Management
descriptor
RS Multicast Managemen
71 MR_NBR-INFO Multihop RS Primary Management
relay neighbor
information
72 MR_RNG-REPORT| Multihop relay | RS Basic
ranging report
87 RS AccessRS-REQ RS access station RS Basic
selection request
92 RS Access-MAP MAP information | RS Basic
in centralizes
scheduling mode
RS Multicast Managemen

Paths between MR-BS and SS can be established either by using tunnettons or CID
based connections. In CID based connection, R-links with same ClBtalished between

RS and its superordinate station. When a PDU arrived to RS, packedriied to connection

with CID stated in the MAC header. Figure 2.11 illustrates the CID based ctions.

Relay Path Management and Routing

Based on topology, MR-BS determines the path between itself and acdess ctd/S. Path
selection decision is made according to tree topology constraints and avadabieces. In

tree topology a RS should connect to one superordinate station. Pattiosetdgorithm is

not defined in IEEE 802.16j standard, it is left to vendors.

MR-BS selects access station of RS during network entry. RS performairegant report
to inform MR-BS about neighbors as shown in Figure 2.12 and wait foAR&SSRS-REQ
message. When MR-BS receives measurement report from RS vMBRSVIEAS-REP
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Figure 2.11: CID based connection management

message, it performs path selection for RS as shown in Figure 2.13. |ttessastation
for RS is changed MR-BS sends R&cessRS-REQ message. Upon receiving the message
RS sends MRGeneric-ACK to MR-BS and initiate network reentry procedure as shown in

Figure 2.14.

(Perform neighbor measurement report)

[ RS_NBR MEAS-REP )

| Start T67 as performing measurement report |

v
(Wait for RS _AccessRS-REQ)

Figure 2.12: Perform neighbor measurement report at a RS

There are two types of path management. One of them is embedded path mantgbere
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(Wait for RS NBR MEAS-REP)

) RS NBR MEAS-REP |

Stop T64

(Perform access station selection)

Figure 2.13: Handling RS Measurement Report

(Wait for RS AccessRS-REQ )

) RS AccessRS-REQ |

| Stop T67 as performing measurement report |

v

| MR GenericcACK )

v

(' Network re-entry via the selected access station )

Figure 2.14: Network reentry after path selection

there is no need to keep routing table. Second is explicit path managemehtnaqidres
routing table to keep the association between path and CIDs. In embedtedgagement
CIDs assigned systematically so that arrived MAC PDU'’s next R-link isrdeted according
to CID. MR-BS assigns CID blocks to its subordinate RSs and each RS s&igna
consecutive block of CIDs to its subordinates. Example assignment isixshdvigure 2.15.
According to the assignmentin Figure 15, when itis needed to establistspdranonnection
between MR-BS and a MS connected to RS tagged with 'H’, CID of the adiureis picked
between 1 and 100. If a MAC PDU with CH®, arrives to intermediate RS B then RS will
forward the PDU to R-link to RS D. RS D then forwards it to RS H.

MR-BS detects the topology changes when a new MS or RS connect ondests from
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Figure 2.15: CID assignment in embedded path management

the network. Upon such topology changes, MR-BS rearranges the@PATH mapping.
When a new MS or RS is attached to MR-BS, path for that subordinate statieteisnined
by MR-BS and all the intermediate RSs are informed about the PATH-CID imgppth

DSA-REQ message. Furthermore, when MR-BS decides to remove a peghddg a DSD-

REQ message to all intermediate RSs.

When a new connection is established, PATH-CID mapping in routing tablaldshm
updated. After MR-BS decides the path for routing the new connectiorenitlss path
information which contains PATH ID and CID, to all intermediate RSs on the p@iton
receiving DSA-REQ message, RS insert entry to routing table and fdsnmessage to
subordinate RS which is the next hop on the path. A DSA-REQ messagagates until
it reaches the access station. Access station responds with DSA-RS&ymesaform all
superordinate RSs and MR-BS about success of path creation.nravakof a path, MR-BS
sends DSD-REQ messages to RSs on the path, and all the intermediate RS thpeleouting

table by removing associated the path entry.

2.2 Mobile IP

MobilelP is extension to IP protocol developed by IETF (Internet Ergging Task Force)
to handle mobility issues. MobilelP enables mobile devices stay connected wgtianging
home address while roaming. Mobile nodes which support Mobile IP havévaddresses

which are Home Address and Care Of Address. Home Address is agdigridome Agent
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which runs at mobile nodes home network. Care Of Address is assigred mbbile node
moves to another network. Care Of Address is temporary whereas haimesads permanent.
Care of address is not transparent to upper layer protocols. Allrdaper protocols and

applications use home address for addressing source and destinal&m no

2.2.1 Overview of Protocol

There are two types of agent defined in protocol. Home Agent is runmifmgpme network of
the mobile node. Home agent maintains the mobility binding table which contains the home
address and care of address mapping of mobile node. Foreign agemiisg on the foreign
network where the node is visiting temporarily, and gives service. Botlicesrperiodically

broadcast the agent information in order to be discovered by mobile nodes

When mobile node leaves the home network and enters to foreign networgnds &
registration request with lifetime information to foreign agent. Foreign agesulves the
home network of node by inspecting its home address, and sends atredhesare of
address to be assigned to node. Upon receiving the request freigrf@gent, home agent
keeps a record of mobile nodes current location and its care of adardgben responds to
request. After receiving response from home agent, foreign ageepts connection request
of visiting mobile node and updates the visiting lists. Registration process is sizathar
Figure 2.16.

After registration a tunnel between home agent and foreign is establisleciverd packets
destined to home address of mobile node its current address. Sincelaygysriransparent
to location change, IP packets are constructed with source addresaésduluress. Packets
are routed to destination as usual. Destination node of tifiectreever realizes the location
of the mobile node. If the correspondent node intends to send packebitemode, it uses
home address as destination address. Routers will forward the patkehtonetwork of the
mobile node. Receiving a packet destined to mobile node, home agensdheckobility
binding table and forwards the packet to care of address of the noeledapsulating packet
with a new IP header. Encapsulated packet is sent to foreign agantuove| established
in registration phase. Upon receiving encapsulated packet, foreggm agtracts original 1P

packet and sends it to mobile node. Tunneling operation is shown in Fidlife 2
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Figure 2.16: CID based connection management
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CHAPTER 3

LITERATURE SURVEY

IEEE 802.16] Standard specifies path establishment and managemeetpes: Path
selection method is intentionally left to vendors. Relays route data accordpagtialefined
by MR-BS. According to the standard all UL data should be routed to MRA3Sa result
user data between two subscribers connected to same access RS statianexdé over MR-
BS. For the subscribers connected to same access RS station, a rothilikgp@S1-RS-SS2
would be more fiicient. Routing data to subordinates instead of routing to superordinate
station in relay based systems is called shortcut routing, and introduced.irfFitGhe path
selection algorithm, there are many studies propofissent path selection algorithms for
MSs and RSs. There are various metrics that can be used for path selié&ibop count,
SNR value of link and available bandwidth of access station. Related worlshartcut
routing and path selections will be discussed in separate sections. Timeteaisy work on

path selection in IEEE 802.16) MMR networks with shortcut routing enabled.

3.1 Shortcut Routing

Hu et. al in [11] proposes local forwarding scheme for OFDMA-basedtihop cellular
networks. [11] categorizes the communication paths into three as in Figurélz first one
is traffic destined to the node which is not connected to the MR-BS of source hodeis
path, all data generated by subscriber will be routed to MR-BS. Thendésdhe path where
source and destination node connected to same MR-BS wititelit access RS stations. In
this path data will be first routed to MR-BS and MR-BS forwards it to destinatiation. The
last one is communication path where both source and destination statiormnaeeted to

same access RS. Here [11] suggests a forwarding scheme so thaethteonto traverse over
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MR-BS. Figure 3.1(c) shows paths established from MR-BS to SS1 add(&8a generated
by SS1 will be first routed to MR-BS on dotted path and then forwardedttogsablished
for SS2. Proposed solution enables RS to forward MAC PDUs directly Bissead of
sending to MR-BS.

MR-BE MR-ES MR-BS
851 s81 881
LLR RS | ¥ ES1 T~ RS
() B S (@) \ (i)

I
a e 882

@ © ©
Figure 3.1: Communication path of the MR networks [11]

Local forwarding mechanism decreases the hop counts which desieésncy and increases
throughput of network. For local forwarding scheme, [11] modifies théh freation
procedure defined in the IEEE 802.16j standard. SS initiates servicer@ation procedure
by sending DSA-REQ to MR-BS. Upon receiving DSA-REQ MR-BS realibe destination
is connected to same access RS. MR-BS sends DSA-REQ message oasdd@dccess RS
instead of addressing all the intermediate RSs on the path. When accessdr@s DSA-
REQ with path information from MR-BS, it responds with DSA-REP. Aftiirenation, MR-
BS responds to MS with DSA-RSP message. Access RS forwards uaerrdastablished
service flow directly to destination MS. Comparison of regular DSA messagesihd flow

in local forwarding scheme showed in Figure 3.2.

According to simulation results, throughput increases 12.38% where ¢halgtity of %50

of data communication is type of (c) in Figure 3.1.

26



s AcoossRE IntermediateRS ME_BS BAS ArcessRE IntermediateRS MR _BS
[ | | | [ | [ |
[ | [ | [ [ [ [
I I D5A-RFCL | .‘| | | NEA-RED I |
! I I N5A-REC I I O54-REC) JI
[ | (PR | ke : |
I | osamen | | | | PA-RSR A
[ N T | [ | - |
[ | | 2 [ L ; !
! I 54K | I | pssrse I I

. . "
L AT ! ' == |
r | osaack | | [ [ “l
| [ £l | [ |
| | | [ |

|
|
|
I |
054 Message flow in 802,16] D5 Message flow with Local Forwarding

Figure 3.2: DSA message flow in 802.16j and local forwarding

3.2 Path Selection

Path selection in MMR networksffacts latency and throughput of overall system. Various
metrics have been proposed in literature fiirceent path selection. IEEE 802.16] multihop
relay specification does not define path selection method but suggedsasib metric. In
addition to CINR, Hop count and available bandwidth of access statioroamon metrics
used in literature. Studies focused on path selection for MS and RS sdpardlso path
selection methods fier according to requirements of subscribers. Ann et. al. proposes path
selection method for RSs in IEEE 802.16] MMR Networks in [13]. They ugedount, link
available bandwidth and SNR as path metrics. Distributed path selection aeppsagplied

so every RS obtains path metrics from its neighbors. [14] employs similar mietdd$erent
names for selecting paths for MS and RS in centralized manner. Link speficeency and
link load are the metric names used in [14]. [15] proposd#draware routing algorithm by
inspecting the load of intermediate RSs. Since none of the studies conedmeidhe tréic
between the subscribers with common superordinate station, there is neleatios metric

according to tric demands.

When a RS is in the transmit range of more than one RS, it should choosé iheenoas an
access station. In order to give best service to its subscribers, R siebect the suitable RS

which has more féicient path to MR-BS. Proposed scheme in [13] employs UCD messages
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Figure 3.3: Path selection of RS

to publish the path selection parameters. Parameters are added as Tiéeimdformation
into UCD message. In the topology given in Figure 3.3, RS initiates network pracedure
and starts to scan the wireless media. RS obtains neighbor information witheetsCD
messages. After RS receives the first UCD message, it waits for while te padlk selection.
The waiting period is duration between two UCD messages originated by san®iR®
UCD message is sent periodically, receiving UCD from sender of fiid thessage means
all UCD messages have been received from neighbors. RS deciessagtation with path
selection method and starts registration process with sending RNG-REQ ®3VIRetwork

entry procedure is described in Figure 3.4.

[13] uses link available bandwidth, channel MCS and hop count as p&hti®n metrics.
Aim is to select the best path for increasing the network throughput whdesdsing the
latency. According to SNR of channel,fidirent MCS level is used. SNR thresholds for
different MCS levels are shown in Table 3.1. MCS with link available bandwidthrdetes
the link data rate. Less hop count is preferable while selecting the pathdseless network
resources used and noise ratio is lessen. For the path selection, minimilablevak data
rate along the path and number of hops the path are used as metrics. Linktdaialculated

by multiplying link available bandwidth with MCS level. Past cost formula is
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Figure 3.4: Network Entry with path selection

PI’—BS = Lr—BS/HI‘—BS(l)

WherelL,_gs is the minimum link data rate for path between relay r and BS ngs is

number of hops in the path. New RS selects the RS with maximum path cost.

Table 3.1: SNR thresholds for MCS levels

Assigned Level| Modulation | Coding Rate| Receive SNR
Treshold (db)

1 BPSK 1/2 6.4

2 QPSK 1/2 9.4

3 QPSK 3/4 11.2

4 QAM16 1/2 16.4

5 QAM16 3/4 18.2

6 QAM64 1/2 22.7

7 QAM64 3/4 22.4
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Link spectral éiciency, proposed metric in [14], means net bitrate divided by the bandwidth
in hertz of link. According to the definition, link spectrdfieiency (LSE) is amount of data
that can be transmitted over given bandwidth of a link. LSE is dependentdalaimn and
coding scheme used in OFDMA symbol. Modulation and coding scheme is adarufl3]

as a metric. Link load is the other metric for path selection in [13]. Every RSaseof link

load between itself and subordinate station. When selecting the path, soradinksmay be
overloaded due to being a common link of multiple paths. So selecting the RS irdance

to this constraint will improve network throughput. Path selection decision &tk MR-

BS in [14] as defined in the IEEE 802.16j standard. Each RS informgcugeate station
about the UL tréfic load. MR-BS selects the most appropriate path for new comer MS or RS

according to metrics gathered from the subordinate stations.

Chen et.al er path selection methods which prevent intermediate relay to become bottleneck
with heavy load [15]. Each MR-BS or RS has cumulative load of its subateén MR-BS
obtains the load information with bandwidth request of SSs. First path seletgorithm is
minimum average load first (MALF). MR-BS chooses the path with minimum actatedi
traffic per hop count. An example of MALF path selection is depicted in Figure Sherer

are four paths available for new comer subscriber SS2-3. Loads BSk@nd SSs are shown
under the node names. According to MALF path costs are 9, 6, 5, arapdatively for P1,

P2, P3 and P4. MR-BS selects P4 for the SS2-3 as an access station.

Second proposed scheme idfiaaware routing algorithm (TARA). MALF achieves partial
load balance. RSs at higher level may still become bottleneck with MALF. Mdba&s not
consider new comer subscribers’ load and fie@s on nodes at higher level in topology. In
TARA, two metrics are used for path selection. One is totdlitrdoad of paths and second
is load balance factor. Total tiec load of paths is sum of loads of each intermediate RS on
the paths for new subscriber. For each path, possiteteof joining new subscriber to total
traffic load is calculated. The path with minimum totalffi@load is first criteria for path
selection. Load balance factor is average load per link, which is totéctlaad divided by
number of links in all possible paths. When BS selects the access station bfHigt checks

a path with minimum total tféic load. If there is more than one path satisfying the condition,
then the path with minimum load balance factor is chosen. Since load of suierd®

affects its superordinate RS’s load, BS would select the RS with minimum hop foouMs.
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Figure 3.5: An Example of MALF

Therefore latency of the data packets will also decrease.
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CHAPTER 4

PROPOSED METHODS FOR TRAFIC AWARE ROUTING IN
IEEE 802.16J NON-TRANSPARENT NETWORKS

IEEE 802.16j Multihop Relaying extends the network coverage and isesetne network
throughput. One of the usage areas of 802.16j is the rural areag whadowing fiect is
more likely to occur because of geographic conditions. Considering adbatea network
established in a rural area and using the 802.16j technology, the majorig/whtiie network
traffic is due to the communication among the subscribers in the same region. Inasesh ¢
routing all data over the MR-BS for the communicating pairs in the same regionasta of
resources. Moreover, since all the communication paths are establistvesb the MSs and
MR-BS, relay links at higher levels of the tree topology may become corgyastebottleneck
links. For data triic between subscribers with a common ancestor RS in the tree topology of
the network, forwarding packets directly to downlink connection of thémison subscriber
(shortcut routing) may be arffective solution that will decrease the congestion on higher
levels of the topology and can increase the aggregate network thraugbgdecting a good
path between the communicating subscribers may be andtbetiee solution for increasing

the overall network throughput.

In IEEE 802.16j, maximum resource utilization is obtained in non-transpamnede with a
distributed scheduling. Consider the IEEE 802.16j non-transparentrietapology given

in Figure 4.1. Imagine that there are communications between MS1-MS2 ageM&S.

At the same time, assume all the subscribers are downloading data fromefestn In this
scenario, without shortcut routing, communication path of MS1-MSRI&L — RS2 —
RS1 - MR- BS1 —» RS1 - RS2 —» MS2. When shortcut routing is enabled, RS2 would
forward the data destined to MS2 directly to MS2 instead of forwarding ta Rtthis case,
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communication path between MS1 and MS2 willl&S1 — RS2 —- MS2. Hence when
shortcut routing is used, hop-count of the path decreases from si>otoMereover, uplink

resources of RS1 and MR-BS1 will not be wasted.

(ig)
() //i

MR-B52

MS3

RS2
34

Figure 4.1: IEEE 802.16j Non-transparent network

In Figure 4.1, if the subscriber MS4 initiates a network flow destined to sibesdS1, data
will be sent over the backbone network. However, since MS1 is alsoeirbiel coverage
of relay station RS3, it would be more appropriate to use RS3 as an aetagstation of
MS1, instead of RS2. MS1 could make a path selection (hence relay se)dmiged on its
communication demand (which is to MS4) and decide to use RS2, instead of\RS2opose
the use of such a path selection mechanism based on the demands of the maobile stations.
Hence, the decision to which RS to connect to will be made by a path selectarittaigthat
will consider the tréfic demands. Taking tfiic demand into consideration while selecting the

paths and access relays stations may prevent unnecessary traviees#ia relay stations.

4.1 Shortcut Routing

Routing is the responsibility of the Network Layer in IP based networksElEH 802.16] MR
Networks, Relay Stations implement the Data Link and Physical layers. fohei® based
routing is not available in RSs. RSs forward the incoming data directly to eithenlthk

or uplink according to CID. For tfac between two subscribers having a common ancestor
RS, forwarding data directly to destination subscriber from the RS mayaseraetwork
utilization. By keeping thecdestination IP address, transport Glpair in a routing cache,

RS can forward data packets by inspecting the destination IP addressatéiaed packets.
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Since IP address is IP layer information and CID is MAC layer information,etepkboth
information together we need an additional layer (module), which we calR3SS layer,
on top of the MAC layer. Hence, we use a cross-layer mechanism to implesheritcut

routing at the intermediate relays stations.

In this section, integration of the cross layer on top of the MAC layer of IBEE16] NT RS

will be introduced and discussed. This mechanism is our first contributitmsithesis.

4.1.1 Assumptions

Assumptions for our shortcut routing are listed below:

e Only one link layer (MAC) transport connection is established for each W&

connection is between the MR-BS and MS.
e All service flows are of type UGS (unsolicited grant service).

e RSs run in non-transparent mode with distributed scheduling applied.

4.1.2 Cross Layer for Shortcut Routing

Link layer transport connections are created upon service flow creatiguest initiated
either by MR-BS or MS. Service flow creation procedure is started with |R&EA) message.
Service flows must be associated with a transport connection. This c@menay be
an existing one or it can be created upon request. MR-BS decides thdéopadthnsport
connection and informs all the intermediate relay stations about the path. St&liayns keep
<CID, link> pairs in a MAC layer routing table. When a data packet is received ata rela
station, the relay station checks the CID of the MAC packet and forwatdsdrresponding

link. An example path creation scenario is shown in Figure 4.2.

In Figure 4.2, the mobile station is the originator of the DSA-REQ message. Tlsisage
is sent to MR-BS on the management connection. After MR-BS determinesithéqo the

data transport connection, it sends DSA-REQ or DSC-REQ messagertdapestations that
are the intermediate stations on the path. Each relay station checks the avaikahieces

whether it can satisfy the service demand. If an intermediate relay statieptadhe service
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Figure 4.2: Multihop path creation procedure

request, it forwards the request message to the next relay station oatthewards the MS
until the message reaches to access relay station that is directly connetttedS8. If one

the intermediate relay stations rejects the request, the message will not reaciecdiss relay
station and a transport connection will not be created. Upon accegsstation receives
the DSA-REQ message, it accepts the service request if it has availablegces. MR-BS
informs the intermediate relay stations about the path created via ATESAACK message.
MR-BS also sends a DSA-RSP message to the MS to inform about accemthservice

request by all the relay stations on the path.

Relay stations keep CID and path information in the MAC layer. When a dateepac
received from an uplink transport connection, the relay station looks tGlibén the packet
and forwards the packet to next hop accordingly. For our shorteding, target station’s IP
address is the key value for making a direct forwarding decision. Hemteonly the CID,
but also the IP address inside a received MAC packet is examined bglélyestation to make

a short-cut routing decision. CROSS layer is inserted on the protocél stacrelay station
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as in Figure 4.3 to handle IP based routing operations.
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Figure 4.3: Adding Cross Layer to RS protocol stack

The Cross Layer in a relay station keepSID, IP> pairs in a routing cache to be used IP
based short-cut routing. In our proposal and implementation, the rowdigeds a dictionary
structure where the key is an IP address and the value is the correspdid. Since
dictionary structure does not let inserting an item with existing key, only ammection
could be associated with given IP address. Routing cache is constardeagpbdated upon
connection creations. As depicted in Figure 4.2, after Access RS aecegtgice acquisition
request, MR-BS informs intermediate RSs on the path with DSA-ACK which ieslyihth
and CID information in TLV encoded message section. Upon intermediate é&t8s/e
this message, the CID and IP address of the MS is sent to the CROSS laymtate the
routing cache. For disconnection or handover scenarios of MS, BRd&hds MINFO-
DEL message to Access Station to delete MS related information and to relsaseces
allocated to it. This message is sent on the management connection goingtexeetiate

RSs. Intermediate RSs would inspect this message to update their routieg.cach
Figure 4.4 shows how shortcut routing decision is taken in our Cross.L8hertcut routing
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mechanism is used only for uplink data (i.e. data traveling from an MS towled3S). Data
packets received from upper layer relay stations (superordinate sigfiien data packets data
are originated from BS and traveling to an MS) are forwarded as normiaénvdl MAC data
packet is received from a subordinate station, it is sent to the crossmayead of finding the

destination link from the MAC layer routing table.

For uplink packets, the cross layer first extracts the data packet feMAC packet. If the
packet is an IP packet, then the routing cache is checked whether tlarexssting record
for the destination IP address. If a record is found, then a new MARgb@onstructed with
the CID obtained from the cache and pushed into the downlink queuesporreing to that
destination connection (to that CID obtained from the cache). If there isgurd found for
the destination address, no action is taken and the MAC packet is sertblithekMAC layer
in its original form. Then the MAC layer forwards the packet to its supenatte station (to a

neighboring relay station on the path towards the BS).

4.2 Hierarchical Addressing and Routing for IEEE 802.16] Multihop Relay

Networks

Determining the destination of an incoming data packet at a relay station reghéeking the
routing cache at the cross layer. Handovers and access statioreshraggire reconstructing
the routing cache. Using a hierarchical addressing scheme, it carsiee ®aunderstand
whether a destination node with a hierarchical IP address is a subordiatits of a relay
station or not. By this way when a packet is received, it is first checkibe iflestination IP in
the packet is in the address block of the current station. If it is, then ttendéon CID can

be obtained from the routing cache.

For trafic aware routing that we propose for 802.16j network, shortcut routiaghanism
was our first step. The main factor that determines the routing path in IEEE@&Metworks
is the path selection method. Location information of a destination node is aegéssnake
path selection according to ffic demand. By using hierarchical addressing, location of a
destination node inside the addressing hierarchy (tree) can be detefyiespecting the

destination IP address of a packet.
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Figure 4.4: Shortcut Routing with Cross Layer
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In an IEEE 802.16] MR Network, every intermediate and leaf station hasotess station
and they are interconnected together to form a tree topology. Positionadein the tree
can be easily determined when hierarchical addressing used. Addsegament is done in a
systematic manner so that each subordinate station connected to the sassestatmmn will

obtain addresses from the same CIDR address block.

In IEEE 802.16j, IP address assignment is handled by MR-BS duringnd3/& network
entry process. There is not any regulation for IP address assigrimtng standard. With
hierarchical address assignment, every superordinate station (RBSajwill be considered
as a subnetwork. An IP address block will be assigned for each sutmke Since both RS
and BS are superordinate stations, BS would become a network of suaoketWw he same
situation is also valid for RSs which have subordinate RSs. For supeateditations which
have subordinate RSs, IP address block assignment should also cashdagss block for
subordinate RSs. Example tree topology and IP address assignment @hrotation is

shown in Figure 4.5.

17.0.1.0/24

17.0.1.64/26

17.0.1.80/28 17.0.1.66 17.0.1.130

Figure 4.5: Hierarchical IP Address Assignment for 802.16j Network

In the topology shown in Figure 4.5, CIDR block of BS is 24 which medfs2) — 1 nodes
can be addressed with this address block. Since RSs are also supeosthtions, they are
assigned an address block in network entry process. Address ldsignment is done in a
systematic manner. If the subnet mask of an address block is less thamhdB&ssablock is

divided into four parts. Three parts are reserved for subordinageaR® remaining part is
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used for MSs directly connected to the station. In the example topology, 8$asvS1’s IP
address from the first part of address block which is 17.26.0BS’s IP address is the first
IP of first part of the IP address block which is 17.0.1.1. Second ardiphits of the address
block are assigned to RS1 and RS2 respectively.

Systematic assignment of address blocks limits breadth and depth of the yppBlegdth
limitation comes from division of each subnet block into four parts, which mean
superordinate station can have at most three subordinate RS. CIDR addigmed address
block of the BS limits the depth of the topology. Since smallest CIDR addresk thlatcan
be assigned to RS is in the form of a.b/8@ depth of the topology will be at most (32 -
(subnet length of MR-BS)2.

Main motivation behind using hierarchical addressing is to be able to gatbemiation about
the incoming and outgoing tfigc of a station. Examine the mobile station MS2 in Figure 4.1.
MS2 is in the coverage of both RS1 and RS2. BS selected RS1 as the statessof MS2

by using a path selection method. However, when MS2 and MS3 start coratingiavith
each other, since MS2 is in the range of RS2, MS2 can understand thattmaing trdfic
from MS3 will follow a shorter path if the packets from source IP 17.0.1(L80from MS3)
are passed through RS2. Eventually this gives clue about selectingsR8Raecess station
of MS2 and this may increase the overall throughput in the network, acréase the latency

and congestion.

4.3 Enhanced Mobile IP for Shortcut Routing Enabled IEEE 802.16j Networks

Handling mobility is a challenging issue in mobile networks. Seamless handoder an
addressing mobile nodes are key issues for uninterrupted communicatitfE 802.16
specification provides a solution for handover and describes theduaeén details. For
IP based networks, addressing of mobile nodes are handled with Molgletétol which is

also applicable in WiIMAX networks.

As stated in the background section, if Mobile IP is used, mobile nodes havaddresses
which are "home address” and "care-of address”. Foreign and lagers run on MR-BSs in
traditional WIMAX networks. When a packet is received at an RS, if tretidation address

belongs to one of the subordinates of RS, RS forwards the packetlyli@the destination
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MS. If MS performs handover operation, then the packets forwarded the RS will be

lost. To prevent this situation, every RS should have home and foreign agestionality.

When a subordinate station initiates handover or a path change proaessgtiests pass
through the intermediate stations. These request packets are progeisgsetnediate RSs to
update MobilelP tables, and then forwarded to MR-BS. This solution pteyecket losses
caused by migrated nodes. Also, when a subscriber initiates registratioasgrwith new
BS, requests and responses pass through the intermediate stationsitecnadidiate stations

will know about the address of new comer.

17.2.0.1/24 17.2.1.1/24
/
/
i
17.2.0.65/26 17.2.1.65/26
17.2.0.81/28 17.2.1.81/28

17.2.0.83

17.2.0.82

17.2.1.82 17.2.1.83

Figure 4.6: Care of Address Assignment after Access Station Change

Subordinates may change the access station because of mobility or to getsbettee
from another superordinate station. These two access station chamgeiss are valid for
both RS and MS. For RSs the access station change task is more complicatethsin
might have subordinate stations. When an RS with subordinate stationseshthiegaccess
station, all subordinates connected to the RS should renew their IP seslreRenewing
the subordinate stations’ IP addresses is the responsibility of the sdipetterRS. In Figure
4.6, RS1 changes its access station from BS1 to BS2. While connecting tdVviéBielP
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procedure works and BS2 sends request to BS1 for assigning mevoftaddress for RS1.
BS1responds, and BS2 accepts the registration of RS1 and assignsdaraef address. For
the completeness of hierarchy in IP addresses, RS2 and its subordimai#s have changed
their IP addresses. RS1 assigns new addresses to its first levalligalies. Then each RS
is responsible for assigning IP addresses to its first level subordinatethis case, RS1
assigns the IP address of RS2 and RS2 assigns the IP addresset an®I&1S2. Since the
proposed IP address assignment method limits the depth and breadth ofjogolne nodes
may be disconnected. Disconnected MSs should connect to anotheorslipgte station in
the vicinity if available. Path selection method can prevent having discortheottes after

access station change.

17.2.0.1/24 211724
B51 AT

@D 17.2.0.65/26 6591?-2.1.55'25

17.2.1.81/23

RS3 | 17.2.0.21/28

17.2.1.82
17.2.082 17.2.083

Figure 4.7: IP Address Assignment before Handover

Figure 4.7 and Figure 4.8 illustrate how agents work in the proposed soliMi®a leaves the
network where BS1 is the gateway station to the backbone network, andWg&s to the
network of BS2. Every node has a home address which is taken fromstedtwork joined.

In the figures, current care of addresses of the stations are writedareBeaving the BS1's
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network, MS2 initiates handover request with candidate neighbor statfahe handover
request is accepted by BS1, MS2 initiates the registration request to B&#h rdceiving
registration request of MS2, BS2 inserts MS2 into visitors’ list record regdiests BS1 to
join MS2 its network with MS2’s new care of address. If BS1 accepts Biggsest, it keeps
the mobility information of MS2 and respond back to BS2. Each intermediate R&H w
receives MS2 handover request and its response, will know that N&&vsg the network.
If home agent address of MS2 is declared to be the IP address of R&3VitibilelP request
will be destined to RS3. So RS1 and BS1 indirectly learn about the caredoésslof MS2.
Each intermediate RS receiving MS2 registration request and its respilhkaow about

MS2’s IP address and keep its care of address.

Mobility Binding List

home address

care of address

17.2.0.1/24

17.2.1.1/24

Visitor List

home address

home agent address

17.2.0.83
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17.2.0.83 17.2.1.83

Mobility Binding List
home address |care of address
17.2.0.83 17.2.1.83

Visitor List
home address |home agent address
17.2.0.83 17.2.01

17.2.0.65/26

17.2.1.65/26
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17.2.1.81/28|17.2.0.83 17.2.0.1

Mobility Binding List
home address |care of address
17.2.0.83 17.2.1.83

17.2.0.81/28

17.2.0.82 17.2.0.83 17.2.1.82

Figure 4.8: Mobility Binding List and Visitor List after handover

In the scenario examined in Figure 4.7 and Figure 4.8, if MS2 has an ongaimgiunication
with many other nodes, communication should not be disturbed becauseddvesa For
outgoing trdfic there will not be any problem since the source addresses of thetpacke
originating from MS2 have the home address of the MS2. For incoming dataS®, M
there are two cases to consider in an intermediate node: 1) a node triagstita with
shortcut routing, 2) a node transferring data over MR-BS. For thiectise, since MS2 sends

handover request to BS1 before leaving the network, all the intermed#diens along the
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path learn about the handover. Between handover request anglatgisto BS2, shortcut
routing is valid for MS2. Since during registration, BS2 sends requess®ddout MobilelP
assignment of MS2, RS3 and its superordinates learn the care of addrbtS2. Every
RS and BS updates the mobility binding list when request from BS2 is reteiter RS3
accepts the request of BS2, MS2 will be registered. After this point, &lparctket is destined
to MS2's home address, if the sender is outside the network of BS1, theratket will be
routed to the care of address of MS2 from BS1. If the source of theepacinside the BS1's
network, this means source node and MS2 had at least one commonrdineostation.
Shortcut routing should forward the packet to previous access statM&dfupon receiving
such a packet. However, since there is a mobility record for MS2, rieaceRS directly
forwards the incoming packet to its access station as if in a traditional IEEE&02twork.

At the end, BS1 sends the packet to MS2 over the backbone network.

4.4 Traffic Aware Path Selection for Shortcut Routing Enabled IEEE 802.1p
Multihop Relay Networks

Path selection has an important role for utilizing network resouriesemtly. Path selection

is the process of selecting a routing path between two mobile stations or bedwsehile
station and the base station. There are various metrics that can be usedtinsglpction
method. According to QoS requirements of networktica path selection metrics and
methodologies may change. For shortcut routing enabled IEEE 802.1GjoNes, we
consider tréfic demand as an important criterion for path selection to find the shorter routes
for carrying the tréfic. Without knowing the trfiic demand and destinations, it is hard to
select an appropriate access station that will provide shorter path fanegnication. We
propose the monitoring and use of theffimdemand (amount of tfiac flowing) between any

two mobile stations to select the best access relay stations and routing ptithsemobile
stations. In our proposal, the currentffia demand between any two stations is predicted
according to the tifdic statistics gathering from the previous and recent data transmissions
between the two stations. Hence, received and sent data statistics batwetsvo stations

are used as the path selection metrics in our proposed method to select patfobetween

the stations.
Without shortcut routing, all MS tfdc would pass through MR-BS. In such a case, path
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selection aims to find the best routing path between MS and MR-BS. Thereaaceis
metrics proposed for this problem which increases throughput andates congestion and
latency. These metrics would be used in shortcut routing enabled netasnkell, since
traffic destined to outside of the network will follow a routing path towards the MR®$S
focus in this study, however, is topologies andiicascenarios where the main dataffia

is among the subscribers in a limited region, like a tactical area. In this caseshaitiicut
routing, not all tréfic from a mobile stations have to go up to the base station, but can be
routed to the destination mobile stations using shorter paths by just using inteteneday

stations and not going up to the base station.

4.4.1 Path Selection Metrics

Metrics used for path selection aim to utilize the network resour@@sently. Shortcut
routing avoids unnecessary packet traversals for tHedrm flow inside the network. So
the problem is finding an optimum path which does not degrade the end torendHiput of

MS and BS, at the same time increase the chance of shortcut routing.
Modulation and Coding Scheme (MCS)

WIMAX supports adaptive modulation and coding which means according toglirziity,
modulation and coding technique used can be changed dynamically. MG&echccording
to SNR of a link. If channel is noisy then choosing modulation technique witledditrate
and coding scheme with higher redundancy is more appropriate. Teeseaen MCS levels

used as in [13]. Table 3.1 shows SNR and MCS levels.

Given a bandwidth for channel, selecting MCS level as high as possibteases the
throughput. If the bandwidth allocated to a user is 100 MHz and the seledBRIiMBPSK
1/2, then the data rate of the user will be 100/2 £ 50 Kbps. Whereas if QAM64/3 is
chosen, then it will be 100 * 6 */& = 450 Kbps. If a routing path consists of more than one
link, the link with the smallest MCS level will become a bottleneck. So, while seleeting

routing path, link qualities for all links on the path should be taken into coreiider.

For the shortcut routing case, even if the selected path between an MESdrass poor quality

links, communication between MSs with a common RS may notffeeted. Consider the
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Figure 4.9: MCS metric

SNR values of the links in the topology given in Figure 4.9. MS1 and MS2 anaeacted
to access relay stations with high quality links and QAM®4i8 selected as MCS. The link
between RS1 and RS2 has QAM62 hs MCS. The bottleneck link in this topology is the
link between RS1 and MR-BS, which is the most necessary link féiidrgoing to or coming
from the outside of the network (i.e., externalffig). MCS level for the bottleneck link is
BPSK 2. Since, when shortcut routing is applied, theftcdlowing between MS1 and MS2
does not use the link between RS1 and MR-BS, the minimum MCS for routindbpatleen
MS1 and MS2 is QAM64 P.

Hop Count

Hop count metric is the number of links between MR-BS and MS. Hop cofiietta the
latency and load of intermediate RSs. Folfficascenarios which use shortcut routing, hop

count between MS and MR-BS is not meaningful.
Load

Load of the intermediate RSs gives clue about congestion and reswaitabity. In uplink
direction, there is bandwidth reservation, so there is no problem focshbss. However,
in downlink direction, there is no bandwidth reservation, so heavily loadsd llecome
congested. To avoid congestions and packet drops; selecting RSdhairmested less is

preferable.
Received and Sent Tr#fic Statistics

Previous three metrics are used for selecting a good path between and\BeaBS. By

using these metrics, however, it is not possible to handle shortcut rocémgusos. In some
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cases subscribers may connect to an access station which has moreuhbpocddlR-BS,
or may connect to heavily loaded superordinate stations, or may use dinglayith poor
quality. Even in this case, the total network throughput may be optimal. Comntimgieeth

neighboring MSs rather than with the nodes outside the network may gesecatscenarios.

4.4.2 Integration with IEEE 802.16j Standard

In IEEE 802.16j networks, MR-BS is responsible for selecting the acstasions of RSs and
MSs. The standard describes the access station selection method fouRgsbtwork
entry phase. For MSs, changing access station is considered ayéantoerefore even if
MS does not change its MR-BS, handover process is applied forast®n change. Either
MR-BS or MS itself can take decision of handover. Consequently, gperppath selection
method will run in MSs and MR-BSs.

Metrics that are used for path selection should be collected from netwlorKiterature,
available management messages of 802.16j are used for this purposg¢l3{swe use UCD
messages to gather the metrics from network for MS. MR-BS obtains neigifbamation

from RSNBR_MEAS-REP sent by RSs. We propose that oufitalemand metrics (sent and
received tréic) to be carried in these messages as well. There are fieoatit path selection
scenarios which are path selection in network entry and path selectionratiopal mode.

In the first scenario, MRS determines the access station and initiates a ranging process. In
the second scenario, MR-BS or MS initiates a handover process. R%$,aWR-BS requests

the RS to change its access station.
RS and MS path selection during network entry

MS starts scanning the air interface during network entry phase to obtigimboe stations’
channel descriptors. MS path selection procedure is shown in Figude 88 interprets
the information obtained from UCD messages with channel measurements utatzatbe
metrics. MS waits for a second UCD message received from same MR-Bfistogcanning.
This duration is enough for receiving all UCDs sent from neighbor statioMS starts
selecting its access station to connect based on the metrics it obtained in theggdrase.
MS starts a ranging process with the selected RS as described in the dtdRelgistration of

MS to MR-BS may &ect the metrics for intermediate RSs. MR-BS may change the access
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stations of the intermediate RS during a path creation phase as describeddupisections.

The same procedure is valid for an RS for its path selection during its neembnk phase.

MS
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Figure 4.10: Path Selection of MS at Network Entry

MS access station change in operational state

Due to the mobility or service requirements, MS may change its access stationimvhile
operational state. MR-BS has knowledge about the network with the inflermebtained
from the backbone network and the RSs. An MS or MR-BS may initiate a wando
process for providing better service for the MS. Path selection methodeds tostake the
handover decision. Example path selection of an operational MS is shofigtne 4.11.
The MS requests scanning interval from MR-BS with MGEN-REQ. If MR-BS accepts
the requests, MS starts scanning the air interface in the interval specgifigdRIBS. After
obtaining information from UCD messages received from neighbor stafib@starts a path
selection procedure and selects its candidate access station. MS seBdsIBIIO-REQ to
initiate handover with the candidate access station. If MR-BS accepts, MSatagistration
procedure as described in the previous chapters. After MS discsnfiem the previous

access station, MR-BS informs the RS with M$FO-DEL message.
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Figure 4.11: MS access station change in operational state

RS access station change in operational state

RSs periodically collect neighbor information to send reports to MR-BS.B&determines
access stations of RSs in operational state. Figure 4.12 depicts actiesscéiange for RS3.
RS2 is the initial access station of RS3. Due the change in the metrics, MRH83s9RS2
as a new access station of RS3. MR-BS informs RS3 about new accéss sith RS-
AccessRSREQ message. Upon receiving AccessREQ message, RS3 sends generic ACK
to MR-BS and starts network entry procedure by sending RNG-REQ ge$saRS1. The

rest of the procedure works as defined in the standard.

4.4.3 Path Selection Method

Each RS and MS keeps statistics about the source of its incomitig trad destination of its
outgoing trdfic. Statistics are kept in a dictionary where the key is a neighbor supeatedin
station and value is the amount of data transferred (i.e., total incoming amuirayiteetfic of
the MS or RS). For send and receive cases, two dictionaries are képn $6me amount of

data is sent to a destination node, it is checked whether the destinationrdssiklinside
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Figure 4.12: Access station change for operational RS

one of the address blocks of the superordinate stations. Similarly, whemamount of data
(for example, one data packet) is received from the access statiomuteedP address of

the data is checked whether it is a subordinate of the neighbor stations.

Figure 4.13 explains the usage scenario of "sent & receivdtctranetric. In the given
topology, MSs are connected to RSs and communicating with each other. M&% ¢éhe
region which is the intersection of RS2’s and RS4’s transmit range. Silg&iMnew in the
region, there should not be anyfiia statistics in its dictionary for superordinate stations in
the range. MS7 creates dictionary entries for the new neighboring RSsedects of them
as the access station according the previous three metrics. Accordingpcetheus three
metrics, hop count and MCS metrics are the same for both of the paths goingthRS2
and RS4. However, load of RS4 is more than RS2 because of the numbabatinates
connected to them. Therefore, MS7 selects RS2 as its access station ajitiménige After

a while later, MS7’s major tiffic becomes the tfac to/from MS5, MS4 and MS6. When
traffic load prevails the other metrics, then MS7 selects RS4 its an access statioefib be

from shortcut routing.
Each subordinate station calculates alternative path costs periodicallynaiiterpaths may
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Figure 4.13: Sent and Receive Data Metric Usage Scenario

end up with same MR-BS or not. If the rating alternate paths prevails that thentand

the alternate path ends up withférent MR-BSs, the subordinate station starts a handover
process. If the subordinate station is an RS, then station migrates to the mestvgork with

all its subordinates. If the prevailing path is also ends up with the currenth@8 RS sends
SBC-REQ to BS with rates of the candidate stations. Extra information will biéedawith

TLV encoded part of the management packets.

After selecting a new path for a subordinate, statistical data analysis magecla favor
of the previous path. This could happen repetitively if the costs of pathsearly same.
To prevent this situation (i.e., oscillations between alternative paths), tayehte path,

candidate path must be better than the current path by more than a threslneld v

Metrics defined in this section was grouped into two. First group of metrefoarselecting
the best path to deliver packets between MS and MR-BS. The second gfametrics is

for selecting paths which are more suitable for shortcut routing scen&msond group of
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metrics is meaningful for a scenario where the subscribers registereel sartite MR-BS are
heavily communicating with each other. If majority of theffi@is flowing inside the network
(i.e., internal tr#fic, then the second group of metrics becomes more important. As a result,
in our path rating function (i.e., path cost function), every metric has #icmnt. These
codficients may change according to the usage scenarios. Every metric vatateid ®© a
floating point number between 0 and 1 to normalize the weight of each metni@afhucost

formula is given in Equation 2.
Pr-Bs = tmcs-MCSms-Bs + CH.Hms-Bs + CL.Lr + Cs.S¢ + Cr.R (2)

wherecycs codficient is for MCS metricMCSp s gs is minimum MCS level on the path
between MS and MR-BSHs gs is hop count between MS and MR-BS and is the
codficient of the metric.L, is the load of the candidate access relayy.andR; are sent

and received data statistics to and from Relay r.

Declarations

Bmax . Maximum available UL Bandwidth for an RS or MR-BS.
MCSmax : Maximum assignable MCS level for a link.

CIDRmnax : Maximum assigned CIDR block in the network (MR-BS’s CIDR block).

CMmcs . Codficient for MCS metric.

Chop . Codficient for hop count metric.
Cload . Codficient for load metric.

Csent . CodTicient for sent tric metric.
Crecv . Codficient for received tridic metric.
N . Neighbor RS and MR-BS stations.
t . Path rate threshold multiplier.

Algorithm of path selection method is given in Algorithm 1. This algorithm runsawth MS
and MR-BS periodically. Complexity of the algorithm@n) for MS where n is the number
of neighbor stations. For MR-BS complexity of algorithn@ié?) since for every subordinate

station, MR-BS runs path selection algorithm.
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Algorithm 1 path selec{N)

maxrate « rate_station(curr_acces}
candidateaccess— curr_access
forall SeNdo
if rate_station(S) > maxrate x tresthen
maxrate < rate_station(S)
candidateaccess— S
end if
end for
if candidateaccesst curr_accesghen
connectto(candidateacces}

end if

Algorithm 2 rate_station(S)

aval bw_ratio <« S.aval_bw/Bmax

load_ratio « 1/Log;00S.Congestion

mcsratio « MCS(S)/MC Spax

hopratio « (32— S.IpAddressBlocls ubnet/CIDRyax

sentratio « S entAnalysis]/S entAnalysid otal

recv.ratio « RecvAnalysisS]/RecvAnalysig otal

rate < Cycs X Mecsratio + Chopx hopratio + Csentx sentratio + Crecy X recv.ratio + Coad X
load_ratio

return rate
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CHAPTER 5

SIMULATION RESULTS

This chapter describes the simulation environment used and gives the simuksidts.
Various network simulators were studied to simulate the work proposed in thiss.the
First part of the work done, simulated in NCTUns and rest of the work siedilan
WIMAX Multihop Relay Simulator which is developed by author. In simulations,-end
end throughput, queue lengths of superordinate stations and lateneywairk packets are
measured. Chapter consists of three sections;in first section simulatiooreneint will be
discussed with their capabilities and simulation models. Topologies that are sithatate
simulation results are mentioned in Section 2. Comments on simulation results arengive

last section.

5.1 Simulation Environment

Simulation environment is crucial to evaluate performance of the propadetios. There
are various network simulators which have implemented commonly used netvatocqls.

Since IEEE 802.16j amendment released at late of 2009, many of the siraudatopt have
official support. WiMAX Forum gives support to ns2 simulator and there is tEBE Std

802.16-2009 plug-in available. OPNET has also have WIiMAX specializecehimd gives

support to IEEE 802.16-2004 and IEEE 802.16e-2005. The only mesumulator that gives
IEEE 802.16j support is NCTUns 6.0. Currently NCTUns have full supfor transparent
802.16j. Non transparent 802.16j module of NCTUns 6.0 is still underojenrent.
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5.1.1 NCTUns 6.0

NCTUns is a powerful simulation tool that runs on Linux. Two key featudistinguish it
from other well known simulators. One of them is, it uses operating syst&R4H stack.
Second one is, since it uses OS TIPPstack, any real world network applications can be
used on NCTUns for testing. NCTUns provides GUI for constructingltmpes and tré&ic

models. After simulation completed, with playback option data flow could be seen.

To enable use of Linux’'s TGP stack, kernel reentering methodology is used. Pseudo
device interfaces named tunnel interface, are used each node in simulk&tiery tunnel
interface is recognized as a regular network interface by operatitgnsyEigure 5.1 depicts

the communication of two hosts in NCTUns simulation. Simulation engine manages only
the links between two host and rest of the JIBPprotocol details are handled with kernel

functions.
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e o

TCP Sender /?_ - (\w User Space

J h
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Figure 5.1: Kernel Reentering Methodology

NCTUns has a modular architecture. Each layer in protocol stack hasresponding
module in NCTUns. Each module may have one precessedor and onssarcddodules
communicate with each other with common interfaces. Figure 5.2 shows how tWo TC
hosts connected via switch on NCTUns. Modules have send() and) rie¢e(faces for

communicating modules on up and down. For calling upper layer module,) ieteface
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is used and for calling lower layer module send() interface is used. Irrd-ig2 flow of
a packet from Hostl to Host2 is shown. Top layer is inteface module which ildevi®
application layer and the bottom layer is link layer where the packets fodedr® link layer
of the next hop . Here Hostl’s link layer forwards the packet to Switatkslayer by calling
recv() interface and packet propagated up to switch module. Since thegauof switch is
forwarding the packet right destination, switch module selects the nextaoéeand sends
the packet down. Packet is pushed down by calling send() interfadgsushed up by calling

recv() interface in Host2.

Interface Interface

send()

recv() |

send()

recv()

L] send() | Switch | reev()

send() | ARP reev() | send() | ARP reev()
v [}
send() FIFO reev() | send() | FIFO reev() ] send() | FIFO reev() l send() ‘ FIFO I recv() I
send() §02.3 recy() | send() 802.3 recv() ] |\entl(l | 8023 ‘ reevi) l send() 802.3 I recv() I
(] [} (] [}
send() ‘ PHY reevi) | send() | PHY reev() ] send() | PHY reevi) l send() | PHY reev()
] [} (] [}
send() l Link reev() send() | Link reev() l send() | Link reevi) l send() | Link recy()

| I f

Figure 5.2: NCTUns Module Based Platform [17]

5.1.1.1 Protocol Stacks of IEEE 802.16j Non-transparent Mode Neorks in NCTUns

A device can have more than one interface in NCTUns like Switch. MR-BSalsastwo
interfaces which are IEEE 802.16j interface and Ethernet interfacdoddls stacks of MR-
BS, RS and MS are shown in Figure 5.3. Ethernet interface of MR-BS isoilmmunicating
with backbone wired network. Responsibilities of MAC and PHY modules ofB&R RS

and MS are dferent so for each device type separate modules are designed.

MR-BS is connected to backhaul network via Ethernet interface. Thisextiion should have

enough bandwidth to carry the whole IEEE 802.16j networfiitaMAC802.16IJNT_PMP.BS
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module performs MAC operations like scheduling, connection management.
OFDMA_PMPBSMR module performs physical layer operations which use OFDMA
technology. CM module simulates the channel model like signal power attemuatio
shadowing and multi-path fadindfects [17]. MAC80216JNT_PMP_RS module performs
scheduling and relaying functionalities. OFDMAVIPRSMR module encodes and decodes
the data transferred to MR-BS and MSs. MAC8D2INT_PMP_MS also performs MAC

functionalities including sending receiving message from MR-BS and RS.

|— MR -BS —| RS Ms
Interface Interface Interface Interface
ARF
MAC 806 _16J_NT _ MAC B06_16J_MNT _ MAC BOE_16J _NT _
FMPBES PMPRS PP S
FIFC
OFDMA-PMPRS_MR DFOMA _PMPRS _ DOFDMA _PMPMS _
MAC 8023 MR MR
PHY Ch Zh M
LIME LIMK LIME LIRS

Figure 5.3: Protocol Stacks of IEEE 802.16j Non-transparent MotmuUns

Main functionalities that are implemented in MAC layer are the initial ranging phoes
the network entry procedure, management message negotiation, netwodgensent,
connection management and packet scheduling. In initial ranging pragedR-BS, RS
and MSs synchronize with each other to decode received frames. siiteessful ranging
process, during network entry MR-BS assigns CIDs to RSs and MSéeattdo itself. Two
management connections and one transport connection are establiskadH subordinate.

Details of RS and BS packet scheduling are shown in Figure 5.4.
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Figure 5.4: Procedure of packet scheduling in superordinate stafiahs [

5.1.1.2 Maodification for Shortcut Routing

For proposed shortcut routing mechanism, only MACEABANT_PMP.RS module is

modified. Since the mechanism is routes the packets according to the IBgdtie not

appropriate to do this operation in MAC module. Therefore a new module ihattam top

of MAC802.16JNT_PMP.RS as in Figure 5.5.
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Intarface ‘

[ 802_16j_NT_CROSS l
e o [ —_——

MAC_ 802 161 NT_PMP_RS

OFDMA_PMPRS_MR
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LIMNE

Figure 5.5: Protocol Stack of RS after modification
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As stated in the previous chapter, responsibility of 8@ANT_CROSS module is to keep
IP-CID mappings for shortcut routing. Before modification MA02.16j NT_PMP.RS
was forwarding data packets received from subordinate station tesatink. In opposite
direction, RS was checking for the CID of the MAC header, and thendais/the packet to
link associated with CID. With modification when a RS receives a data packstsént
to 80216INT_CROSS module with CID and UYDL information. 80216JNT_CROSS
module modifies the MAC header if shortcut routing possible or directly séods packet

as described in Figure 4.4.

5.1.2 WIMAX Multihop Relay Simulator

NCTUns is a powerful tool but have some limitations. IEEE 802M&jmodule of NCTUns

has not released yet. Some of the crucial features of IEEE 802.16jdd#brks do not exist.
NCTUns 6.0 does not support mobility, multihop connection more than two Hagematic
frequency selection does not work in PHY module so RSs and BSs iavftr each other.
Consequently a simulator which has stated features is needed to verifyopespd model.

A discrete time event simulator is developed for simulating multihop relaying arsd thased
network trdfic. Simulator is composed of two main parts which are simulation and topology
editor. Topology editor is used for creating, viewing and modifying IEEE.86] network
topologies. Network tific description is also generated with this tool. Generated topology
and trdfic description are passed to simulation engine as parameter. During simulation,
connection and modification of wireless links can be viewed. Simulation resel{srimted

on standard output. Simulation model is shown in Figure 5.6.

Simulation logic of SimulationEngine is given in Figure 5.7. Each station has ine=fa
for sending and receiving burst. Stations keep outgoing burst in aedfoewach link. All
BSs have same total UL bandwidth during simulation. MSs request UL batidwidore
connecting a superordinate. If granted UL bandwidth requests redotatdJL bandwidth,
BS does not accept connection requests. Link quality is determineddangdo distance
between source and destination. Adaptive Modulation and Coding ScledeeesaVICS level
based on link quality. For an allocated bandwidth if higher level of MCS isehpthen
bitrate of link increases. If the one of the relay links of in a path have loweENevel than

burst queue of that link may become congested. To evaluate the perferoaproposed

59



SimulationEngine

e i

<<interface>> <<abstract>> <<interface>>

TopologyEditor ‘ Burst ‘

Subordinate

Superordinate Station

| |
BaseStation ‘ RelayStation ‘ MobileStation ‘

Figure 5.6: Simulation Model
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Figure 5.7: Discrete Time Simulation Logic

5.2 Topologies and Simulation Results

In this section various topologies andfita scenarios are tested in NCTUns and WiMAX
Multihop Relay simulator. Topologies are selected for both indicating tlferdnce in
algorithms and real world conditions. As stated in previous sections, NETls limitations

for IEEE 802.16j Non-transparent mode networks. For this reasmplex topologies cannot
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be tested on NCTUns. For NCTUns the only metric for evaluating the perfarenis total
throughput of the network. In WIMAX Multihop Relay simulator latency and ugiéength

of RSs are also used for evaluation.

In all simulations data tiféics are started at the beginning of the simulation and ended when
simulations are ended. Throughput is calculated as sum of total datee@edidestinations
during simulations. Uplink and downlink queues of RSs are infinite so pattkes do not
occur. Queue lengths are used as indication for congestion on nodesokdnt and queuing

delays #ect the latency in Multihop Relay Simulator.

5.2.1 Scenariol

This scenario indicates how shortcut routirfteats latency. Simulation was run for a short
duration and total throughput evaluated. MS1 and MS2 generate 1Mbp4gr&fic to each
other. Without shortcut routing each packet is first delivered to MRAB®&h means each

packet traverses one hop more.

MR-BS

Total Data Transferred
2494 MB without shortcut
routing
2714 MB with shortcut routing MS2

Figure 5.8: Topology and Tfc description for scenario 1

5.2.2 Scenario 2

In NCTUns 6.0 only supported QoS class is UGS. MR-BS allocates bandfeiddach MS
upon request. In this case if all the subscribers communicating with eaatvatheshortcut

routing, the only benefit will be decrease in latency. However, for dioknraffic, there is
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no bandwidth reservation for MSs. This scenario show, with shortetingdownlink queue
of MR-BS will be less congested and network throughput of system witesme. Shortcut

routing performs 30% better than actual routing mechanism.

MS3

MR-BS

Total Data Transferred
6454 MB without shortcut routing
9045 MB with shortcut routing

Figure 5.9: Topology and Tfiac description for scenario 2

5.2.3 Scenario 3

Motivation behind the shortcut routing is to decrease the load of supeatedstations at
higher level. Since IEEE 802.16 Non-transparent network forms a tp#agy, nodes at
higher level becomes heavy loaded. This scenario indicates how diegyélae load of MR-

BS increases the throughput.
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Total Data Transferred
1604 MB without shortcut routing
MS2 2524 MB with shortcut routing M54

Figure 5.10: Topology and Tfizc description for scenario 3

5.2.4 Scenario 4

Previous scenarios were designed for observing fifeets of shortcut routing. The scenario
below has hybrid tréic types where some of them are suitable for shortcut routing and some

of are not. Only tric MS2 to MS1 and MS4 to MS3 will be forwarded from RSs.

500Kbpss

MS2 Total Data Transferred MS3
6928 MB without shortcut routing
7120 MB with shortcut routing

Figure 5.11: Topology and Tfizc description for scenario 4

7Mbps TCP tréic is generated in overall network and 1Mbps of thidficais suitable for

shortcut routing. The simulation results do ndfeli so much since the major ffi@ route is
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same in both cases.

5.2.5 Scenario5

This scenario aims to indicate benefit of proposed metric in path selection.aM$&MS2
generate TCP tfAc destined to each other. MCS and Hop Count metrics directs path selection
method to connect directly to base station. At the beginning of the simulation BI8ats
MR-BS1 as access station and MS2 selects MR-BS2. After a while MS1 &#iddnt and
received trfic analysis metric dominates other so that MS1 and MS2 choose RS as access
station. Simulation results without ffc analysis metric and without fifec analysis metric

are shown in Figure 5.12 and Figure 5.13 respectively.

MS1
(te)) (T)
0

MR-B51 K3 MR-B52

Data Transferred = 120 MB
Queue Length = 1.2 MB

Figure 5.12: Path selection results with traditional metrics for scenario 5

((‘J)

MR-BS1 R MR-BS2

Data Transferred = 296.1 MB
Queue Length =3 MB

Figure 5.13: Path selection results withfimaware metrics for scenario 5
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5.2.6 Scenario 6

As in Scenario 5, this scenario also depicts the benefits fifctravare routing algorithm.
Compared to previous scenario, there are more MSs deployed and stimendiave longer
distance to RS in this scenario. Path selection results with traditional metricscava sh
Figure 5.14. Tréic aware path selection result is shown in Figure 5.15. One of MS’s access
station is not changed because selecting RS3 as access station mag degesd link quality.
Sending tréic over backbone network may be mof@@ent. Throughput improvement is
lower than previous scenario since MCS levels of access links of MS vanécfar away from

RS are low.

MSs M5 MSs MS

Data Transferred = 480 MB
Queue Length = 4.8 MB

Figure 5.14: Path selection results with traditional metrics for scenario 6
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Data Transferred = 628 MB
Queue Length=6.3 MB

Figure 5.15: Path selection results withffraaware for scenario 6

5.2.7 Scenario7

Since NCTUns is not mature simulator to test complex topologies, random anplexo
topologies are tested on author’s simulator. A base topology (Figure 5.d@)ssructed with
dense RS deployment to put forward the Multihop Relaying concept. Tgpadologically
divided into four regions to distribute MSs uniformly. Each region has oReB& for serving

subordinate stations.

A uniform random distribution of 80 MSs is shown in Figure 5.17.fficascenario is semi-
random where the probability of destination being in the same region of smade can
be declared. By this way, how communication ratio of the nodes in same reffjgmbsathe

proposed path selection method and shortcut routing can be obserag MES selects two
traffic destinations and has total 300 KHz UL bandwidth. Total UL bandwidths RfB&s

are 7000 KHz and total DL bandwidth of RSs and MR-BSs are 8000 KHz.

Proposed path selection method uses four metrics as stated in previotes.cBaph metrics
codficient is fixed with best values obtained fromffdrent simulation runs. Utilization
of dedicated bandwidth to each MS is increased iffiecent simulation runs. With low
utilization, intermediate RSs will not become congested even if its access lititygsa
lower than its subordinate’s access link. For observing the behaviaopbped methods on

local communication, probability of choosing ffia destination in same region is increased
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Figure 5.17: Uniformly Distributed MSs on Base Topology
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in different simulation runs. The results of simulations are show on following graphe

abbreviations that are used in graphs, is given in Table 5.1.

Table 5.1: Abbreviations for Simulation Results ofierent Methods

] Abbreviation \

Description

—

=)

T1 Throughput of standard routing and path selection

Q1 Queue Length of standard routing and path selection

L1 Latency of standard routing and path selection

T2 Throughput of shortcut routing and standard path selection
Q2 Queue Length of shortcut routing and standard path selectior
L2 Latency of shortcut routing and standard path selection

T3 Throughput of shortcut routing and fii@ aware path selection
Q3 Queue Length of shortcut routing andftraaware path selectio
L3 Latency of shortcut routing and tiec aware path selection

Total Data Transferred/Total Queue Length (GB)

No Local Communication

/4

> ——T1
——Cl

/ / —=T2
—m (2

4 yi =

50 100 150 200 250 300

MS Bandwitdh Usage (KHz)

Figure 5.18: Simulation results for all fiec destinations are outside the region

For the scenario where there is noffi@ between subscribers in the same region, our

expectation is all algorithms should produce similar results.

Since there is arcwh

routing opportunity, routing paths are almost same for all schemes. Asnsimowigure

5.18 throughput, queue length of RSs and average latency of a paelaitrenst same for all

algorithms. There is slight improvement forftia aware routing algorithm. Average latency

69



No Local Communication

18

16

14 —

. S
s // —_—1
//‘ L2

Latency (sec)

50 100 150 200 250 300

MS Bandwidth Usage (KHz)

Figure 5.19: Average latency of a packet where probability of selecéstrthtion from same
regionis 0

of a packet is also similar for all algorithms as shown in Figure 5.19. For thectbetween
subscriber from neighbor regions, subscribers may select adeiss Srom neighbor RS.

Consequently source and destination nodes are connected to sameknehgog shortcut

routing possibility exists.
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Figure 5.20: Simulation results for probability offiia destination being in same region with
source is 0.25
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Figure 5.21: Average latency of a packet where probability of selecestrdation node from
same region is 0.25

Increasing the probability of choosing fii@ destination from the same region, throughput
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of network improves for the shortcut routing enabled routing schemesording to Figure
5.20, throughput and queue length of standard routing algorithm renaaires $erformances
of algorithms are almost equal when channel utilization is under 50%. Wteemel fully
utilized, enabling shortcut routing increase throughput 20% and with $s&ng& received
data statistics metric throughput improvement reaches 25%. Latency oket [raareases as
incresing the utilization of dedicated bandwidth. Using shortcut routing afftttaware path

selection decreases latency in higher utilization levels as shown in Figure 5.21

50% Local Communication

™

L

£ 7 /y

+1s]

§ . /

g ° ——T1
g . —m=C1
i / /'/ .
@ 2 /( 4T3
=

: | P = <
o 1

© H—_F\/

B

= 0 ] T T — T T 1

50 100 150 200 250 300

MS Bandwidth Usage (KHz)

Figure 5.22: Simulation results for probability offiia destination being in same region with
source is 0.5

Increasing probability of tféic destination being in the same region with source node to
0.5, throughput is 28% improved with ffec aware routing for higher channel utilization.

Moreover, latency is 50% decreased compared to standard algorithm.
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Figure 5.23: Average latency of a packet where probability of selecésgrdation from same
regionis 0.5
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Figure 5.24: Simulation results for probability offiia destination being in same region with
source is 0.75
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75% Local Communication
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Figure 5.25: Average latency of a packet where probability of selecéstirdhtion from same
region is 0.75
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Figure 5.26: Simulation results for probability of theffra destination being in the same
region with the source is 1

By inspecting the graphs in Figure 5.22, Figure 5.24 and Figure 5.26,asioge the

probability of trafic destination being in the same region with source node, throughput is
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100% Local Communication
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Figure 5.27: Average latency of a packet where probability of selecésgrdation from same
regionis 1

improved for proposed tfAc aware routing algorithm and shortcut routing with standard path
selection. For standard routing scheme queue length and throughplig edswost remain
same. Slight dferences may result because offiascenario changes at each simulation run.
Figure 5.24 and Figure 5.26, throughput and queue length of shooiatimg with standard
path selection scheme remains same. Increase in throughput decel&etdmmdwidth
utilization passes over 50%. For fiia aware routing, if the probability of tfc destination
being in the same region with source node is 1 then there would not be aglgiddion in the

throughput increase according to Figure 5.26.

According to Figure 5.23, Figure 5.25 and Figure 5.27 average laterey it change for
standard algorithm while increasing the local communication. For standéndspkection
algorithm with shortcut routing, latency decreases down to 8 second® aiffount of
decrease in latency with respect to local communication getting smaller afterlds2#o
communication. With proposed ffec aware routing algorithm, average latency fall down

to 4 seconds.
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Figure 5.28: Behaviors of algorithms according to the rate of regiorféikctra

In Figure 5.28 throughput and queue length with respect to the probalfiligfidc destination
being in the same region of source node is shown. The gap between tharednsplutions
is getting larger as the probability increases. Consequently proposid &aare routing
solution performs better for topologies where subscribers in communicaiibnpeers in
vicinity. For Internet usage proposed solution does not provide amgfite since the routing

paths almost remain same.

5.3 Comments

Two simulators used to testftkrent topologies and ftfizc scenarios. Since both simulators
have diferent limitations and assumptionsfexts of the proposed solution observed below
expectations. In NCTUns, when RS become bottleneck, it serves only sosubscribers
and the rest starves. If we categorizefficatypes as inside and outside network, outside
network trdfic may cause inside network ffi@ starve. Inside network tfizc is the targeted
case for throughput improvement in proposed solution. Therefor@,ghiput improvement
could not achieved as expected in such cases.UL and DL schedul&-&3/&nd RSs should

be improved to serve each subscriber fairly.
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Comparing the routing algorithms, performances of algorithms divergerdiogoto the
utilization of bandwidth dedicated to subscribers and regional communicatiérthe
subscribers do not fill the dedicated bandwidth, then network resmareemore than enough

to meet the needs. Tiac aware routing performs slightly better than others because of
reduction of hop count with shortcut routing. Regional communication is tgeted problem

so decreasing the ratio of regionalffrg, performance of algorithms converges to each other.

Worst and best cases for the proposed algorithm are tested in compleariscwhere local
communication ratio is changed between 0% and 100%. Results for totallymaime@ic
scnearios should be in a place between worst and best cases agtotdocal communication

ratio.
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CHAPTER 6

CONCLUSION AND FUTURE WORKS

WIMAX (IEEE 802.16) is the latest wireless communication technology whictviges
last mile broadband wireless access. The IEEE 802.16 Standard isteat@pthe 4th
generation communication technology since it satisfies today’s communicatizends like
high bandwidth and mobility. WiMAX operates on high frequency spectruchthare is no
uniform global licensed spectrum for it. Mobile Non-Line-of-Sight pagption channels
require dense deployment of base stations. To overcome this problerk, 3BE 16j
Standard is proposed as an amendment to IEEE 802.16, which enablesollireaying
by introducing Relay Stations. Two operation modes are defined for Rédaiptss, which
are Transparent mode and Non-transparent mode. In the transparde, a relay station
does not forward framing information, so mobile stations should be in theerahd/R-
BS. Deployment of transparent relay stations improves the CINR of siioés which also
increases the throughput. A non-transparent relay station forweadsng information,

which extends the network coverage in addition to CINR improvement.

Using non-transparent IEEE 802.16] as a backhaul network for mhosgeecific networks
like a Tactical Area Communications Network, throughput can be furtherawegk In a
tactical area, subscribers in the same field communicate with each other nrovatthaodes
outside the field. However, according to the current specification, all luplata of MSs
is forwarded to MR-BS even if the destination MS is connected to the same RSheith
source MS. Forwarding data directly from an intermediate RS to the destifd8anstead of
sending it to MR-BS first may increase the performance by decreasimgyed@d increasing
throughput. Selected the path between MS and MR-BS is another factanfthahces the

network performance.
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Our proposed solution for improving throughput of IEEE 802.16] nek&waonsists of two
parts. First part is integrating shortcut routing mechanism to NT-RS&n8és trdfic aware
path selection method proposal and embedding it to the original standarden&bling
shortcut routing, a cross layer is added to the protocol stack. Crosskagp destination
CID and destination IP pairs. When an UL IP packet is received at RSglitecked whether
destination IP is in the routing cache list. If the destination IP address is in thi¢ tistans
that the destination is subordinate station of the RS, so it is possible to direatlgtrtbthe
packet to destination. Proposed path selection method employs four metiitsams MCS,
hop count, load and sent & receivedffra analysis. MCS metric is used to select a path
which consists of high quality links. Number of hop counts on the pé#tt latency and
network resources. More hop counts means consuming resources®flimks. Heavily
loaded intermediate stations may become bottleneck and this may results with grageet
Selecting an access station with less loaded, provides fair load distributidrester network
utilization. Sent & received tfeic analysis is used to select access station accordingfti@ tra
demand. Being in the range of more than one RSs and MR-BSs, suborsliatide would

choose the access station which is more cloggdnaairs in tree topology.

To validate our proposed shortcut routing solution, NCTUns simulation tasled. NCTUns

6.0 is the only simulation tool that has Non-transparent IEEE 802.16] plu4rew module

is developed for NCTUns to add CROSS layer into NT-RS protocol stackcorling to
simulation results, shortcut routing neither improve nor degrade the thpoudbr Internet
traffic. For trdfic scenarios where subscriber connected to same MR-BS communicating with
each other, throughput improvement changes according to the topdfoggffic pairs are
connected to same RS and that RS is not overloaded, throughput impravezeemes more
distinctive. When RSs become overloaded, scheduling becomes cagtia for simulation
results. If the scheduler serves only the first comer, then the other statiag starve.
According to the results of complex topologies tested on NCTUns, UL and béedsder

of MR-BS and RS do not fairly serve to subscribers.

Due to the limitation of NCTUns, proposed system cannot be tested on it. NEBUN
does not support topologies with depth more than 2 hops. Also mobility sugpont
given in current version of the tool. A custom simulator is implemented to testviild
system. Complex topologies are tested in our simulator to evaluate the perferraanc

original standard, shortcut routing without ffia aware path selection and shortcut routing
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with traffic aware path selection. A topology is constructed by deploying RSs an®&tR-
as a grid and uniformly distributing MS inside grid. Topology is divided intor frrgions
symmetrically and each region has one MR-BS. Simulation results show theasing the
probability of choosing MS’s tific destination in the same region, shortcut routing with
traffic aware path selection outperforms the original standard. If the MSs tdertioely
utilize the bandwidth that is allocated to them, RSs do not become congested aalythe
proposed solution performs slightly better since none of the links becomenasattle The
best case scenario which puts forward the shortcut routiiigjency is subscribers that are
connected to RS, communicating with each other. Throughput improvemers scénario
is 37% according to original standard .For the hybridficascenario throughput improvement
is no more than 3% since shortcut routing possibility is low and schedulerribdesrve to

some stations.

Our proposed solution is entirely tested in our simulator. Shortcut routingarbkgcal
addressing, MobilelP enhancement andfitaaware path selection are tested in the same
environment. When shortcut routing and path selection method enabledengethughput
improvement reaches to 60%. Major factor th&eets the throughput is the MCS level
used for links on path. When calculating the path cost, minimum MCS level on path
is used as metric. Two subscribers that are communicating with each other away h
common intermediate RS. If the links on the selected paths for subscriberst dmave
low MCS levels, subscribers can transmit with higher bitratesffiCraware path selection
method enforces communicating subscribers to have common intermediate RBaICw

the original standard with proposed solution, our routing scheme perfoeiter as the ratio

of local commutations to Internet increases. Proposed system thrdugjiaays above the

throughput of original system and RSs are less congested.

Various improvements can be further made to increase the throughputE®& 892.16j
Non-transparent Networks. Each metric in the proposed path selectiorognads a
codficient. Weight of the metric can be changed according to topologies &fid seenarios.
Predetermining these factors may not be feasible in real world conditigngsiBg machine

learning methodologies, cfirient of metrics could be selected according to observations.

In our proposed solution, improvements are made adhering to IEEE 8GR2alfijard. By

adding new management messages and physical capabilities, fiicienesolution can be
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obtained. One of the challenges that we try overcome was subscrilteRSsdo not aware
of locations of destinations. By using hierarchical addressing, problamresolved but
hierarchical addressing brings limitations to size of network. Protocol neagxbended
by adding new management messages for querying destination nodéisridcaovercome

addressing problem.

The metrics used for path selection in literature are calculated for selectirfgetitgpath
between MS and MR-BS. These metrics may not be meaningful for shormcuing
paths. These metrics should be adapted for shortcut routing scenareslt@mte paths
correctly. Further throughput and latency improvements can be madeobidipg novel
scheduling algorithms. By adding downlink queues for local communicatid¢a, dand
adjusting scheduling mechanism to give priority to local communication, thputgiould
be increased. Vice versa, by separating local communication queisgypnay be given
to Internet tréfic. In this thesis, we provide scheduler only for UGStica Our solution is
applicable for all tréfic types but results mayfiierent. For each tfc type proposed solution

could be tested and metrics can be adapted according to demands.
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