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ABSTRACT

FLIGHT CONTROL SYSTEM DESIGN FOR AN OVER ACTUATED UAV AGAINST
ACTUATOR FAILURES

Işık, Sinem

M.S, Department of Aerospace Engineering

Supervisor : Prof. Dr. Ozan Tekinalp

February 2010, 124 pages

This thesis describes the automatic flight control systems designed for a conventional and an

over actuated unmanned air vehicle (UAV). A nonlinear simulation model including the flight

mechanics equations together with the interpolated nonlinear aerodynamics, environmental

effects, mass-inertia properties, thrust calculations and actuator dynamics is created; trim and

linearization codes are developed. Automatic flight control system of the conventional UAV

is designed by using both classical and robust control methods. Performances of the designs

for full autonomous flight are tested through nonlinear simulations for different maneuvers in

the presence of uncertainties and disturbances in the aircraft model. The fault tolerant con-

trol of an over actuated UAV is the main concern of the thesis. The flight control system is

designed using classical control techniques. Two static control allocation methods are exam-

ined: Moore-Penrose pseudo inverse and blended inverse. For this purpose, an aircraft with

three sets of ailerons is employed. It is shown that with redundant control surfaces, fault tol-

erant control is possible. Although both of the static control allocation methods are found to

be quite successful to realize the maneuvers, the new blended inverse algorithm is shown to

be more effective in controlling the aircraft when some of the control surfaces are lost. It is

also demonstrated that, with redundant control surfaces it is possible to recover the aircraft

iv



during a maneuver even some of the control surfaces are damaged or got stuck at a particular

deflection.

Keywords: UAV, Flight Mechanics, Automatic Flight Control System, Robust Controller,

Control Allocation
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ÖZ

ARTIK EYLEYİCİLİ BİR IHA İÇİN EYLEYİCİ ARIZALARINA KARŞI UÇUŞ
KONTROL SİSTEMİ TASARIMI

Işık, Sinem

Yüksek Lisans, Havacılık ve Uzay Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Ozan Tekinalp

Şubat 2010, 124 sayfa

Bu tez konvensiyonel ve artık eyleyicili bir Insansız Hava Aracı (IHA) için tasarlanan otomatik

uçuş kontrol sistemlerini anlatmaktadır. Uçuş mekaniği denklemleriyle beraber aerodinamik

etkiler, çevresel etkiler, kütle-eylemsizlik özellikleri, itki hesaplamaları ve eyleyici dinamik-

lerini içeren doğrusal olmayan benzetim modeli yaratılmış; trim ve doğrusallaştırma kod-

ları geliştirilmiştir. Konvensiyonel IHA’nın otomatik uçuş kontrol sistemi, klasik ve gürbüz

kontrol methodlarının her ikisi birden kullanılarak tasarlanmıştır. Tasarımların tam otonom

uçuşdaki performansları, hem belirsizlik hem de bozucu etkilerin bulunduğu doğrusal ol-

mayan benzetimler aracılığıyla farklı manevralar için test edilmiştir. Artık eyleyicili bir

IHA’nın hata toleranslı kontrolü tezin temel çalışma konusudur. Uçuş kontrol sistemi, klasik

kontrol yöntemleri kullanılarak tasarlanmıştır. İki statik kontrol dağıtım methodu incelenmiştir:

Moore-Penrose pseudo inverse ve blended inverse. Bu amaçla, üç kanatçık seti bulunan bir

uçak kullanılmıştır. Artık kontrol yüzeyleriyle hata toleranslı kontrolün mümkün olduğu

gösterilmiştir. Her iki statik kontrol dağıtım methodu da manevranın gerçekleştirilmesinde

oldukça başarılı olsa da, yeni blended inverse algoritmasının kontrol yüzeylerinden bazıları

kaybedildiği zaman uçağın kontrolünde daha etkili olduğu gösterilmiştir. Ayrıca, manevra

esnasında kontrol yüzeylerinden bazıları hasar görse veya belirli bir açıda takılı kalsalar dahi
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artık kontrol yüzeyleriyle uçağın kurtarılmasının mümkün olduğu gösterilmiştir.

Anahtar Kelimeler: IHA, Uçuş Mekaniği, Otomatik Uçuş Kontrol Sistemi, Gürbüz Kontrolcü,

Kontrol Dağıtımı
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CHAPTER 1

INTRODUCTION

1.1 Overview

Unmanned air vehicles (UAVs) have been a growing research area in recent years. Being un-

manned, UAVs are smaller and lighter than the piloted aircrafts, and provide the opportunity

for autonomous flight applications with lower cost. In addition to their multi mission capabil-

ity, UAVs also remove the danger to human life in dirty and dangerous missions that cannot be

accomplished by manned aircraft [42]. As UAVs are capable of performing the missions that

cannot be achieved by manned aircraft, they are preferred in both military and civilian appli-

cations for a wide range of missions [25]. Their possible uses in military operations include,

surveillance, reconnaissance, maritime operations as well as autonomous combat operations,

observation and convoy protection. UAVs of all size are also being used in civilian operations

like search and rescue, disaster and emergency management, meteorological data acquisition,

etc.

1.2 Aim of the Thesis

Although UAVs are expected to carry out complex missions, their reliability and fault toler-

ance is usually not addressed. There are basically two approaches to improve reliability. The

first approach is to use reliable hardware and software. The second choice is to make the

system redundant. The purpose of this thesis is to design an automatic flight control system

for an over actuated UAV. A conventional UAV with three pairs of ailerons is considered and

control allocation methods are addressed.
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1.3 Literature Survey

1.3.1 Recent Work on UAV Modeling

UAVs are not only able to perform risky missions, but also they do this autonomously. A

key requirement for autonomy is designing accurate flight control systems that stabilize the

aircraft while also satisfying the performance requirements. For this purpose, first the vehicle

dynamics should be modeled properly. Mathematical models, that describe the flight char-

acteristics as well as the dynamic response of the vehicle to disturbances and control inputs,

are used for aircraft design, trim and linearization analyses, development of flight control

algorithms, testing/validating these algorithms, etc.

Development of accurate dynamic models requires detailed information about the system

characteristics. Thus, components/subsystems of the aircraft such as aerodynamics, envi-

ronmental effects, mass-inertia properties, propulsion system, equations of motion, actuator

dynamics and various other features should be considered.

In the literature, many studies related to modeling of different types of UAVs are present.

In Ref [47], a tilt-duct vertical takeoff and landing (VTOL) UAV is modeled in Matlabr -

Simulinkr environment. Aerodynamic database is generated by using USAF Digital Datcom

software and all related work together with the geometry and design characteristics of the

UAV are explained in detail. In Ref [25] on the other hand, a fixed-wing UAV, namely a

SIG Rascal 110 aircraft, is modeled. Stability and dynamic derivatives are obtained from

semi-emprical methods, namely USAF DATCOM, and the techniques presented in Ref [39]

and [17]. Calculation of the inertia is performed through experiments. The aircraft is hanged

from a single point in the ceiling and swung with constant oscillations. Then, counting and

timing the prescribed oscillations, inertias are found and used in the 6-DOF simulation model

constructed in Matlabr - Simulinkr. The work presented in Ref [27] concerns the modeling

of Middle East Technical University (METU) Tactical Unmanned Aerial Vehicle (TUAV). In

this study, the dynamic model is generated by using FORTRAN programming language.
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1.3.2 Recent Work on Robust Control

Automatic flight control systems are used to provide stability if the system is inherently un-

stable and change the system response to meet the performance specifications. Different

techniques for linear and nonlinear methods are present in the literature and can be used for

designing the controllers. Linear feedback control theory provides a basis for development of

the flight control algorithms. Linearizing the system dynamics around an equilibrium point,

the linear time invariant (LTI) system can be obtained and then used for designing the autopi-

lots.

Linear methods based on classical PID techniques are widely used for flight control system

designs. Classical sequential loop closing methods provide a powerful design tool especially

for single-input-single-output (SISO) systems. Closing the feedback loops on one another

and adjusting the gains appropriately, the desired system response can be achieved and the

performance requirements can be satisfied. More information about classical control methods

can be found in Ref [17, 34, 37]. In addition, examples of different approaches related to

classical controller designs are presented in Ref [26, 47].

Classical control methods based on PID techniques and gain scheduling are relatively simple

when compared to robust and nonlinear control methods. Controllers designed with classical

techniques are capable of satisfying the nominal stability and nominal performance specifi-

cations. However, when the mathematical model contains some uncertainty resulting from

variations in the plant parameters and unmodeled/neglected dynamics, classical controllers

may not be fully successful. Since they are rather sensitive to disturbances as well as un-

certainties, the desired system response might not be obtained, actuator limits might not be

satisfied, etc. Therefore, a need for robust controllers that guarantee the stability of the aircraft

and satisfy the performance requirements when the system deviates from its nominal design

condition and/or subjected to significant disturbances has risen.

The first important works related to H∞ optimization of control systems were made by Zames

and Doyle. Zames [54] introduced the idea of a controller which makes the closed loop system

stable and minimizes the peak value (H∞ norm) of the sensitivity function of a SISO linear

feedback system in 1979 and formulated the H∞ optimal control theory in 1981 [55] for the

first time. Doyle [15] proposed the stability robustness criterion that demonstrates the impor-
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tance of H∞ norm for robustness in 1979 and gave the first state-space solution to the H∞

problem in 1984 [12]. In 1987, Francis and Doyle [18] introduced a solution to the MIMO

optimal problem. However, computational difficulties resulting from the Algebraic Ricatti

Equations (AREs) caused some problems. Then, the solution was found by Doyle, Glover,

Khargonekar and Francis [14] in 1989 by proposing the state-space methods for MIMO sys-

tems.

Robust control techniques such as H∞ control and µ-synthesis are used to develop control laws

that are efficient in satisfying the stability and performance specifications while also handling

uncertainties and attenuating disturbances. Detailed information about the theory and its ap-

plications to SISO and MIMO systems can be found in Ref [32, 43, 57]. In addition, there are

various studies in the literature regarding robust controller designs with different approaches.

Ref [28] concerns design of MIMO robust controllers for different types of aircrafts. The

design process is discussed for each aircraft and performances of the controllers designed by

using H∞ transformation methods are also analyzed. In Ref [41], a robust nonlinear con-

troller design is performed by combining H∞ control and dynamic inversion methods. The

controller is designed for a complete UAV mission in the Matlabr - Simulinkr environment.

In addition to uncertainties in weight, center of gravity location and stability derivatives; at-

mospheric disturbances and measurement noises are also taken into account. Ref [44] and

[51] discuss robust controller design for F-16 longitudinal and lateral dynamics, respectively.

In these studies, linear parameter varying feedback control and sliding mode control meth-

ods are applied to MIMO systems. Lastly, in Ref [30], a robust controller is designed for a

turn coordination system by using the H∞ optimal control method. Variations in the stability

and control derivatives are considered as the source of uncertainties in the model parameters

and a parameter identification study is performed in order to find the difference between the

aerodynamic coefficients.
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1.3.3 Recent Work on Control Allocation

Conventional aircrafts use three main control surfaces in order to generate the required mo-

ments for controlling of the aircraft. An elevator is used for pitch control, whereas ailerons

and rudder are necessary for roll and yaw controls. However, with this configuration, if one

or more of the control surfaces are not operating, airplane loss may be unavoidable. With

introducing redundancy to the system, performance and maneuverability of the aircraft can

be improved and control loss can be minimized. In addition, a more reliable system can be

obtained which works under a wide range of failure conditions.

System reliability may be realized by using reliable components introducing redundancy to

the systems. This can be achieved by using unconventional controls such as flaps, canards,

ruddervators, elevons etc. Unmanned air vehicles using commercial off the shelf elements

may also be made more reliable and fault tolerant by introducing redundancy in subsystems.

Redundancies in flight control systems among other things may be realized using redundant

set of aerodynamic control surfaces that may counteract possible failures in any of those

control surfaces, thus improving the survivability. In addition, these control surfaces may be

used to improve the flight quality of the air vehicle. One such study [1] uses multiple ailerons

and reports on the improvement in flight performance.

The main issue in flying with an over actuated system is the method used in allocating con-

trols. The static control allocation methods are extensively used in steering redundant robot

manipulators [3, 36] as well as spacecraft actuators mainly the control moment gyroscopes

[52, 53]. In these systems, static allocation techniques are used to prevent possible singu-

larities at certain gimbal angles (-90° 180° 90° 0°) and to increase the motion capability by

performance optimization.

Moore-Penrose pseudo (MP) inverse, weighted MP inverse, singularity robust (SR) inverse

and blended inverse (BI) are some methods used for static control allocation. Among these,

BI developed by Tekinalp and Yavuzoğlu [49] is the most efficient method to allocate the

controls for the over actuated mechanism. In their paper, BI algorithm is successfully applied

to the steering of control moment gyroscopes. Additionally, in the work of Tekinalp, Ünlü

and Yavrucuk [48], effectiveness of the BI method during transition phase flight control of a

tilt-duct UAV is demonstrated.
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Dynamic control allocation, which uses various forms of optimal control methods, is also

proposed in the literature (see Ref [7, 23]). However, static control allocation has a significant

advantage over dynamic control allocation. The advantage of static solutions in over actuated

systems is that the controller may be designed separately without paying too much attention to

how these controls are generated. Then using a static control allocation algorithm, the desired

controls may be obtained from the solution of algebraic equations.

1.4 Contents of the Thesis

In the thesis, geometric properties of the UAV and details of the 6-DOF nonlinear simulation

model are described in Chapter 2. This simulation model is used in the calculations of the trim

flight conditions, numerical linearization of flight mechanics equations and testing the flight

control algorithms. In Chapter 3, trim and linearization methodologies are explained. Nonlin-

ear simulation model, trim and linearization algorithms developed in Matlabr - Simulinkr

environment are validated by using Cessna 172 airplane’s data for a certain flight condition.

In addition, trim and linearization results as well as the stability analyses of the UAV are also

presented in this chapter. Chapter 4 addresses the different controller design methods used

in the thesis. Classical and robust control techniques are explained, longitudinal and lateral

autopilots of the conventional UAV designed by classical and robust techniques are described,

and results for µ analyses are given. In Chapter 5, simulation results of the classical and robust

controllers are presented. Autopilots of the conventional UAV designed by using the linear

UAV model are compared through nonlinear simulations. First part of this chapter includes

the performance comparison of the controllers for unit step input commands in presence of

uncertainties. In the second part of this chapter, performances of the controllers are com-

pared for different maneuvers in presence of disturbances as well as uncertainties. Chapter 6

addresses the fault tolerant control of an over actuated UAV. Allocation methods used in the

thesis and the flight control system design are explained. Different control allocation tech-

niques are compared and nonlinear simulation results for different scenarios are presented.

Finally, in Chapter 7, conclusions are made and recommendations for the future work are

summarized.
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1.5 Original Contributions of the Thesis

The original contributions of the thesis may be summarized as follows:

• Development of the 6-DOF nonlinear simulation model, trim and linearization algo-

rithms for an over actuated UAV

• Development of longitudinal and lateral MIMO robust controllers for a conventional

UAV for full autonomous flight

• Application of inverse kinematic algorithms to the redundant control mechanism of the

over actuated UAV

• Demonstration of the fault tolerance of the automatic flight control system designed for

the over actuated UAV

7



CHAPTER 2

NONLINEAR 6-DOF MATHEMATICAL MODEL

The purpose of this chapter is to provide background information on the Rascal 110 UAV and

to describe the 6-DOF nonlinear simulation model. First, specifications of the aircraft and its

equipments are explained. Second, definitions of reference frames and sign conventions for

control surface deflections are described. Next, the dynamic simulation model is presented in

detail. This model is created in Matlabr - Simulinkr environment and includes aerodynamic,

propulsion, mass - inertia, atmosphere, wind gust and 6-DOF equations of motion models.

Finally, the chapter ends with a discussion on the actuator models.

2.1 Platform

Simulation, Control and Avionics Laboratory (SCALAB) of the Aerospace Engineering De-

partment is involved in testing and development of flight control algorithms for conventional

and over actuated aerospace vehicles, mainly airplanes and satellites under a research project

supported by TUBITAK. As a part of this research project, a UAV test bed with associated

flight control algorithms is being developed. The test bed is based on a model airplane (Figure

2.1). SIG Rascal 110 ARF is selected for its ease of use, large payload capacity and relatively

stable performance characteristics.

It has a high wing configuration with 2.79 m wingspan and includes four primary controls,

elevator, aileron, rudder and throttle. In Ref [25], performance data of the aircraft and airfoils

can be found. Table 2.1 lists the primary specifications of the aircraft. Geometry and design

characteristics are given in detail in Appendix A.
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Figure 2.1: SIG Rascal 110 General View

Table 2.1: Specifications of SIG Rascal 110

Length (m) 1.66
Wing Span (m) 2.79
Wing Area (m2) 0.98

Cruise Velocity (m/s) 20
Operation Altitude (m) 1000

The airplane is to carry a PC/104 form factor single board computer, with an INS-magnetometer

suite, a GPS sensor, as well as pressure sensors to measure static and dynamic pressures. The

airplane is propelled by a brushless DC motor. It has been flown manually using a regular

RC radio controller and will be flown autonomously through the onboard computer by us-

ing a switch. The data link communication between a portable computer and the airplane

is realized using a pair of wireless modems. Components of the testbed together with their

corresponding weights are shown in Table 2.2.

An important task in this study is the design and implementation of flight control algorithms

on the PC/104 based flight control computer. The flight control computer uses the XPC-

target real time operating system, and the algorithms developed in Matlabr - Simulinkr

environment will be downloaded from the host PC.
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Table 2.2: Component Weights

Component Weight (g)
PC/104 150

DC/DC converter 71
IMU 74

Modem 281
Switch, pressure sensors, RS PIC 200

GPS receiver 181
Power supply 400

UAV, engine, batteries, ESC, servos 6500
Total weight ∼ 7900

2.2 Reference Frames and Sign Conventions

The inertial frame is a fixed (non-rotating and non-accelerating) frame. In the thesis, since

earth is assumed to be flat and stationary in inertial space, the earth-fixed frame is considered

as the inertial frame. It is attached to the center of the earth as shown in Figure 2.2.

The navigation (NED) frame is located on the surface of the earth such that x-axis points

north, y-axis points east and z-axis points to the local gravity vector (down). Neglecting the

curvature of the earth, NED frame coincides with the earth-fixed frame (Figure 2.2).

The body-fixed frame is an orthogonal axis system attached to the center of gravity (CG) of

the aircraft and rotates with it. The x-axis points out of the nose, y-axis points to the right

wing and z-axis points down.

The transformation from earth-fixed frame to body-fixed frame is defined by the Direction

Cosine Matrix (DCM) obtained by three consecutive rotations. The angular rotations are

called as the Euler angles. The first rotation is done around z-axis of the earth-fixed frame by

ψ, the second rotation is done around the y-axis of the intermediate frame by θ and the third

rotation is done around the x-axis of the new intermediate frame by φ. Then, taking transpose

of the DCM, transformation from body-fixed frame to earth-fixed frame can be expressed as

in equation 2.1.

LEB =



cos θ cosψ sin φ sin θ cosψ − cos φ sinψ cos φ sin θ cosψ + sin φ sinψ

cos θ sinψ sin φ sin θ sinψ + cos φ cosψ cos φ sin θ sinψ − sin φ cosψ

− sin θ sin φ cos θ cos φ cos θ


(2.1)
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Figure 2.2: Relation between Body-fixed and Earth-fixed Frames

The stability frame is fixed to the aircraft. The x-axis is chosen parallel to the projection of

V on the body-fixed frame. The difference between x-axes of the stability and body-fixed

frames is equal to α. The wind frame is oriented with respect to the flight path of the aircraft.

Therefore, x-axis of the wind frame is parallel to the freestream velocity and the difference

between x-axes of the wind and stability frames is equal to β (Figure 2.3).

The transformation from wind frame to body-fixed frame is defined as in equation 2.2.

LBW =



cosαcosβ −cosαsinβ −sinα

sinβ cosβ 0

sinαcosβ −sinαsinβ cosα


(2.2)

Figure 2.3: Relation between Stability - Wind - Body-fixed Frames
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In the thesis, the positive elevator deflection is measured downwards (creating a pitch-down

movement), the positive aileron deflection is measured downwards (creating a positive roll

moment) and the positive rudder deflection is measured leftwards (creating a negative yaw

moment). Figure 2.4 shows the positive deflections of the control surfaces.

Figure 2.4: Positive Deflections of the Control Surfaces

2.3 Simulation Structure

The flight simulation code incorporates the flight mechanics equations together with an aero-

dynamic database. The aerodynamic database of the airplane is generated by using semi-

empirical and empirical methods. The 6-DOF equations of motion, interpolated nonlinear

aerodynamics, propulsion, mass-inertia and atmospheric models are formed in separate blocks

and integrated in the Simulinkr environment. This nonlinear simulation model is used in the

calculations of the trim flight conditions, numerical linearization of flight mechanics equa-

tions, as well as testing the flight control algorithms. A window from the nonlinear simulation

model is presented in Figure 2.5 and subsystems of this dynamic model are shown in Figure

2.6. In Appendix B, internal structures of subsystem models are given in detail.
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Figure 2.5: Simulinkr Nonlinear Simulation Diagram of the Air Vehicle

Figure 2.6: Subsystems of the Nonlinear Simulation Model
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2.4 Aerodynamic Model

In this subsystem, the aerodynamic force and moment coefficients are calculated. The aerody-

namic database of the airplane is generated mainly by using semi-empirical methods, USAF

DATCOM [33]. Methods used in this software are shown to be also applicable to small UAVs

[24]. Aerodynamic coefficients of each aircraft component are calculated individually. In

addition, because DATCOM does not have a rudder model, empiric formulas in Ref [39] are

used to compute rudder coefficients.

DATCOM outputs stability and dynamic derivatives separately. As a result, total coefficients

are found by adding these derivatives together (Equation 2.3). For each longitudinal and

lateral force and moment coefficient, this equation is given in details between equations 2.4 -

2.15. Since these coefficients are defined in stability axes, first a transformation to body axes

is performed. Then, the aerodynamic forces and moments of each component are carried to

the center of gravity (CG) as shown in equations 2.16 - 2.24.

Ctot = (CWBHV + Cδelev + Cδail + Cδrud ) + Cdyn (2.3)

CL = CLWBHV (α) + CLδelev(δelev) + CLdyn (2.4)

CLdyn = (CLqq + CLα̇ α̇)
c
V

(2.5)

CD = CLWBHV (α) + CDδelev(α, δelev) + CDdyn (2.6)

CDdyn = 0 (2.7)

CM = CMWBHV (α) + CMδelev(δelev) + CMdyn (2.8)

CMdyn = (CMqq + CMα̇ α̇)
c
V

(2.9)

CY = CYWBHV,ββ + CYδrud (δrud) + CYdyn (2.10)

CYdyn = (CYp(α)p + CYr r)
b

2V
(2.11)

CR = CRWBHV,ββ + CRδail(δail) + CRδrud (α, δrud) + CRdyn (2.12)

CRdyn = (CRp(α)p + CRr (α)r)
b

2V
(2.13)

CN = CNWBHV,ββ + CN δail(α, δail) + CN δrud (α, δrud) + CNdyn (2.14)

CNdyn = (CNp(α)p + CNr (α)r)
b

2V
(2.15)
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CXcg = CXbody (2.16)

CYcg = CYbody (2.17)

CZcg = CZbody (2.18)

CRcg = CRbody − (CYbody∆zcg + CZbody∆ycg)/b (2.19)

CMcg = CMbody + (CXbody∆zcg −CZbody∆xcg)/c (2.20)

CNcg = CNbody + (CYbody∆xcg + CXbody∆ycg)/b (2.21)

∆xcg = xac − xcg (2.22)

∆ycg = yac − ycg (2.23)

∆zcg = zac − zcg (2.24)

2.5 Propulsion Model

Propulsion submodel is created by measuring thrust for different throttle stick positions. Av-

erage thrust values obtained from 4 different experiments are implemented into the simulation

model as a function of throttle stick deflection by using a look up table (Table 2.3). Motor

torque resulting from the propeller motion is neglected.

Table 2.3: Average Thrust, Current and RPM Values for Different Throttle Settings

Throttle Stick (%) Average Thrust (N) Average Current (A) Average RPM
25 22.4 10.1 2925
50 61.3 39.4 4800
75 63.6 41.9 4850

100 63.1 41.3 4825

2.6 Mass - Inertia Model

As mentioned previously in Section 2.1, the aircraft uses a brushless DC motor. Since there

is no fuel consumption, CG position does not change during the flight. Therefore, inertias are

taken constant throughout the simulations. Weight and corresponding inertia values [25] are

shown in Table 2.4.

Table 2.4: Mass and Inertias of the UAV

Weight (kg) Ixx (kgm3) Iyy (kgm3) Izz (kgm3) Ixz (kgm3)
7.9 2.64 2.10 2.60 0
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2.7 Atmosphere Model

Air density is a key factor that affects aircraft performance. It is needed for the solution of

equations of motion; hence, necessary for force and moment calculations. At low speeds,

effect of air pressure and temperature are small. However, if the aircraft flies at higher speeds,

force and moments may also depend on Mach number due to the compressibility effect. Tem-

perature, pressure, air density and speed of sound can be expressed in terms of the altitude by

an International Standard Atmosphere (ISA) model by using the relations given in equations

2.25 - 2.28 [40, 46].

The air temperature decreases linearly with increasing altitude:

T = TS L − hL (2.25)

where

T : Air temperature (in [K])

TS L : Air temperature at sea level (TS L = 288.15K)

h : Altitude above sea level (in [m])

L : Lapse rate (L = 0.0065 K/m)

The static air pressure may be found by equation 2.26 :

P
PS L

=

(
T

TS L

) g
LR

(2.26)

Air density (ρ) and speed of sound (a) are calculated by using the ideal gas relation (Equations

2.27 and 2.28).

ρ =
P

RT
(2.27)

a =
√
γRT (2.28)

where R : Specific gas constant (R=287.0529 J/Kkg)
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2.8 Wind Gust Model

Wind gusts are included as external inputs which affect the body velocities of the aircraft

for short durations. No separate subsystem is generated for these effects; however, they are

directly implemented to the model as can be seen on the left lower part of Figure 2.5. In the

simulation model, by using a switch, wind inputs can be defined in body or wind axes. The

point is, if external inputs are given in wind axes, then a transformation from wind to body

axes is required. Wind effects are defined in equation 2.29. Optionally, MATLABr gust and

turbulence models or wind - turbulence model presented in [27] can be used.

Vwind =



uwind

vwind

wwind


(2.29)

2.9 Equations of Motion Model

Equations of motion express the motion of the aircraft in terms of external forces and mo-

ments. While deriving the 6-DOF general equtions of motion following assumptions are

made:

• The aircraft is assumed to be a rigid body.

• The airplane’s mass is assumed to be constant.

• The curvature of the earth is neglected.

• The earth is assumed to be fixed in space.

2.9.1 Forces and Moments

In order to solve the nonlinear equations of motion implemented in the 6-DOF simulation

model, first total force and moments are calculated. There are three main contributions to the

external forces and moments considered in this block: aerodynamic forces and moments, con-

tributions to the force due to thrust and force contributions from gravity. The non-dimensional
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force and moment coefficients (equations 2.16 - 2.21) can be made dimensional by using equa-

tions 2.30 - 2.35.

XA = CXcgqS (2.30)

YA = CYcgqS (2.31)

ZA = CZcgqS (2.32)

RA = CRcgqS b (2.33)

MA = CMcgqS c (2.34)

NA = CNcgqS b (2.35)

Thrust contribution is explained in Section 2.5 previously.

The contribution of the aircraft’s weight to the forces are originally defined in earth-fixed

frame. They are transformed to the body-fixed frame by a multiplication with direction co-

sine matrix (DCM). Force contributions from gravity along the body-axes of the aircraft are

calculated as the Euler angles are already known. The contributions of the weight to the forces

along the body-axes are given in equations 2.36 - 2.38.

XG = −mgsinθ (2.36)

YG = mgcosθsinφ (2.37)

ZG = mgcosθcosφ (2.38)

2.9.2 6-DOF Equations of Motion

It is possible to express the aircraft dynamics as a set of nonlinear ordinary differential equa-

tions (ODES). These 12 ODEs can be categorized in 4 groups as the following:

Force Equations :

u̇ = rv − qw − g sin θ +
XA + XT

m
(2.39)

v̇ = −ru + pw + g cos θ sin φ +
YA + YT

m
(2.40)

ẇ = qu − pv + g cos θ cos φ +
ZA + ZT

m
(2.41)
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Kinematic Equations:

φ̇ = p + q sin φ tan θ + r cos φ tan θ (2.42)

θ̇ = q cos φ − r sin φ (2.43)

ψ̇ = q sin φ sec θ + r cos φ sec θ (2.44)

Moments Equations:

ṗ =
Izz

IxxIzz−I2
xz

[
(RA + RT ) + Ixz pq −

(
Izz − Iyy

)
qr

]

+
Ixz

IxxIzz−I2
xz

[
(NA + NT ) − Ixzqr −

(
Iyy − Ixx

)
pq

]
(2.45)

q̇ =
1

Iyy

[
(MA + MT ) − (Ixx − Izz) pr − Ixz

(
p2 − r2

)]
(2.46)

ṙ =
Ixz

IxxIzz−I2
xz

[
(RA + RT ) + Ixz pq −

(
Izz − Iyy

)
qr

]

+
Ixx

IxxIzz−I2
xz

[
(NA + NT ) − Ixzqr −

(
Iyy − Ixx

)
pq

]
(2.47)

Navigation Equations:

ẊN = u cos θ cosψ + v(− cos φ sinψ + sin φ sin θ cosψ)

+w(sin φ sinψ + cos φ sin θ cosψ)
(2.48)

ẊE = u cos θ sinψ + v(cos φ cosψ + sin φ sin θ sinψ)

+w(− sin φ cosψ + cos φ sin θ sinψ)
(2.49)

ḣ = u sin θ − v sin φ cos θ − w cos φ cos θ (2.50)
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2.10 Actuator Models

Actuators of an aircraft take the commanded control surface deflections and throttle setting

generated by the pilot or the automatic flight control system as inputs. However, while re-

turning the actual controls as outputs, they may affect the closed loop performance due to

their own dynamics. Therefore, they play an important role in control studies and should be

modeled correctly.

In the thesis, actuator dynamics are first assumed to be fast enough when compared to the

aircraft itself and modeled as first order systems (Equation 2.51). Corner frequency (a) of

each actuator is selected by examining the open loop dynamics of the UAV. Considering the

longitudinal and lateral modes of the UAV (Section 3.4.2), a is selected as 40 rad/s for elevator,

35 rad/s for engine and 15 rad/s for aileron and rudder actuators.

Kact(s) =
a

a + T
(2.51)

Next, actuator limits for each control are obtained by examining the real UAV. In Table 2.5,

angle and rate limits for the elevator, aileron and rudder actuators are listed. In addition to the

values given in this table, maximum percent throttle and its rate are limited to 0-100 % and

200 %/s, respectively.

Table 2.5: Actuator Limits
Elevator Aileron Rudder

Angle Limits (deg) ± 20 ± 20 ± 15
Rate Limits (deg/s) ± 100 ± 100 ± 100

After modeling the actuators, functional tests are performed to check the correctness of these

models. Using the simulation model, the UAV is commanded to fly steady wings level. Dur-

ing the simulation, first a horizontal, then a vertical and finally a lateral wind gust are applied

for short durations. Control inputs generated by the flight control system are used in the func-

tional tests and it is seen that, the real controls of the UAV are able to follow the commands.
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CHAPTER 3

TRIM AND LINEARIZATION ANALYSES

This chapter describes the trim and linearization tools developed and presents the results ob-

tained for two different aircrafts, Cessna 172 and Rascal 110. Chapter begins with a discussion

on the trim algorithm, which drives the forces and moments of the aircraft equal to zero at

a specified flight condition, and continues with the linearization method used to obtain the

linear aircraft model. Validation of simulation, trim and linearization algorithms is accom-

plished by using an existing airplane’s data found in the literature, namely Cessna 172, and

the results are presented. Chapter ends with the trim and linearization results of the UAV and

a discussion on open loop system characteristics.

3.1 Trim Analyses

Linearization of the 6-DOF nonlinear aircraft model plays an important role in controller

design and stability analyses. Since linearization requires the reference flight conditions, first

a trim algorithm is developed . The trim algorithm is based on the minimization of a cost

function which makes the forces and moments of the aircraft equal to zero at a given flight

condition, posed as equality constraints to the optimization routine. Two flight regimes, the

steady wings-level and steady coordinated / uncoordinated turning flights are considered in

the trim algorithm.
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3.1.1 Steady State Flight Conditions

The 6-DOF nonlinear equations of motion were discussed in Section 2.9.2 previously. These

equations may be written as in the form of equation 3.1.

ẋ = f (x(t), u(t), t) (3.1)

In order to obtain the trim points, also known as the equilibrium points, a more general form

should be considered. A trim point of an autonomous, time-invariant system may be defined

as in equation 3.2 [45]. When all of the time derivatives are zero, the system is said to be `at

rest´.

f (ẋ, x(t), u(t)) = 0 ẋ = 0 and u = 0 or constant (3.2)

Since a trim point is a steady state point of a dynamic system [47], first the steady state flight

conditions should be defined. In steady state flight, all accelerations are zero and all of the

motion variables are constant or zero. This general condition for steady state flight is given in

equation 3.3. Additional constraints are given in equations 3.4 - 3.7.

General condition:

u̇ = v̇ = ẇ = ṗ = q̇ = ṙ = 0 (3.3)

Steady, straight wings-level flight:

φ = φ̇ = θ̇ = ψ̇ = 0 (3.4)

Steady turning flight:

φ̇ = θ̇ = 0 ψ̇ = turn rate (3.5)

Steady pull-up:

φ = φ̇ = ψ̇ = 0 θ̇ = pull-up rate (3.6)

Steady roll:

ψ̇ = θ̇ = 0 φ̇ = roll rate (3.7)

Finding the steady state flight conditions requires the solution of nonlinear state equations.

This problem is handled by a numerical optimization algorithm based on iterative solutions of

the independent state and control variables which are adjusted during the trim process. Details

of this trim routine are presented in the next section.
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3.1.2 Trim Method

The trim routine is an optimization based algorithm that determines the steady state flight

conditions for two different flight regimes, the steady wings-level and steady coordinated /

uncoordinated turning flights. The trim routine solves the nonlinear state equations for the

state (x) and control (u) vectors.

x =

[
u v w p q r φ θ ψ XN XE h

]T
u =

[
δelev δail δrud δth

]T

(3.8)

To obtain the trim conditions, first the flight conditions are needed to be specified. According

to these flight conditions, parameters are divided into two categories: trim constants and trim

variables. Trim constants include the parameters that will be kept constant during the trim

process. These are u, h, γ and other states and state derivatives that change according to

the steady state flight trim conditions given in equations 3.4 - 3.7. Trim variables are the

independent states, v and w, and the control inputs, δelev, δail, δrud and δth. Idea of the trim is

to find the trim variables that drive the forces and moments of the aircraft equal to zero. For

this purpose, a Matlabr minimization routine is used. This minimization routine tries to find

x and u which minimize the scalar cost function given in equation 3.9. This cost function is

formed according to the general steady state flight conditions given in equation 3.3; hence,

can be used for different flight regimes.

J = c1u̇2 + c2v̇2 + c3ẇ2 + c4 ṗ2 + c5q̇2 + c6ṙ2 (3.9)

where c1...c6 are weighting parameters.

For steady state turning flight, the turn is specified by the yaw rate, ψ̇. If it is a coordinated

turn, required roll angle is computed by the coordinated turn constraint given in equations

3.10 - 3.13 [45]. p, q and r are determined by the kinematic relations derived in Section 2.9.2.

tan φ = G
cos β
cosα

(
a − b2

)
+ b tanα

√
c
(
1 − b2) + G2 sin2 β

a2 − b2 (
1 + c tan2 α

) (3.10)

where

a = 1 −G tanα sin β, b =
sin γ
cos β

, c = 1 + G2 cos2 β (3.11)
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when the flight path angle, γ, is zero, equation 3.10 reduces to:

tan φ = G
cos β

cosα −G sinα sin β
(3.12)

and when β is small, equation 3.12 reduces to:

tan φ =
G

cosα
(3.13)

For both steady state wings-level and turning flights, trim algorithm begins with evaluation

of the cost function around an initial point. The simulation model is run in compile mode by

using Matlabr `feval´ function and the cost function is calculated by using current values of

the state derivatives. φ is evaluated by using equation 3.13 and p, q, r are calculated from the

kinematic relations. Current x and u vectors are found and used to run the simulation model

once more to compute the cost function and obtain new x and u. Iterations are continued until

the error tolerance for the cost function is satisfied and required trim conditions are obtained.

3.2 Linearization

3.2.1 Linearization Method

As mentioned in Section 3.1, linearization of the 6-DOF nonlinear aircraft model is a crucial

step for creating the linear state space model to be used in the development of the flight control

algorithms. Once the linear model is obtained, system analysis can be performed more easily

when compared to the complex nonlinear system analysis. Linear systems can be used to

examine the stability characteristics of the dynamic system, i.e. eigenvalues of the system,

system responses to step inputs, and to design the control algorithms.

Linearization is performed around an operating point for which all the state derivatives must

be chosen [22]. The best results can be obtained by selecting this operating point as the trim

point defined by state (x) and input (u) vectors given in equation 3.8.

In the thesis, linear system model is obtained by using `linmod´ command of Matlabr. In

addition, a separate code is also generated. This linearization routine uses the nonlinear simu-

lation code and carries out numerical differentiation based on small disturbances to derive the

state (A) and input (B) matrices. However, results showed that the state space model obtained
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by `linmod´ command is more accurate for certain parameters of A and B. Hence, `linmod´ is

used for the linearization analyses.

A Taylor Series expansion can be used to compute the linear state space model [31]. This lin-

earization process is based on an assumption. State and input variables are perturbed around

the equilibrium point to find the rate of change of x and u (Jacobians), so only first-order

terms are kept, squares and products are assumed to be negligible. First order Taylor Series

expansion for n independent variables about an equilibrium point is given in equation 3.14.

f (x1, x2, . . . , xn) ≈ f (x1, x2, . . . , xn)re f +
∂ f
∂x1

∣∣∣∣∣
re f

∆x1

+
∂ f
∂x2

∣∣∣∣∣
re f

∆x2 + · · · + ∂ f
∂xn

∣∣∣∣∣
re f

∆xn + H.O.T︸ ︷︷ ︸
0

(3.14)

In equations 3.15-3.16, linear state-space form is given. Here, the Jacobian matrices A, B, C,

and D are the state, input, output and direct transmission matrices, respectively [31].

∆ẋ , A∆x + B∆u (3.15)

∆y , C∆x + D∆u (3.16)

where ∆x = x − xeq or ∆x = x − xtrim

A =



∂ f1
∂x1

∣∣∣∣∣∣
xeq,ueq

∂ f1
∂x2

∣∣∣∣∣∣
xeq,ueq

. . .
∂ f1
∂xn

∣∣∣∣∣∣
xeq,ueq

∂ f2
∂x1

∣∣∣∣∣∣
xeq,ueq

∂ f2
∂x2

∣∣∣∣∣∣
xeq,ueq

. . .
∂ f2
∂xn

∣∣∣∣∣∣
xeq,ueq

...
...

...
...

∂ fn
∂x1

∣∣∣∣∣∣
xeq,ueq

∂ fn
∂x2

∣∣∣∣∣∣
xeq,ueq

. . .
∂ fn
∂xn

∣∣∣∣∣∣
xeq,ueq



(3.17)

B̄ =



∂ f1
∂u1

∣∣∣∣∣∣
xeq,ueq

. . .
∂ f1
∂un

∣∣∣∣∣∣
xeq,ueq

∂ f2
∂u1

∣∣∣∣∣∣
xeq,ueq

. . .
∂ f2
∂un

∣∣∣∣∣∣
xeq,ueq

...
...

...

∂ fn
∂u1

∣∣∣∣∣∣
xeq,ueq

. . .
∂ fn
∂un

∣∣∣∣∣∣
xeq,ueq



(3.18)
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3.2.2 Uncoupled Dynamics

If the coupling effects between the longitudinal and lateral airplane dynamics are negligible,

separate longitudinal and lateral models would be sufficient to describe the airplane motion.

Full system linearization results of both Cessna 172 and Rascal 110 airplanes showed that

longitudinal responses to lateral controls and lateral responses to longitudinal controls are

almost zero. Hence, longitudinal states and controls are manually decoupled from the lateral

states and controls. State, input and output matrices for the uncoupled system is given in

equations 3.19-3.24.

xlong =



u (m/s)

w (m/s)

q (deg/s)

θ (deg)



(3.19) ulong =


δelev (deg)

δth (%max)


(3.20)

ylong =



u (m/s)

w (m/s)

q (deg/s)

θ (deg)



(3.21)

xlate =



v (m/s)

p (deg/s)

r (deg/s)

φ (deg)

ψ (deg)



(3.22) ulate =


δail (deg)

δrud (deg)

 (3.23) ylate =



v (m/s)

p (deg/s)

r (deg/s)

φ (deg)

ψ (deg)



(3.24)

3.3 Validation of Simulation, Trim and Linearization Tools

3.3.1 Trim Results

To validate the simulation model and the trim algorithm, a Cessna 172 airplane data found

in the literature is used. This airplane is trimmed at an altitude of 1524 m and a velocity

of 66 m/s [39]. Figure 3.1 shows the simulation results for steady wings-level flight during

10 seconds. These results show that the aircraft when started at the trim flight conditions,

maintains its altitude, attitude, and trim flight velocity without any deviations in the lateral

channel.
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Figure 3.1: Simulation Results of Cessna 172 for Steady Wings-level Flight
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3.3.2 Linearization Results

Linear model is obtained by using the trimmed flight conditions as the reference inputs.

Eigenvalues of the longitudinal and lateral modes are presented in Table 3.1 together with

those given in Ref [39]. As it may be observed from this table, the linearization results are

quite close to those presented in the literature, validating the correctness of the simulation,

trim and linearization algorithms.

Table 3.1: Comparison of Eigenvalues for Cessna 172 Airplane Flying at 1524 m with 66 m/s

Eigenvalues obtained from the nonlinear simulation Eigenvalues given in Ref [39]
Longitudinal Longitudinal

-4.1256 ± 4.4264i -4.130 ± 4.390i
-0.0165 ± 0.1537i -0.0209 ± 0.1797i

Lateral Lateral
-12.433 -12.43

-0.6933 ± 3.3040i -0.6858 ± 3.306i
-0.0105 -0.0109

3.4 Trim and Linearization Results of the UAV

3.4.1 Trim Results

After validation of the simulation, trim and linearization algorithms, the Rascal simulation

model is trimmed for two flight regimes, namely, steady wings-level and coordinated turn

flights, at an altitude of 1000 m and a velocity of 20 m/s. To demonstrate the effectiveness

of the trim, the nonlinear simulation code is run with trim flight inputs as initial conditions.

Both the wings-level and steady turning flights are observed to hold the trim conditions. An

example is given for a coordinated turn in Figure 3.2. The aircraft completes the loop while

maintaining its altitude, and the desired turn rate is acquired without and sideslip. On the

other hand, Figure 3.3 shows the system response to 5 degrees of elevator doublet. Note that

the states are constant until the elevator input. As can be seen, only pitch rate, pitch angle,

angle of attack, velocity and altitude change with respect to the elevator inputs. There is no

deviation to the East, indicating a straight flight path in a northerly heading. All the results

are as expected for the input command, verifying that the system is stable and the correct trim

conditions are obtained.
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Figure 3.2: Nonlinear Simulation Results for Coordinated Turn Flight of Rascal at Trimmed
Flight
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Figure 3.3: Simulation Results of Rascal after 5 degrees of Elevator Doublet
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3.4.2 Linearization Results

After the trim conditions are obtained, linearization is performed. The linearized matrices can

be found in Appendix C. Eigenvalues of the longitudinal and lateral modes of Rascal flying

at 1000 m with 20 m/s wings level are computed and given in Table 3.2. As can be seen from

this table, the UAV is stable since the real parts of the eigenvalues are all negative.

Table 3.2: Eigenvalues of Rascal for 20 m/s Wings-level Flight at 1000m

Longitudinal Eigenvalues Lateral Eigenvalues
-7.7276 + 2.3562i -8.5525
-7.7276 - 2.3562i -0.3437 + 2.7040i
-0.0414 + 0.3114i -0.3437 - 2.7040i
-0.0414 - 0.3114i -0.0896

Longitudinal modes are the short period and phugoid modes. These modes are both oscillatory

and observable through perturbations in longitudinal (u) and vertical (w) speeds, pitch rate (q),

and pitch angle (θ). The short period mode is heavily damped whereas the phugoid mode has

a smaller damping ratio. These modes are controllable through elevator deflection and throttle

input. Longitudinal mode characteristics are given in Table 3.3.

Table 3.3: Longitudinal Mode Characteristics of Rascal

Mode Roots Natural Frequency ωn[rad/s] Damping Ratio ζ
Short Period -7.7276 ± 2.3562i 8.08 0.957

Phugoid -0.0414 ± 0.3114i 0.314 0.132

The lateral modes are the roll, dutch roll and spiral modes. Only the dutch roll mode is

oscillatory. These modes are observable through perturbations in lateral speed (v), roll (p)

and yaw (r) rates, and roll angle (φ). These modes are controllable through aileron and rudder

deflections. Lateral mode characteristics are given in Table 3.4 and 3.5.

Table 3.4: Dutch Roll Mode Characteristics of Rascal

Mode Roots Natural Frequency ωn [rad/s] Damping Ratio ζ
Dutch Roll -0.3437 ± 2.7040i 2.73 0.126
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Table 3.5: Roll and Spiral Mode Characteristics of Rascal

Mode Roots Time Constant [s] Time to Half Amplitude [s]
Roll -8.5525 0.1169 0.081

Spiral -0.0896 11.1607 7.7344

3.5 Validation of the Linear Model

Linear model of the UAV used for development of the flight control systems is validated

by comparing the system response with the nonlinear model response for separate step and

doublet inputs (Figures 3.4, 3.6 and 3.8). For this aim, the linearized system matrices given

in Appendix C are used and the correctness of the linear model is tested by disturbing the

airplane from its trim flight condition (steady wings-level flight at an altitude of 1000 m and

a velocity of 20 m/s). As can be seen from the results illustrated in Figures 3.5, 3.7 and 3.9,

responses of linear and nonlinear models to different control inputs are similar as expected.
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Figure 3.5: Linear and Nonlinear Simulation Results for 5 degrees of Elevator Doublet Input
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Figure 3.6: Variation of Percent Throttle with Time
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Figure 3.7: Linear and Nonlinear Simulation Results for 10 % of Throttle Step Input
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Figure 3.8: Variation of Aileron Deflection with Time
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Figure 3.9: Linear and Nonlinear Simulation Results for 5 degrees of Aileron Doublet Input
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CHAPTER 4

CONTROLLER DESIGNS FOR THE CONVENTIONAL UAV

This chapter explains the different linear controller design methods used for autopilots of

the conventional UAV. First, PID classical controller design method and tuning rules are dis-

cussed. Then the configurations of both longitudinal and lateral autopilots are described.

Next, robust controller design method is explained and robust autopilots are discussed in de-

tail. Configurations of the controllers, weighting functions used in the designs, step responses

of the controllers and results of µ-analyses are presented for both longitudinal and lateral

robust controllers.

4.1 PID Classical Controller Design

Using classical PID controllers for flight control system designs is an extensive application

for control studies. Mostly, a linear time invariant (LTI) system, which is an approximation to

the nonlinear time varying system, is used to design the controllers and also for their analyses

[17]. Control methods are based on frequency domain analyses of the system and single-

input-single-output (SISO) techniques provide simpler stability analyses for the controller

designs.

4.1.1 PID Classical Control Method

In the thesis, classical PID control approach is used to minimize the tracking errors. Negative

linear feedback is used for both longitudinal and lateral autopilots, and effects of signal uncer-

tainties (unknown disturbances) as well as modeling uncertainties are tried to be minimized.
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Transfer function of a PID controller is given in equation 4.1.

KPID(s) = Kp +
Ki

s
+ Kd s (4.1)

The proportional term (P) is used to reduce the rise time; however, it increases the effect of

sensor noises at high frequencies. In addition, it reduces the steady-state error; however, can-

not eliminate it completely. Therefore, an integral term (I) is needed for complete elimination

of the error. When an integral term is used, it adds a pole at the origin. This yields an infinite

gain at zero frequency [21] which prevents the accumulation of errors. The disadvantage of

using an integral controller is, it slows the response of the system while forcing the error to

be zero. If desired, system response can be accelerated through using a derivative term (D).

Although this term has no effect on the steady-state errors, it speeds up the response, reduces

the settling time as opposed to the integral action, and also reduces the overshoot [50].

In the thesis, all P, PI and PID type controllers are used. Mostly, simulations with PI con-

trollers are found to give satisfactory results; however, in some channels a derivative term is

also added to decrease the settling time and overshoot of the response, and to obtain better

transient performance. When required, state derivative is calculated from the nonlinear simu-

lation model whereas desired state derivative is obtained from the command filters. Then, the

difference between these signals, which is the derivative of the error, is fed to the D controller.

Consequently, PID controllers are used instead of PI controllers when it is desired to improve

both steady-state response and transient characteristics of the system [37].

4.1.2 Controller Gains and Tuning

Classical PID controller gains can be determined if the dynamics can be modeled as first

or second order transfer functions. Otherwise, the parameters can be tuned manually [8].

However, before manual tuning, one of the techniques presented in the literature can be used.

Zieger-Nichols rules are widely used for tuning the gains of PID controllers. In addition,

other techniques, such as automatic tuning methods, analytical and graphical approaches,

and optimization algorithms which find the set of parameters that satisfy the best possible

performance, are present in the literature.

Transfer function of a PID controller is shown in equation 4.2. Kp, Ti and Td represent

the proportional gain, integral time and derivative time, respectively. These values can be

37



determined from the tuning rules of Zieger-Nichols explained in Ref [4, 5, 9]. Additionally,

in Ref [37], Zieger-Nichols tuning methods are also discussed. First method is based on step

response of the plant, whereas the second method is based on the critical gain and critical

period. Critical gain (Kcr) is the maximum proportional controller gain and critical period

(Pcr) is the corresponding period of oscillations, both determined experimentally.

KPID(s) = Kp(1 +
1

Tis
+ Td s) (4.2)

Ziegler-Nichols tuning rules are very useful even if the plant dynamics are not known. More-

over, these methods can also be used for complicated systems, such as aircrafts, and controller

gains can be found by applying one of the methods described in Ref [37]. The point is, step

response of a PID controller tuned by Ziegler-Nichols rules generally has 10% ∼ 60% max-

imum overshoot. However, by fine tuning it is possible to obtain the desired closed loop

response. Thus, Ziegler- Nichols tuning rules are very effective to find the initial points for

fine tuning of a PID controller.

In the thesis, in order to find the PID controller gains, first the Ziegler-Nichols rules are

applied to the SISO models. If the responses of the plants with the PID controllers tuned by

Ziegler-Nichols rules were obtained as desired, the gains might not be changed. However,

results showed that for both longitudinal and lateral PID controllers, the stability margins of

the closed-loop systems were small; the responses were oscillatory and had high overshoots.

Hence, desired response characteristics like rise time, settling time, overshoot behaviors [29]

are obtained by adjusting the parameters of the PID controllers manually. Furthermore, fine

tuning of the controllers are accomplished by also using Matlabr - Simulinkr `Optimization

Technique: Signal Constraint´ when necessary.

Both longitudinal and lateral autopilots are designed for the linear UAV model and then tested

through nonlinear simulations. Due to changes in the flight conditions and response character-

istics of the aircraft, gain scheduling may have been needed. In order to check the necessity of

such an approach, first the PID controllers are designed about an initial trim point of 1000 m

and 20 m/s. Then, these PID controllers are tested for different flight conditions which led to

satisfactory results. Since altitude and velocity changes are small, they have little effect on the

aerodynamic database. Hence, the derivatives remain nearly the same and aircraft modes are

not affected extensively. This yields almost generic autopilots for the whole flight envelope

of the UAV. Therefore, gain scheduling is not used.
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4.1.3 Command Filters

Command filters are low pass filters which basically represent the desired response of the

aircraft. They are used to shape the command signals to match the dynamics of the aircraft.

Since they smoothen the command inputs, the tracking performance of the aircraft is improved

[35] and it would be able to follow the inputs. In addition, as low pass filters, they limit

the actuator deflection rates; remove high frequency components from the command signals

and, as a result, lower the overshoot of the response in the respective channels. The transfer

function of a first order command filter is shown in equation 4.3.

K f ilter(s) =
b

s + b
(4.3)

In the thesis, for both longitudinal and lateral autopilots first order command filters are uti-

lized. For the longitudinal controller, command filters are present in inner and outer loops,

whereas, for the lateral controller they are used for the outer loops. It is worth to mention that,

they do not have a destabilizing effect on the controllers [16]. They are adjusted according to

the dynamic characteristics of the aircraft. First, it is checked whether the elevator, aileron,

rudder and throttle rates are within the actuator limits or not. When limits are satisfied, then,

the system response is tried to be improved without slowing it down or demanding more than

the aircraft can achieve.

4.1.4 Longitudinal Autopilot

Longitudinal flight control system design is carried out by using classical PID controller tech-

niques. For inner and outer loops, classical sequential loop closing methods are applied and

the inputs are smoothened by the command filters. Inputs of the longitudinal autopilot are

the required altitude and velocity, and outputs are the elevator deflection and throttle. Control

signals generated by the controller are finally sent to the corresponding actuators. The block

diagram of the longitudinal control system developed in Simulinkr is depicted in Figure 4.1

and controller gains are given in Table 4.1.
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Figure 4.1: Block Diagram of the Longitudinal Controller

Table 4.1: Longitudinal Controller Gains

Kp Ki Kd

u 300 200 25
h 0.1 0.025 0.15
θ 1.5 0 0
q 2 0 0

A pitch rate stability augmentation system (SAS) is used in the most inner loop in order to

enhance the control characteristics of the short period mode. Since the pitch rate SAS does not

affect the phugoid mode characteristics, next a pitch attitude controller is designed to suppress

the phugoid motion.

The outer loop receives the required altitude and velocity, and uses PID controllers to mini-

mize the respective error signals. The integral term is used to eliminate the steady state errors

whereas the derivative term is implemented to improve the transient performance characteris-

tics. The system commands a pitch angle that is proportional to the height error. The reason is

if there is an initial error in altitude, in order to fix it, the flight path must be deflected upward

which means the angle of attack must be increased. Since short-term changes in pitch angle

have a strong effect on angle of attack changes, pitch angle is used instead of angle of attack

[17].
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4.1.5 Lateral Autopilot

The lateral autopilot generates the necessary aileron and rudder deflections from the roll angle

and yaw rate errors, and sends these control signals to the actuators. First order command

filters are implemented to the outer loops as shown in Figure 4.2. A roll rate damper is used

to improve the steady state and transient performance characteristics of the aircraft. Roll angle

and yaw rate errors are corrected via PI controllers as no derivative term is needed. Gains of

the lateral controller are shown in Table 4.2.

Figure 4.2: Block Diagram of the Lateral Controller

Table 4.2: Lateral Controller Gains

Kp Ki Kd

r -0.75 -0.05 0
φ 0.95 0.5 0
p 10 0 0
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4.1.6 Robustness Analysis of the Classical Controllers

After determining the gains, robustness of the controllers are tested by analyzing the gain and

phase margins of the loop gain of each channel. Sufficient information about the stability of

the system can be obtained by considering both margins together and adequate performance

can be maintained if the gain margin is greater than 6 dB and the phase margin is between

30-60° [37]. Bode plots for different loops are presented in Figures 4.3, 4.4 and 4.5. As may

be observed from these results, both gain and phase margins are positive as desired which

implies that the controllers in different channels are able to ensure the stability of the system.
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4.2 Robust Controller Design

For flight control system designs, as mentioned previously in Section 4.1, generally classical

sequential loop closing method based on SISO techniques is used. However, as more loops

are added, the design procedure may become more difficult [45]. In addition, when the aircraft

model contains some uncertainty, classical control methods may not work properly. Usually,

a nominal model which represents the low-middle frequency range behavior of the plant is

available, whereas the high frequency plant behavior is uncertain. These lead to a need for

a robust controller that satisfies robust performance as well as the nominal performance by

taking the uncertainties into consideration [10, 38].

Robust controllers can be designed by H∞ optimization. The objective of H∞ optimization

is to design a controller that minimizes the H∞ norm of the closed loop system. However,

since the structure of the uncertainties is not taken into account, the controller may be unable

to satisfy the performance measures. Therefore, in the thesis, the complex µ-synthesis is also

applied to take the structured uncertainties into consideration and obtain a controller which

achieves robust performance as well as robust stability.

4.2.1 Problem Statement

The problem of controlling uncertain systems is also referred as the `robust control problem´.

In the thesis, the control problem is posed as a robust performance, model matching problem

with multiplicative plant uncertainty at the plant input and minimization of weighted output

transfer functions as the performance criterion. This control problem is shown in Figure 4.6

in the generalized plant form.

P represents the generalized plant model to be controlled. It is a finite dimensional linear

time invariant (FDLTI) system and derived from the nominal plant model. It includes design

parameters and design weighting functions. K is the MIMO controller which simultane-

ously guarantees the stability of the aircraft when the system deviates from its nominal design

condition or subjected to significant disturbances. In addition, it satisfies the performance

specifications for all of the perturbed plants about the nominal model up to the worst case

uncertainty by minimizing the norm of the transfer function from external inputs to the error

signals [43].
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Figure 4.6: General Design Framework

4.2.2 Norms of Systems

There are many ways to determine the size of a signal or a system for stability and perfor-

mance measures. Norms are one of the most common methods used to quantify the size of

a signal or a system by describing certain geometric properties. A real-valued function ‖x‖
represents the norm of x and satisfies the following relations [43]:

Non-negativity : ‖x‖ ≥ 0

Positive definiteness : ‖x‖ = 0⇔ x = 0

Homogeneity : ‖α.x‖ = |α|.‖x‖ for any scalar α

Triangle inequality : ‖x + y‖ = ‖x‖+‖y‖ ∀ x and y ∈ V , V being a vector space.

The block diagram of an LTI system is illustrated in Figure 4.7 where u(t) and y(t) exist for

t ≥ 0.

Figure 4.7: Block Diagram of an LTI System
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Following norms can be defined for scalar signals:

L1 norm: ‖u‖L1 ,
∫ ∞

0
|u(t)|dt (4.4)

L2 norm: ‖u‖L2 ,
[∫ ∞

0
|u(t)|dt

]1/2

(4.5)

Lp norm: ‖u‖Lp ,
[∫ ∞

0
|u(t)|dt

]1/p

p ≥ 1 (4.6)

L∞ norm: ‖u‖Lp , sup
t ε [0,∞)

|u(t)| (4.7)

Root mean square (RMS) is another important measure for signals. It reflects the eventual

average size of a signal (Equation 4.8). Persisting signals, such as unit step and sinusoidals,

are not in Lp (function space based on Lp norm); however, they have finite RMS values.

‖u‖RMS ,
√

lim
T→∞

1
T

∫ ∞

0
|u(t)|2dt (4.8)

Usually, norms of systems are determined in terms of the norms of input and output signals

(induced norms). Considering the system shown in Figure 4.7, the RMS of the output can be

defined as:

‖y‖RMS =

√
1

2π

∫ ∞

−∞
|G( jω)|2S u(ω)dω (4.9)

where S u(ω) is the power spectral density of the input.

When the input is a white noise with unit sensitivity (S u(ω)=1), the RMS of the output is

defined as the H2 norm of the system G (Equation 4.10). Hence, H2 norm of a transfer

function measures the RMS response of its output when it is driven by a white noise input.

‖G‖2 ,
√

1
2π

∫ ∞

−∞
|G( jω)|2dω (4.10)

In the thesis, H∞ norm (RMS gain or energy gain) is used for robustness studies. For a stable

SISO system, it can be expressed as its maximum magnitude on the jω axis (Equation 4.11).

H∞ norm is the peak value in Bode magnitude plot of the system and it provides a bound on

the system gain.

‖G‖RMS−gain = sup
‖u‖2,0

‖G u‖2
‖u‖2

= sup
w
|G( jω)| (4.11)
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For a stable MIMO system, H∞ norm can be expressed as the peak value of the largest singular

value (σ̄) of the frequency response matrix (G( jω)) over the whole frequency range:

‖G‖RMS−gain = ‖G‖∞ = sup
ω
σ̄ (G( jω)) (4.12)

4.2.3 Linear Fractional Transformations (LFTs)

LFTs were introduced by Doyle [12] into the control literature. They provide a powerful and

flexible approach to represent uncertainty in matrices and systems [6].

The general design framework of the control problem is called the `linear fractional transfor-

mation´. The plant P =


A B

C D

 can be partitioned in the form of equation 4.13.

P ,


P11 P12

P21 P22

 (4.13)

Then, 
z

y

 =


P11 P12

P21 P22




w

u

 (4.14)

Figure 4.8: Lower Linear Fractional Transformation

The system is shown in Figure 4.8. In this figure, K represents the controller. Using u = Ky, u

and y can be eliminated, and the transfer function resulting from positive feedback of K around

the lower part of P can be obtained. This is called the lower linear fractional transformation

of P with K and can be represented as given in equation 4.15.

Fl(P,K) = P11 + P12K(I − P22K)−1P21 (4.15)
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Similarly, upper linear fractional transformation of P with ∆ can be obtained by considering

the P-∆ configuration shown in Figure 4.9. The transfer function (Equation 4.16) is obtained

by the positive feedback of ∆ around the upper part of P.

Figure 4.9: Upper Linear Fractional Transformation

Fu(P,∆) = P22 + P21K(I − P11)−1P12 (4.16)

4.2.4 Closed Loop Transfer Functions

The closed loop system which includes the feedback structure of the plant P and controller K

is depicted in Figure 4.10. In this diagram, r is the reference signal, u is the control signal, n

is the measurement noise, and d is the disturbance.

Figure 4.10: Feedback Configuration

Transfer function of such a system can be defined as in equation 4.17.

y = P[K(r − y − n) + d] (4.17)
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With some manipulations, the following equation can be found:

y = (I + PK)−1PK︸            ︷︷            ︸
T

r + (I + PK)−1
︸       ︷︷       ︸

S

Pd − (I + PK)−1PK︸            ︷︷            ︸
T

n where S + T = 1 (4.18)

In equation 4.18, S and T are the sensitivity and complementary sensitivity functions, respec-

tively. As the name implies, S is the transfer function that characterizes the sensitivity of the

outputs to disturbances. In addition, T is the transfer function from the command inputs to

the outputs.

For good tracking (y ≈ r), T has to be large, whereas for satisfactory sensor noise rejection T

has to be small at the frequencies where large noises are present. On the other hand, to ensure

small tracking errors (good disturbance rejection), S has to be small at the frequencies where

the reference inputs and disturbances are large. However, since S +T=1, it is clear that S and

T cannot be small at any one frequency. Despite these contradictions, it is possible to ensure

good tracking, good disturbance rejection and noise attenuation at the same time by making

T large at low frequencies, where references and disturbances dominate and noises have little

effect. By this way, S becomes small and good disturbance rejection is obtained. In addition,

noise attenuation is ensured by making T small at high frequencies where noises are large.

These rules explain the reason why a large loop gain (L = PK) is required at low frequencies

for good tracking and small errors, and a small loop gain is required at high frequencies for

noise attenuation and small control signals (to avoid actuator saturation) [57].

4.2.5 Model Uncertainty

The robustness of a control system can be defined as not being sensitive to differences be-

tween the actual system and the plant model which was used to design the controller. The

term `uncertainty´, which refers to the difference between the actual system and the model,

has great importance in H∞ optimization. To analyze the worst-case uncertainty, first the un-

certainty set should be defined; next the robust stability and performance conditions should

be checked.

To account for model uncertainty, it is assumed that the dynamic behavior of the plant is

described by a set of possible LTI models instead of a single LTI model. For this purpose,

following notations are used in the thesis:
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Π: set of possible perturbed plant models (the uncertainty set)

G(s) ∈ Π: nominal plant model (no uncertainty)

Gp(s) ∈ Π: particular perturbed plant

∆ : perturbations represented by any stable transfer function with H∞ norm less than 1.

There are many sources of model uncertainty and these are well defined in Ref [43]. These

sources may be divided into two groups as parametric uncertainty and unmodeled dynamics

uncertainty. In the following sections, these norm-bounded uncertainties are explained.

4.2.5.1 Parametric Uncertainty

In this kind of uncertainty, the structure of the plant (including the order) is known, but some

of the parameters are uncertain. The uncertainty structure can be obtained from the mathemat-

ical model since Gp(s) and G(s) have the same structures. However, this type of uncertainty is

usually avoided due to its disadvantages. It requires a large effort to model parametric uncer-

tainty for especially complicated plant models. The exact model structure is needed, which

means that the unmodeled dynamics cannot be dealt with. In addition, real perturbations are

required although these are mathematically and numerically more difficult to deal with.

4.2.5.2 Unmodeled Dynamics Uncertainty

Construction of a mathematical model which includes the real physical system is never possi-

ble. The plant model cannot respond exactly the same as the actual plant and if the differences

between these two are not considered, an effective robust controller cannot be designed.

As mentioned earlier in this section, a low order nominal model which represents the low-

middle frequency plant behavior is usually available; whereas the plant behavior is uncertain

at high frequencies. In this case, using parametric uncertainty may not be enough and a

richer description may be needed. Additive and multiplicative uncertainties are used for this

purpose, to account both the uncertain parameters and the higher order dynamics that are

missing in the model Ref [43]. By this way, a frequency-dependent percentage uncertainty in

the actual plant behavior can be specified.
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For multiplicative uncertainty, the set of possible perturbed plant models can be described as:

Π :
{
Gp(s) = G(s)(1 + Wm(s)∆(s)); |∆( jω)| ≤ 1 ∀ω

}
(4.19)

In equation 4.19, the uncertainties between the nominal plant model and the actual plant

is represented by Wm and ∆. Wm is the multiplicative uncertainty weighting function which

defines the magnitude of the uncertainty resulting from the uncertain parameters and neglected

dynamics at each frequency. As Wm, ∆ is also assumed to be stable; however, it is unknown

and bounded by the norm condition ‖∆‖∞ ≤ 1. The structure of the multiplicative uncertainty

is given in Figure 4.11.

Figure 4.11: Multiplicative Uncertainty

From the definition, the multiplicative uncertainty can also be described as the following:

max
Gp επ

∣∣∣∣∣∣
Gp( jω) −G( jω)

G( jω)

∣∣∣∣∣∣ ≤ |Wm( jω)| ∀ω (4.20)

As can be seen from equation 4.20, |(Wm( jw))| is the maximum percentage difference between

all of the possible perturbed plants and the nominal plant model at each frequency. On a

Nyquist plot, a disk of radius |Wm( jω)G( jω)|, centered at G( jω) represents the set of possible

values according to the uncertainty description.

The uncertainty can also be represented by the additive uncertainty in the form of equation

4.21.

Π :
{
Gp(s) = G(s) + WA(s)∆(s); |∆( jω)| ≤ 1 ∀ω

}
(4.21)

Block diagram for representing the uncertainty in additive form is given in Figure 4.12.
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Figure 4.12: Additive Uncertainty

In the thesis, the multiplicative form is chosen for convenience. This is because it allows the

spontaneous analysis of uncertainty magnitudes in terms of percent errors relative to the de-

sign model. Since the amount of deviation in the aerodynamic derivatives from their nominal

values is known, this type of uncertainty is a good choice in order to model the uncertainties

especially at high frequencies. Alternatively, additive uncertainty could have been used. In

this type of uncertainty, the structured singular values are not complex numbers which would

result in less conservative µ-analysis. By this way, better robust performance as well as ro-

bust stability could have been achieved. However, as the largest singular values of the block

diagonal matrices are around 1, using additive uncertainty form is not necessary and it is left

as a future work. Choice of Wm for the longitudinal and lateral controllers will be explained

in Section 4.2.11.2 and 4.2.12.2, respectively.

4.2.6 Stability and Performance Requirements for SISO Systems

In this section, the stability and performance requirements of SISO systems are explained and

the Small Gain Theorem is introduced. The structure of the system is shown in Figure 4.13.

In this block diagram, Wp represents the stable transfer function of a pre-filter that is used

to shape the reference signal rp and W represents the uncertainty weighting function. More

details about the system and the requirements can be found in Ref [13] and [43].

Figure 4.13: System Structure for Stability and Performance Criteria
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4.2.6.1 Nominal Stability (NS)

NS means that the system is stable with no model uncertainty. The closed loop transfer

function (T ) should have internal stability which means that all of its poles are located in

LHP and no unstable pole-zero cancellation exists. Loosing internal stability is an undesired

situation due to the cancellation of those dangerous points with each other. To prevent this,

there are some constraints on S and T , details of which are present in Ref [43] and [57].

4.2.6.2 Nominal Performance (NP)

NP implies that the system has NS and satisfies the performance specifications with no model

uncertainty. To achieve the desired performance, norm of the transfer function from distur-

bances to errors (S ) should be small. In terms of H∞ norm, the condition can be written

as:

‖WpS ‖∞ ≤ 1 (4.22)

In equation 4.22, Wp represents the content of the disturbance and is used to shape the sensi-

tivity function (S ) especially at low frequencies where the errors should be lessened.

4.2.6.3 Robust Stability (RS)

RS refers to the stability of the closed loop system for all perturbed plants about the nominal

model upto the worst-case uncertainty. If the H∞ norm is used, the condition for RS can be

stated as shown in equation 4.23.

‖WT‖∞ ≤ 1 ∀ ‖∆‖∞ ≤ 1 (4.23)

Nyquist stability criteria states that RS condition can be satisfied if and only if the loop transfer

function does not encircle the -1 point. A related theorem is the `Small Gain Theorem´ : if a

feedback loop consists of stable systems and the loop gain product is less than unity, then the

feedback loop is internally stable. This can be obtained by considering the M∆ structure. By

isolating the ∆ block and re-drawing the feedback connection, the following block diagram is

obtained.
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Figure 4.14: M∆ Structure for Small Gain Theorem

In Figure 4.14, M represents the transfer function from the output of ∆ to the input of ∆. It is

called as the `loop gain´ and can be described as:

M = T Fd→e =
WKG

1 + KG
= WT (4.24)

Since M∆ should not encircle the -1 point ∀ ∆:

|1 + M∆| > 0 ∀ω, ∀ |∆| ≤ 1 (4.25)

The worst case for the condition given in equation 4.25 is when ∆ = -1. Then, the RS condition

can be written as: |M( jω)| <1 ∀ ω. More generally, plant M is said to be robustly stable to

perturbations ∆ with ‖∆‖∞ ≤ γ for some γ >0, if and only if ‖M‖∞ = ‖WT‖∞ ≤ 1/γ.

4.2.6.4 Robust Performance (RP)

RP means that the NP condition is satisfied for all possible perturbed plants in the uncertainty

set. All possible Lp( jω) should stay outside of a disk of radius |Wp( jω)| centered on -1 point.

Lp( jω) at each frequency stays within a disk of radius |W( jω)L( jω)| centered on L( jω). The

condition for RP is that the two disks should not intersect:

|Wp| + |WL| < |1 + L| ∀ω (4.26)

Then, the necessary and sufficient condition for RP can be obtained from equation 4.26 as the

following:

‖ |WpS | + |WT | ‖∞ < 1 (4.27)

Equation 4.27 implies that, for RP both NP and RS must be satisfied. For SISO systems, this

may be achieved easily. However for MIMO systems, although NP and RS conditions are

individually satisfied, the system may not have RP.
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4.2.7 Stability and Performance Requirements for MIMO Systems

Stability and performance of MIMO systems can be analyzed by using a similar approach as

for SISO systems. However, in this case, LFTs are needed due to the increased number of

system inputs and outputs. As mentioned in Section 4.2.3, use of LFTs provides a powerful

approach to represent the uncertainty in a system.

In general, both uncertainty and disturbances are present in the system. Considering this, the

system can be constructed as shown in Figure 4.15 [43]. In this configuration, P represents

the so called `generalized plant´ which includes the weights shown in Figure 4.13, and ∆ rep-

resents all possible uncertainties in the system. M is related to P and K by a lower LFT, such

that M = Fl(P,K). Then, the transfer function from disturbances (d) to errors (e) becomes

e(s) = Fu(M,∆) d(s), where Fu(M,∆) represents the upper LFT of M with ∆.

Figure 4.15: General Control Configuration using LFTs

4.2.7.1 Nominal Stability (NS)

For NP, RS and RP, first NS must be satisfied. If a MIMO system has NS, it means that the

whole system M is internally stable in the absence of uncertainties. In other words, transfer

functions from all inputs to all outputs satisfy the NS condition for SISO case.

4.2.7.2 Nominal Performance (NP)

NP is related to the transfer function from the disturbances to the errors. This condition can

be satisfied by minimizing the H∞ norm of this transfer function when the MIMO system has

no model uncertainty, so that ‖M22‖∞ < 1.
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4.2.7.3 Robust Stability (RS)

Small Gain Theorem is used to derive the RS condition for a MIMO system. If ‖∆‖∞ ≤ γ,

then ‖M11‖∞ ≤ 1/γ is required for RS.

4.2.7.4 Robust Performance (RP)

RP requires the transfer function from disturbances to errors (T Fd→e) to be small even in the

presence of ∆. Hence, performance of a MIMO system can be checked by minimizing the

H∞ norm of the same transfer function. If ‖Fu(Fl(P,K)),∆‖∞ = ‖Fu(M,∆)‖∞ < 1 for all ∆

with ‖∆‖∞ < 1, then the closed loop system has RP. By using the Small Gain Theorem, a

sufficient condition can be obtained as ‖M‖∞ < 1 [56]. More information about the RP of

MIMO systems can be found in Section 4.2.9.

4.2.8 Solution of the H∞ Problem

The main objective of H∞ optimization is to design a controller which lets the closed loop

system to satisfy the stability and performance specifications in case of variations in the sys-

tem parameters and errors in the plant model. As mentioned before, this can be achieved

by minimizing the H∞ norm of the transfer function from external inputs to the error sig-

nals. Considering Figure 4.6, this means that ‖Twz‖∞ should be minimized over all finite-

dimensional LTI stabilizing controllers K(s), in order to get ‖Twz‖∞ < 1. However, this is not

as much easy as it seems. Since MIMO systems may experience much larger sensitivity to

uncertainty than SISO systems, finding a unique optimal H∞ controller may not be possible.

Therefore, another definition of H∞ control problem, named `Sub-optimal Control Problem´,

is used: Given γ > 0, find all admissable controllers K, if exists, such that ‖Twz‖∞ < γ [14].

The system of Figure 4.6 is described by equation 4.28 and a state space realization of the

generalized plant P is given in equation 4.29.


z

y

 = P(s)


w

u

 =


P11(s) P12(s)

P21(s) P22(s)




w

u

 u = K(s) y (4.28)
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P =



A B1 B2

C1 D11 D12

C2 D21 D22


(4.29)

D has a special off-diagonal structure. D11 is assumed to be 0 so that P11(s) is strictly proper

(P11( jω) → 0 as ω → ∞) and D22 is assumed to be 0 so that P22(s) is also strictly proper

(P22( jω)→ 0 as ω→∞). Then, the system equations can be written as the following:

ẋ = Ax + B1w + B2u

z = C1x + D12u

y = C2x + D21w

(4.30)

Theorem states that there exist a controller such that ‖Tzw‖∞ < γ if and only if the following

three conditions hold [43]:

1. There exist a solution X∞ > 0 to

X∞A + A∗X∞ + X∞(
1
γ2 B1B∗1 − B2B∗2)X∞ + C∗1C1 = 0 (4.31)

2. There exist a solution Y∞ > 0 to

AY∞ + Y∞A∗ + Y∞(
1
γ2 C∗1C1 −C∗2C2)Y∞ + B1B∗1 = 0 (4.32)

3. ρ(X∞Y∞) < γ2

Equations 4.31 and 4.32 are the Algebraic Riccati Equations (AREs) that must be solved to

find X∞ and Y∞. The third condition represents the spectral radius. It implies that the largest

eigenvalue of the multiplication X∞Y∞ should be less than γ2.

When these conditions are satisfied, the controller is given as:

K(s) =


A∞ −Z∞L∞

F∞ 0

 (4.33)

where

A∞ = A + 1
γ2 B1B∗1X∞ + B2F∞ + Z∞L∞C2

F∞ = −B∗2X∞

L∞ = −Y∞C∗2
Z∞ = (I − 1

γ2 X∞Y∞)−1
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For the derivations of the results obtained from the theorem, the following assumptions should

be made:

1. (A,B2) is stabilizable and (A,C2) is detectable (This assumption is necessary and sufficient

for P to be internally stabilizable).

2. D∗12[C1 D12] = [0 I]

3.


B1

D12

 D∗21 =


0

I



4.2.9 µ Analysis

4.2.9.1 Structured Singular Value (µ)

Robust stability and performance conditions for MIMO systems are discussed earlier in Sec-

tion 4.2.7. These conditions are derived by using Small Gain Theorem and based on mini-

mization of the H∞ norm of the closed loop system. However, as mentioned at the beginning

of Section 4.2, the structure of the uncertainties is not taken into account. Thus, a robust

controller which satisfies the nominal performance and robust stability can be obtained; how-

ever, robust performance may still not be guaranteed. To solve this problem, the structured

uncertainties are taken into consideration by using µ-synthesis [11].

The uncertainty block ∆ in the M∆ connection usually has a block-diagonal structure:

∆=diag{∆i}. This is illustrated in Figure 4.16.

Figure 4.16: M∆ Structure
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The RS condition was previously defined as σ (M( jω)) < 1. However, this is only the suf-

ficient condition. By taking advantage of the fact that ∆ has a block-diagonal structure, a

more effective definition can be obtained. By defining a scaling matrix D (Equation 4.34)

and including it in the M∆ structure, the modified M∆ structure shown in Figure 4.17 can be

constructed. In this figure, ∆ is a member of the set ∆ ∈ �nxn.

D = diag{di Ii} (4.34)

where di is a scalar and Ii is the identity matrix which has the same dimension as the ith

perturbation ∆i.

Figure 4.17: Modified M∆ Structure

The overall system is the same since the scalings have no effect on stability. This means that

the RS condition must also apply if M is replaced by DMD−1:

σ(DMD−1) < 1, ∀ω (4.35)

The least conservative RS condition can be obtained by minimizing the scaled singular value

at each frequency. In equation 4.36, � represents the set of block-diagonal matrices compat-

ible with ∆ (∆D = D∆). In addition, when ∆ is a full matrix, D = dI.

min
D( jω) ε�

σ(D( jω)M( jω)D( jω)−1) < 1, ∀ω (4.36)

As σ (DMD−1) = σ (M), when ∆ has a structure, σ (DMD−1) may be smaller than σ (M). In

fact, equation 4.35 is a scaled version of the Small Gain Theorem.
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The structured singular value (SSV, µ) is an effective tool for deriving the necessary and

sufficient conditions for RS and RP of a MIMO system with a given controller. It provides a

generalization of the structured singular value σ and can be described as the measure of the

smallest structured ∆ that makes I − M∆ singular. In mathematical form, it can be defined as

given in equation 4.37. Note that µ∆(M) depends on both M and the structure of ∆.

µ∆(M) ≡ 1
min{σ(∆) : det(I − M∆) = 0} (4.37)

Since direct computation of µ is not possible, the upper and lower bounds should be defined:

ρ(M) ≤ µ∆(M) ≤ σ(M) (4.38)

where ρ is the spectral radius and σ is the maximum singular value.

The aim is to find the lowest µ so that the best RS would be obtained. However, this may

not be achieved because the gap between the bounds given in equation 4.38 may be arbitrarily

large. The bounds can be tightened by using a scaling that will not affect µ∆(M) but will affect

ρ and σ. For this purpose, first the sub-sets of �nxn should be defined:

Q = {Q ∈ ∆ : QQ∗ = In} (4.39)

D =
{
diag[D1,D2, ...,Ds, d1Im1, d2Im2, ..., dF ImF] : Di ∈ �ri xri ,Di = D∗i > 0, d j ∈ �, d j > 0

}

(4.40)

Then, the upper and lower bounds can be tightened to:

max
Q εQ

ρ(QM) ≤ µ∆(M) ≤ inf
D εD

σ(DMD−1) ∀ D ∈ D and Q ∈ Q (4.41)
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4.2.9.2 Robust Stability (RS)

Assume that the nominal system M and the perturbation ∆ are stable. Then, the M−∆ system

is stable for all allowed perturbations if and only if equation 4.42 is satisfied.

µ∆(M( jω)) < 1 (4.42)

4.2.9.3 Robust Performance (RP)

The general control configuration was previously discussed in Section 4.2.7. The intercon-

nections between the uncertainty block ∆, generalized plant P and the controller K are shown

in Figure 4.15. Also in the same figure, M represents the plant when the H∞ controller is

connected.

From the definition of RP given in Section 4.2.7.4 (‖Fu(M,∆)‖∞ < 1∀‖∆‖∞ < 1), RP condi-

tion can be turned into a RS condition by adding a fictitious performance block ∆p. The set

of uncertain plants with and without ∆p block is shown in Figure 4.18.

Figure 4.18: Set of Perturbed Plants

Then, this system has RP if and only if :

µ
∆

(M( jω)) < 1 ∀ω (4.43)

where ∆ =


∆p 0

0 ∆


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4.2.10 Implementation on MATLAB

Robust autopilots of the UAV are designed according to the Robust Control Theory discussed

in the previous sections. During the design process, implementation of theory is achieved by

using Robust Control Toolbox of Matlabr . Following sections explain the design process

and tools used for this purpose.

4.2.10.1 Controller Configuration

As mentioned in Section 4.2.1, the control problem is posed as a robust performance, model

matching problem with multiplicative plant uncertainty at the plant input. The aim is to min-

imize the weighted output transfer functions of the closed-loop system and by this way to

guarantee the design requirements in the presence of significant uncertainties and/or distur-

bances. A diagram for the closed loop MIMO system, which includes the feedback structure

of the plant and controller, and elements associated with the uncertainty models and perfor-

mance objectives, is shown in Figure 4.19.

Figure 4.19: Block Diagram of the Closed-loop System

Figure 4.19 represents the control structure used for both longitudinal and lateral controller

designs in the thesis. For the longitudinal autopilot, the reference inputs r1 and r2 are required

velocity and pitch attitude; whereas for the lateral autopilot the reference inputs are roll angle
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and yaw rate commands. In the diagram, u1 and u2 are the control inputs, x1 and x2 are the

measured outputs, y1 and y2 are the deviations of the outputs from the required ones, n1 and

n2 are the measurement noises in the respective channels.

In addition to multiplicative plant uncertainty at the plant input, uncertainty on the actuators is

also taken into account. These uncertainties are bounded in size and described by the weight-

ing functions Wm and Win, respectively. In the diagram, z1 and z2 represent the errors related

to these uncertainties. Moreover, e1, e2, and e3 are the errors related to performance and used

to create the fictitious ∆p block required for robust performance analyses. Wact is needed

to shape the penalty on control signals in order to satisfy the control surface limits. On the

other hand, Wp1 and Wp2 are utilized to achieve the performance objectives. In other words,

to make the UAV respond effectively to the reference commands r1 and r2. Finally, using

Wn1 and Wn2, effect of sensor noises are included in the model. Choice of these weighting

functions are explained in Sections 4.2.11.2 and 4.2.12.2 in detail.

4.2.10.2 Obtaining Controllers

The first step for designing a robust controller is to express the problem as in the form of

Figure 4.15. After defining the uncertainty, performance and other weighting functions,

the system is partitioned in terms of inputs, disturbances, errors and outputs, and trans-

formed into LFT form. Implementation in the Matlabr environment is achieved by using

`sysic´ command. This command can be readily found in Matlabr Robust Control Toolbox

and provides an easy solution for building the interconnection structure of certain and/or un-

certain systems.

As explained in Section 4.2.8, synthesizing an H∞ controller requires the solutions of AREs.

Normally, these equations are solved by spectral decomposition of the Hamiltonian matrices

and the sub-optimal controller K is found by applying a search procedure [20] . In Robust

Control Toolbox, a useful command (`hinfsyn´) is present which can be used for this purpose.

This command includes numerically reliable routines and can be used to obtain the optimal

solution similar to that for the frequency domain approach.
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In the thesis, after the generalized plant P is obtained by using `sysic´ command, the optimal

H∞ controller for the LTI model is found by `hinfsyn´ command. Then, state space form of

the controller K is obtained by using `ssdata´ command and all used in the simulations. Con-

trollers are designed for the longitudinal and lateral linear dynamics separately, next combined

together and validated through nonlinear simulations.

4.2.10.3 µ Analysis

Robust performance tests are performed via µ analysis. To obtain the set of perturbed plants

as shown in Figure 4.18, first the controller K is embedded in the system and the closed loop

M∆ structure is formed by using `sysic´ command. In addition, a fictitious ∆p block is added

to take the structure of the uncertainties into account.

Considering the closed loop system given in Figure 4.19, the M∆ structure (including ∆p)

is formed (Figure 4.20). Computation of the upper and lower bounds on the structured sin-

gular value (µ
∆

) is achieved by using `mussv´ command. Robust performance of both the

longitudinal and lateral controllers of the UAV are tested by using this command.

Figure 4.20: Block Diagram of the M∆ Structure
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4.2.11 Longitudinal Autopilot

4.2.11.1 Controller Configuration

Longitudinal robust controller of the UAV is designed according to the structure shown in

Figure 4.19. Considering this figure, r1 and r2 represent the reference velocity and pitch

angle, and G represents the linearized longitudinal dynamics of the aircraft. The controller is

used to find the elevator and throttle inputs to the aircraft and to control the velocity and pitch

angle commands while attenuating disturbances and handling uncertainties in the dynamic

model.

The overall longitudinal flight control system design is carried out by combining two design

techniques. The inner loop consists of a robust controller where the inputs are the velocity and

pitch attitude, and outputs are the elevator deflection and throttle. Control signals generated

by the robust controller are finally sent to the elevator and throttle actuators. First this part is

designed to establish some inherent inner loop stability and account for the disturbances as

well as the model uncertainties. The outer loop controller is a classical PID controller which

generates the necessary pitch attitude command that goes into the robust controller. The block

diagram of the longitudinal autopilot developed in Simulinkr is depicted in Figure 4.21 and

the outer loop PID controller gains are given in Table 4.3.

Figure 4.21: Block Diagram of the Longitudinal Autopilot
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Table 4.3: PID Controller Gains for the Longitudinal Autopilot

Kp Ki Kd

h 0.2 0.03 0.045

During the design phase, direct control of altitude and velocity is also tried. That is, pitch

angle is not used in the inner loop and pure robust control techniques are applied. However,

in this case it is seen that, commanded altitude cannot be maintained and the simulation blows

up after a certain time. The reason for this can be explained by considering the following

relation:

∆ḣ = −∆w + u0sin(∆θ) ≈ −∆w + u0∆θ (4.44)

In equation 4.44, the climb rate (ḣ) is represented in terms of the states. Note that in this

equation, the pitch angle variation (∆θ) is assumed to be small. However, while trying to

control the altitude directly, the pitch angle is free to take any value. Due to lack of control

on the pitch attitude, ∆θ cannot be kept small and acquires large values spontaneously. For

the linear model, as ∆θ gets higher values, ∆ḣ increases, equation 4.44 fails, etc. On the other

hand, for the nonlinear model, as θ increases, angle of attack (α) also increases. This results

in aircraft stall and control loss. Moreover, when nonlinearities are taken into consideration,

realization of the desired altitude becomes even more difficult. This problem is solved by

using a PID controller which generates the pitch attitude command from the altitude error and

pitch attitude is controlled by the robust controller along with the velocity. As can be seen in

Figure 4.21, first order command filters, which are low pass filters, are also used to match the

performance of the aircraft to the commands.
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4.2.11.2 Choice of Weighting Functions

Determination of the weighting functions plays a crucial role in robust control system de-

signs. In order to satisfy the design requirements in presence of significant uncertainties

and disturbances, the weights discussed in Section 4.2.10.1, should be selected appropriately.

Considering the closed loop structure of the control problem given in Figure 4.19, Wact, Wn,

Wp, Win and Wm are related to the performance requirements, size of the uncertainties and

external disturbances. Therefore, they should be considered as design constraints.

For the longitudinal robust controller, Wact is used to penalize the elevator and throttle inputs.

Using this weight, the control activity is minimized by penalizing the large control deflections.

Wact is selected as a 2x2 constant weighting function representing 1 % error on the actuator

outputs (Equation 4.45).

Wact =


0.01 0

0 0.01

 (4.45)

Wn1 and Wn2 are used to model the magnitude of the sensor noises in velocity and pitch angle

channels, respectively. Since uncertainty on sensor measurement increases at high frequen-

cies, usually these weights are selected as high-pass filters. However simulations showed

that, constant weights also lead to satisfactory results in terms of noise attenuation. There-

fore, these weights are not selected as frequency varying functions. Instead, they are taken as

constant for all frequencies representing the effects of 1 % measurement noises in the corre-

sponding channels.

Wp1 and Wp2 are directly related to the performance requirements of the system. Wp1 weights

the difference between the idealized velocity response and the actual aircraft response, whereas

Wp2 weights the difference between the idealized pitch attitude response and the actual aircraft

response. Using these weighting functions, the tracking errors can be thought of as penalty

functions.

Frequency characteristics of the performance weights are illustrated in Figure 4.22. As it may

be observed from these plots, both Wp1 and Wp2 are selected as low-pass filters. They have

higher gains when small errors are desired (low frequency range) and smaller gains when

larger errors can be tolerated (high frequency range).
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Figure 4.22: Bode Plots of Wp1 and Wp2

Win represents the uncertainty in the frequency responses of the actuators. Assuming that

there is 5 % uncertainty on the actuators across all frequencies, Win is taken as a 2x2 constant

diagonal matrix (Equation 4.46).

Win =


0.05 0

0 0.05

 (4.46)

In general, flight control systems are reliable at low frequencies. However, as the frequency

increases, due to uncertainties in system parameters and/or neglected dynamics, reliability

may be lost. Wm is the multiplicative uncertainty weight used to model these errors in an

unstructured form at the plant input [32]. Because multiplicative perturbations are small at

low frequencies and they increase towards high frequencies, typically, Wm is an increasing

weighting function with frequency.

In the thesis, it is assumed that the main source of the uncertainties is the variations in the aero-

dynamic database. For the longitudinal dynamics, the most important aerodynamic deriva-

tives are longitudinal static stability derivative Cmα , pitch damping derivative Cmq and elevator

control effectiveness Cmδe
. In order to find the weighting function Wm, 5 % uncertainty for

the most important aerodynamic derivatives has been added to their nominal values and their

effects on the components of the longitudinal state and input matrices are computed. Then,

corresponding components of these matrices are changed while designing the controllers.

The uncertainty weight Wm is of the following form:

Wm =


Wm1 0

0 Wm2

 (4.47)
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where the weight Wm1 is associated with the elevator input and Wm2 with the thrust input.

The weighting function Wm can be obtained by finding the upper bounds on Bode plots of

possible perturbations in the uncertainty set. For this purpose, first the transfer function of

the particular plant Gp (Equation 4.19) and then, the difference between the particular and

nominal plants are found (Equation 4.20). The perturbed and nominal plants from elevator and

throttle to u, w, q and θ are considered and the relative errors are plotted. The corresponding

relative errors (|(Gp − G)/G|) are shown as functions of frequency for all uncertainty cases.

Results for elevator and throttle are shown in Figure 4.23 and 4.24, respectively. As can be

seen, Wm1 and Wm2 lie above the error curves at each frequency.
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Figure 4.23: Relative Errors for Elevator Inputs
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Figure 4.24: Relative Errors for Throttle Inputs
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4.2.11.3 Robust Performance Analysis

Robust performance of the controller is checked by µ analysis. The structured singular value,

µ
∆

(M( jω)), is computed at each frequency with

∆ =


∆p 0

0 ∆

 , ∆p ∈ C4x4, ∆ = diag{∆1,∆2}, ∆1 ∈ C2x2, ∆2 ∈ C2x2 (4.48)

The µ curve for the controller is shown in Figure 4.25. The peak value is the largest singular

value of the block diagonal matrix for the worst case. Since it is 0.89, it is proved that the

robust performance condition (µ
∆

(M( jω) < 1) is satisfied.
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Figure 4.25: µ Curve for Robust Performance of the Longitudinal Controller

4.2.12 Lateral Autopilot

4.2.12.1 Controller Configuration

Lateral robust controller of the UAV is designed by considering the structure shown in Figure

4.19. The controller takes the roll angle and yaw rate errors, and outputs the control signals

to the aileron and rudder actuators. It tries to stabilize the aircraft and satisfy the performance

specifications for all of the perturbed plants about the nominal model up to the worst case

uncertainty. The block diagram of the lateral autopilot developed in Simulinkr is shown in

Figure 4.26.
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Figure 4.26: Block Diagram of the Lateral Autopilot

4.2.12.2 Choice of Weighting Functions

Weighting functions for the lateral controller are determined by a similar approach as done

for the longitudinal controller.

Wact is used to shape the penalty on the aileron and rudder inputs, and to satisfy the actuator

limits. It is selected as a 2x2 constant weighting function representing 1 % error on the

actuator outputs (Equation 4.49).

Wact =


0.01 0

0 0.01

 (4.49)

Assuming 1 % sensor noise across all frequencies, Wn1 and Wn2 are taken as constants.

As mentioned before, Wp1 and Wp2 are the performance weights. Wp1 weights the differ-

ence between the idealized roll attitude response and the actual aircraft response, whereas

Wp2 weights the difference between the idealized yaw rate response and the actual aircraft

response. They are used to obtain a good performance tradeoff in the design and are both

selected as low-pass filters since more performance is desired at low frequencies. Bode plots

of the performance weights are given in Figure 4.27.
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Figure 4.27: Bode Plots of Wp1 and Wp2

Win is taken as the same with the one used for the longitudinal controller. It is selected as

a 2x2 constant diagonal matrix and represents the effect of 5 % on the actuators across all

frequencies.

Multiplicative uncertainty weight Wm is determined by adding 5 % uncertainty to the most

important aerodynamic derivatives. For the lateral dynamics, these are effective dihedral Clβ ,

roll damping derivative Clp and aileron control effectiveness Clδa . To account for the 5 %

uncertainties in these parameters, their effects on the components of the lateral state and input

matrices are computed and the corresponding components of these matrices are changed while

designing the controllers.

The uncertainty weight Wm is of the following form:

Wm =


Wm1 0

0 Wm2

 (4.50)

where the weight Wm1 is associated with the aileron input and Wm2 with the rudder input.

In order to find Wm, the perturbed and nominal plants from aileron and rudder to v, p, r and

φ are considered. Relative error curves for aileron and rudder are shown in Figure 4.28 and

4.29, respectively. Since Bode plots of the weights cover all error curves, Wm1 and Wm2 are

found to ensure the stability for the possible perturbations in the uncertainty set.
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Figure 4.28: Relative Errors for Aileron Inputs
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Figure 4.29: Relative Errors for Rudder Inputs
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4.2.12.3 Robust Performance Analysis

For µ analysis, the structured singular value, µ
∆

(M( jω)), is computed at each frequency with

∆ =


∆p 0

0 ∆

 , ∆p ∈ C4x4, ∆ = diag{∆1,∆2}, ∆1 ∈ C2x2, ∆2 ∈ C2x2 (4.51)

The µ curve for the controller is shown in Figure 4.30. The peak value represents the H∞

norm of the system. As can be seen from the results, it is approximately 1 (exact value is

1.01) which ensures that the system has robust performance at all frequencies.
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Figure 4.30: µ Curve for Robust Performance of the Lateral Controller
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CHAPTER 5

COMPARISON OF CLASSICAL AND ROBUST

CONTROLLERS

This chapter includes the nonlinear simulation results of the classical and robust controllers.

Both controllers are designed by using the linear UAV model. As the coupling between the

longitudinal and lateral aircraft dynamics is negligible, first separate longitudinal and lateral

autopilots are designed. Then, these two automatic flight control system designs are combined

together and the full autonomous flight of the UAV is accomplished. Step responses of the

classical and robust controllers are compared without use of command filters and it is checked

whether the performance requirements are satisfied within the actuator limits. Finally, com-

parison analyses of the controllers for full autonomous flight are performed through nonlinear

simulations for different maneuvers and the simulation results are presented.

5.1 Performance Comparison of Controllers for Unit Step Inputs

Responses of the controllers to unit step input commands are compared through nonlinear

simulations in the presence of uncertainties. These uncertainties include the variations in the

aerodynamic database. As mentioned before, the most important aerodynamic derivatives are

Cmα , Cmq and Cmδe
for longitudinal dynamics and Clβ , Clp and Clδa for lateral dynamics. These

derivatives are modified in the nonlinear model by adding 5 % of uncertainty to their nominal

values. Following sections include the simulation results for the pitch attitude, longitudinal

velocity, roll angle and yaw rate responses to elevator, throttle, aileron and rudder inputs,

respectively.
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5.1.1 Pitch Attitude Response

Numerical values of the performance requirements and performance characteristics of the

controllers are listed in Table 5.1. Responses of the controllers to a unit step pitch attitude

command are illustrated in Figure 5.1. As can be seen from the results, all related performance

requirements are satisfied by both designs; however, use of robust controller leads to slightly

better performance. Elevator deflection is a few degrees higher for the classical controller at

the initial moment of the input and then converges to the same value with the robust controller

as shown in Figure 5.2. In addition, classical controller requires a higher elevator deflection

rate (Figure 5.3) but it is still within the limits as specified in Table 2.5.

Table 5.1: Performance Comparison of Controllers for Pitch Attitude

Requirement Result with CC Result with RC
% Overshoot < 15 % 4.47 % 0.5 %
Rise time (s) < 1 0.664 0.420

Settling time (s) < 3 0.593 0.304
Steady state error < 2 % 0.6 % 0.1 %
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Figure 5.1: Variation of Pitch Attitude with Time
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Figure 5.2: Variation of Elevator Deflection with Time
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Figure 5.3: Variation of Elevator Deflection Rate with Time
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5.1.2 Longitudinal Velocity Response

Numerical values of the performance requirements and performance characteristics of the

controllers are listed in Table 5.2. Responses of the controllers to a unit step longitudinal

velocity command are shown in Figure 5.4. It can be seen that both controllers satisfy the

performance requirements; however, steady state characteristic of the classical controller is

better. At the initial moment of the input, throttle command and actuator rate are higher for

the classical controller as illustrated in Figures 5.5 and 5.6, respectively. High deflection rate

is expected because command filters are not used for step response analyses. However, in final

simulations they are implemented to the model in order to smoothen the command inputs and

decrease the initial high deflection rates.

Table 5.2: Performance Comparison of Controllers for Longitudinal Velocity

Requirement Result with CC Result with RC
% Overshoot < 15 % 4.76 % 1.80 %
Rise time (s) < 1 0.460 0.126

Settling time (s) < 3 0.420 0.211
Steady state error < 2 % 0.1 % 0.3 %
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Figure 5.4: Variation of Longitudinal Velocity with Time
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5.1.3 Roll Attitude Response

Numerical values of the performance requirements and performance characteristics of the

controllers are listed in Table 5.3. Responses of the controllers to a unit step roll attitude

command are illustrated in Figure 5.7. Results show that characteristics of the roll attitude

response of the classical and robust controllers are similar, and both satisfactory for the design

requirements. As shown in Figure 5.8, aileron deflections are quite small for both controllers.

In addition, deflection rates (Figure 5.9) are within the limits as desired (see Table 2.5).

Table 5.3: Performance Comparison of Controllers for Roll Attitude

Requirement Result with CC Result with RC
% Overshoot < 15 % 9.35 % 9.22 %
Rise time (s) < 1 0.401 0.286

Settling time (s) < 3 1.530 1.005
Steady state error < 2 % 0.4 % 0.3 %
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Figure 5.7: Variation of Roll Attitude with Time
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Figure 5.8: Variation of Aileron Deflection with Time
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Figure 5.9: Variation of Aileron Deflection Rate with Time
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5.1.4 Yaw Rate Response

Numerical values of the performance requirements and performance characteristics of the

controllers are listed in Table 5.4. Responses of the controllers to a unit step yaw rate com-

mand are shown in Figure 5.10. As can be seen from the results, all related performance

requirements are satisfied by both controller designs; however, robust controller leads to bet-

ter performance characteristics. For both controllers, deflections and deflection rates are small

as shown in Figures 5.11 and 5.12, respectively. However, robust controller requires a higher

deflection rate at the initial moment of the input.

Table 5.4: Performance Comparison of Controllers for Yaw Rate

Requirement Result with CC Result with RC
% Overshoot < 15 % 13.77 % 6.67 %
Rise time (s) < 1 0.178 0.133

Settling time (s) < 3 2.811 2.281
Steady state error < 2 % 0.4 % 0.3 %
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Figure 5.10: Variation of Yaw Rate with Time
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Figure 5.11: Variation of Rudder Deflection with Time
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Figure 5.12: Variation of Rudder Deflection Rate with Time
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5.2 Performance Comparison of Controllers for Full Autonomous Flight

Performances of the controllers for full autonomous flight are tested through nonlinear simu-

lations in presence of both uncertainties and disturbances in the aircraft model. As mentioned

in the previous chapter, the uncertainties are resulting from the variations in the aerodynamic

database. To account for these uncertainties, the most important aerodynamic derivatives are

modified in the nonlinear model by adding 5 % of uncertainty to their nominal values. In

addition, disturbances are also included in the simulations as external inputs to account for

the measurement noises.

Gaussian noises are added to the respective channels in which sensor measurements are avail-

able. Characteristics of the noises are determined according to the flight test data of the UAV.

For this purpose, a separate simulation model is utilized. In this model, flight test data of

the UAV, which includes the onboard sensor noises, is combined with a Kalman filter. Noise

characteristics obtained from this model are listed in Table 5.5.

Table 5.5: Gaussian Noise Characteristics

Standard Deviation (σ)
u 0.0516 (m/s)
θ 0.8881 (deg)
h 1.7337 (m)
φ 0.7277 (deg)
r 2.1715 (deg/s)

To check the performance of the perturbed plant, first the values presented in Table 5.5 are

used in the simulations. Since Kalman filter outputs are taken at 10 Hz, Gaussian noises are

fed to the system at 10 Hz and then re-sampled to 100 Hz by rate transition. However, when

given one at a time, these noises led to large oscillations in control surface deflections and

throttle input. In such a case, using low-pass filters is a common approach to reduce the effect

of noises. Thus, in the thesis, the problem caused by high standard deviations, is solved by

implementing low-pass filters to the simulation model. In addition to the Gaussian noises, 1

degree bias to pitch and roll attitudes, 1 m/s bias to velocity, 1 deg/s bias to yaw rate and 1 m

bias to altitude are also added to consider the effect of bias errors on the UAV.
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Simulations for different longitudinal and lateral maneuvers are carried out to test the perfor-

mances of the controllers. In addition to uncertainties in the aerodynamic database and sensor

noises, gust loads are also applied in some simulations to demonstrate the capabilities of the

controllers. Results for both classical and robust controllers are presented in the following

sections for comparison purposes.

5.2.1 Longitudinal Maneuvers

The airplane is commanded to carry out two different longitudinal maneuvers. In the first

simulation, the airplane is required to decrease its velocity by 5 m/s while holding its altitude.

As can be seen from the results shown in Figure 5.13, the airplane slows down 5 m/s while

the altitude is kept constant at its initial value of 1000 m as desired. There is no deviation in

the straight flight path at a northerly heading. In the second simulation on the other hand, the

airplane is commanded to acquire 50 m altitude and 5 m/s velocity. During the simulation,

vertical wind gust of 2 m/s is also applied for a short duration. Results given in Figure 5.14

show that, the airplane successfully climbs the commanded altitude within 15 seconds as it

increases its velocity by 5 m/s and maintains this new flight condition. The wind gust input

around 20 s is also counteracted. Simulation results illustrate that, both classical and robust

controllers perform very well at tracking the command inputs. Both controllers tolerate the

measurement noises and uncertainties which lead the aircraft to achieve the desired maneuvers

without any deviation in lateral channel. The only difference between the responses of the

controllers can be realized in the actuator behaviors. That is, classical controller is slightly

more sensitive to the noises than the robust controller. However, oscillations in elevator and

throttle inputs are still small and acceptable.
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Figure 5.13: Simulation Results for Decreasing Velocity by 5 m/s at Constant Altitude
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Figure 5.14: Simulation Results for Increasing Altitude by 50 m while Increasing Velocity by
5 m/s
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5.2.2 Lateral Maneuvers

The airplane is required to achieve two different lateral maneuvers. In the first simulation,

the aircraft is commanded to carry out a coordinated turn with 3 deg/s turn rate from a steady

straight flight. As it may be observed from the results given in Figure 5.15, the airplane

achieves the desired turn without any offset and maintains this new flight condition. In the

second simulation, the airplane is required to make a roll maneuver. To test the capabilities

of the controllers, lateral wind gust of 2 m/s is also acted at 20th second. In Figure 5.16,

the simulation results of this 10 degree roll attitude acquire and hold is shown. The airplane

achieves the desired maneuver while the altitude and velocity are kept constant. Effect of

the lateral wind gust can be seen at 20th second; however the roll attitude and yaw rate are

acquired back again right after the gust is removed.

Simulation results show that both classical and robust controllers show satisfactory perfor-

mances for the UAV model considered. They are both capable of tracking the command

inputs and realizing these commands without any offset in altitude or velocity. Moreover, ef-

fect of the wind gust is eliminated while effects of the uncertainties and measurement noises

are tolerated as desired. The point here is robust controller design is carried out considering

the variations in the aerodynamic database. Hence, it is internally able to handle with un-

certainties. However, the simulation results show that classical controller is also capable of

tolerating the uncertainty effects. In addition, as demonstrated in the longitudinal maneuvers

previously, robust controller again leads to slightly smaller oscillations in control surface de-

flections. However, since the magnitude of the oscillations are small for both controllers, it

can be concluded that the classical and robust controller designs are successful in tolerating

the sensor noises.
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Figure 5.15: Simulation Results for a Coordinated Turn with 3 deg/s Turn Rate
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Figure 5.16: Simulation Results for a Fixed Roll Maneuver
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CHAPTER 6

FAULT TOLERANT CONTROLLER DESIGN FOR AN OVER

ACTUATED UAV

The scope of this chapter is to provide information about the control allocation methods ap-

plied in the thesis and to explain the controller configuration of the over actuated UAV. For

this purpose, first the allocation methods, namely Moore-Penrose pseudo inverse and blended

inverse algorithms, are discussed. Next, over actuated mechanism of the controls is defined

and the control system configuration is explained. Then, determination of the controller gains

and allocation weights are discussed. Simulation results for comparison of allocation meth-

ods and demonstration of effectiveness of the selected algorithm for different scenarios are

presented at the end of the chapter.

6.1 Allocation Methodology

In the thesis, the primary objective is to address the fault tolerant control of an over actuated

UAV. For this purpose, the traditional ailerons are divided into 3 segments and each of them

is commanded independently. When dealing with such an over actuated system, determin-

ing how to transform the control commands into individual control surfaces may be difficult.

Control allocation is used at this stage to define the relation between the forces and moments

(or accelerations), and actual physical controls of the over actuated UAV. By allocating com-

mands to the individual control surfaces, required forces and/or moments that are specified by

a control law can be achieved in the limit of the system capabilities.
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For an over actuated system, the main concern is the method used in allocating redundant

controls. Static control allocation methods are widely used to steer redundant robot manipu-

lators [36] and control moment gyroscopes [52] for singularity avoidance, obstacle avoidance,

performance optimization [2]. For aircrafts, control allocation methods can be used to have

an authority on the controls in order to enhance survivability, maneuverability as well as reli-

ability.

Linear aircraft flight mechanics equations can be written as in the following form:

ẋ = Ax + Bδ (6.1)

where, x are the states and δ are the physical controls such as surface deflections, thrust inputs

etc. Equation 6.1 may also be written as:

ẋ = Ax + u (6.2)

In equation 6.2, u represents the specific forces and moments required steer the aircraft. Then,

the relation between the specific forces and moments, and actual physical controls can be

defined as in equation 6.3.

u = Bδ (6.3)

In conventional designs, three control surfaces (elevator, ailerons and rudder) provide pitch,

roll and yaw controls. For such a non-redundant system, the Jacobian matrix B is square.

Thus, it is invertible and the solution is unique unless it is non-singular (det(B) , 0). However,

for over actuated systems, inverting the Jacobian matrix requires some additional consider-

ations. When the physical controls are more than the desired specific forces and moments,

the B matrix is rectangular and may not be directly inverted to find the physical controls. In-

verse kinematic algorithms are used for determining the control surface deflections for desired

specific forces and moments by proposing different allocation approaches.

The common feature of the static control allocation methods such as Moore-Penrose Pseudo

(MP) inverse, weighted MP Inverse, singularity robust (SR) inverse and blended inverse (BI)

is that, they can be applied regardless of the flight control system. Thus, in the thesis, static

solutions are preferred and two methods are examined: Moore-Penrose pseudo inverse and

blended inverse. These allocation methodologies are described in the following sections.
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6.1.1 Moore-Penrose Pseudo (MP) Inverse

Moore-Penrose pseudo (MP) inverse steering law is one of the most common methods. It is

a simple algorithm which finds the controls that minimize the square of the error (Equation

6.4).

ue = Bδ − u (6.4)

min
δ

(uT
e ue) (6.5)

The above minimization problem gives the following solution:

δMP = BT [BBT ]−1u (6.6)

Most of the steering laws are pseudo inverse based. However, the main problem in these

inverse kinematic algorithms is that the Jacobian matrix is required to be non-singular. This

is because when B is singular, det(BBT ) becomes zero and as a result equation 6.6 fails.

In addition to the singularity problem, with MP-inverse it is not possible to supply an authority

on the controls. For an over actuated system, there may be several combinations of control

surface deflections which may result in the same system performance. However, the aim is

obtaining the desired forces and torques while also controlling the deflections of each control

surface. This cannot be achieved by using MP-inverse since the allocation is not controllable.

6.1.2 Blended Inverse (BI)

The main difficulty in control allocation is to be able to generate the desired forces and torques

necessary for control together with selectively allocating these controls to different actuators.

The only method that realizes this double objective is the blended inverse (BI) algorithm. The

algorithm is successfully applied to the steering of control moment gyroscopes [49], and to

the allocation of controls during transition phase flight control of a tilt-duct UAV [48].

BI control allocation algorithm is derived from the following mixed minimization problem:

min
δ

1
2

{
δe

T Qδe + uT
e Rue

}
(6.7)
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In equation 6.7, δe = δ − δdes and ue = Bδ − u. Hence, the error between the desired and

realized physical controls as well as the error between the desired specific forces (and/or

moments) calculated as the feedback algorithm requirement is blended, and minimized. The

symmetric positive definite weighting matrices Q and R are used to define the relation between

the relative importance of the objectives.

The solution of the minimization problem gives,

δBI = [Q + BT RB]−1[Qδdes + BT Ru] (6.8)

In equation 6.8, Q = qIn where q is the blending coefficient and In is an nxn identity matrix.

Considering the weighing matrix R as an identity matrix, equation 6.8 can be reduced to:

δBI = [qIn + BT B]−1[qδdes + BT u] (6.9)

6.2 Control Allocation for the UAV

6.2.1 Over Actuated Mechanism of Controls

Over actuated UAV model has the same longitudinal controls namely, an elevator and an

engine. However, there are three sets of ailerons (inner, middle and outer) instead of one.

These aileron sets, together with the rudder, are employed to provide roll and yaw controls.

Inputs to the over actuated UAV are shown in equation 6.10.

δ =



δelev (deg)

δth (%max)

δailin (deg)

δailmid (deg)

δailout (deg)

δrud (deg)



(6.10)
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6.2.2 Controller Configuration

Linearization results of the over actuated UAV showed that the coupling effects between the

longitudinal and lateral airplane dynamics are negligible. Hence, as previously done for the

conventional UAV, separate longitudinal and lateral autopilots are designed and combined

together for full autonomous flight. Controller design technique for these autopilots is deter-

mined according to the simulation results presented in the preceding chapter.

In the previous chapter, performances of classical and robust controllers are compared through

simulations. These nonlinear simulations are carried out for different maneuvers to test the ca-

pabilities of both designs in presence of uncertainties, measurements noises and wind gusts.

The results presented in Chapter 5 show that, both classical and robust controllers perform

almost equally well for the UAV model considered. Both designs are able to follow the com-

mand inputs without any offset, tolerate the measurement noises as well as uncertainties in the

aerodynamic database and counteract the wind gusts. Although robust controller is expected

to be capable of tolerating the system uncertainties and sensor noises, the results illustrate

that classical controller also leads to satisfactory results while handling the uncertainties and

noises. Thus, classical control techniques are preferred while designing the control system of

the over actuated UAV.

In the thesis, flight control system design for the over actuated UAV is carried out by using

classical sequential loop closing methods. For the longitudinal autopilot, same feedback sys-

tem is used with exactly the same gains as for the conventional UAV. On the other hand, a

new lateral autopilot is designed due to the increased number of control inputs in this channel.

Figure 6.1 gives the block diagram on how the controls are allocated to redundant actuators in

the automatic flight control system. The control allocation block accepts the desired controls

in terms of specific forces and moments from the autopilot and generates surface deflection

commands to the controls according to the allocation policy or algorithm used.

Note that the flight control systems are designed using the linearized UAV dynamics for the

over actuated case and then tested for different maneuvers through nonlinear simulations.

Linearized matrices for the longitudinal and lateral dynamics can be found in Appendix C.

First order command filters are used in the simulations to shape the command signals for two

reasons: to match the dynamics of the aircraft and limit the actuator deflection rates.
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Figure 6.1: Block Diagram of the Control System

6.2.3 Determination of the Controller Gains

During the design phase of the flight control system (including the control allocation algo-

rithm), first the controller gains and then, the allocation policy are determined. The reason is,

first it must be confirmed that the desired specific forces and moments are generated from the

desired command inputs (reference roll angle and yaw rate) appropriately. For this purpose,

the system structure shown in Figure 6.1 is modified.

Figure 6.2 illustrates the block diagram of the new system used for finding the controller

gains. Control allocation method is combined with the lateral UAV dynamics in one block.

Considering equation 6.2, it is assumed that the specific moments αx and αz affect the roll and

yaw rates directly.

Figure 6.2: Block Diagram of the Combined System

Controller gains are found according to the methods discussed in Section 4.1 and listed in
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Table 6.1. Roll and yaw rate errors are converted to desired acceleration commands via PI

controllers as no derivative term is needed. Roll rate command is generated from the roll

angle error as shown in Figure 6.2. Gains of this controller are the same with the ones given

in Table 4.2.

Table 6.1: Controller Gains
Kp Ki Kd

p 25 10 0
r 20 5 0

After finding the controller gains, first the unknown parameters in the BI algorithm and then

the allocation policy are determined. Following section is about choice of the weights in

BI algorithm. Allocation policy is selected according to the simulation results presented in

Section 6.3.1.

6.2.4 Determination of the Weightings in Allocation

As mentioned in Section 6.1.2, BI algorithm generates the desired specific forces and mo-

ments while also deriving the controls to the desired positions. The blending coefficient q is a

key parameter which defines the relative importance between the two objectives. The priority

between the desired acceleration command (u) and desired control input (δ) is determined

according to its value.

Usually q is taken as a small number to emphasize the importance of the desired accelera-

tions. This is also the reason for the R matrix in equation 6.8 to be taken as identity. If the

controls deviate from their desired positions, q may be increased to make the desired control

inputs dominate the equation. However, in this case, if the desired controls supplied to the BI

algorithm are irrelevant, the desired accelerations may not be obtained.

In the thesis, the most suitable value for q is obtained by iterations. Values from 10−5 to 101

are tried and it is found that 10−3 is the best choice for satisfying both the desired acceleration

and actuator position commands. This value for q lets to obtain the desired accelerations if

the controls supplied to the BI realize the same specific forces and moments. In addition, even

if the desired controls are irrelevant, the BI algorithm realizes the desired accelerations since

the blending coefficient q is a small number.

99



6.3 Results and Discussion

In this section, nonlinear simulation results for four case studies are presented. The first

study is carried out to determine the control allocation method that yields the best airplane

response for the desired tasks. In this study, Moore-Penrose pseudo (MP) inverse and blended

inverse (BI) control allocation techniques are compared for a roll maneuver. After selecting

the allocation method according to the simulation results of the first study, second and third

case studies are carried out. These studies are also based on some possible scenarios that

may be confronted during the flight. In the last study, system responses with and without

using BI method are compared. The key point in the simulations is that, the controller is not

informed about the actuator failures to demonstrate the fault tolerant behavior of the flight

control system. Gust loads are also applied in order to test the abilities and performances of

both the flight control system and the BI technique even further.

6.3.1 Scenario-1

In order to determine the control allocation method, a case study is carried out. In this first

study, MP-inverse and BI techniques are compared through nonlinear simulations for a pos-

sible scenario. To test the effectiveness of these techniques under certain critical conditions,

actuator limits of the ailerons are decreased to 10 degrees and the aircraft is commanded to

make a simple roll maneuver. According to the scenario, it is assumed that at the 20th sec-

ond of the maneuver the most important aileron pair, namely the outer one, is got stuck at its

neutral position.

The simulation results presented in Figure 6.3 show that both MP-inverse and BI control allo-

cation techniques performed pretty well, realizing the desired maneuver. The UAV acquires

the commanded roll attitude while altitude and velocity are kept constant at their trim values.

However, considering the simulation results given in Figure 6.4, it can be seen that with MP-

inverse, middle aileron saturates soon after the outer aileron pair is lost. In fact, this result

is expected from the MP-inverse since the allocation is not controllable with this technique.

On the other hand, with BI algorithm, neither of the remaining controls is saturated. This is

because the allocation with BI algorithm is carried out by purposefully commanding equal

deflections for the inner and middle aileron pairs.
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In the thesis, BI control allocation technique is preferred since it lets to perform both of the

desired tasks. With this method, not only the desired specific moments (controller outputs)

are produced, but also the controls are allocated to the corresponding actuators selectively.

In this case, actuator saturations are also avoided due to the authority on the controls defined

by the weightings and desired control inputs. Thus, this method is used for the simulation

scenarios presented for the rest of the thesis.

0 10 20 30 40 50
995

1000

1005
Variation of Altitude with Time

Time (s)

h 
(m

)

 

 

Blended Inverse
MP Inverse

0 10 20 30 40 50
19.5

20

20.5
Variation of Velocity with Time

Time (s)

u 
(m

/s
)

 

 

Blended Inverse
MP Inverse

0 10 20 30 40 50
−10

−8

−6

−4

−2

0

2

4
Variation of Roll Rate with Time

Time (s)

p 
(d

eg
/s

)

 

 

Blended Inverse
MP Inverse

0 10 20 30 40 50
0

5

10

15

20
Variation of Roll Angle with Time

Time (s)

φ 
(d

eg
)

 

 

Blended Inverse
MP Inverse

Figure 6.3: Simulation Results for Comparison of MP-Inverse and Blended Inverse Methods
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6.3.2 Scenario-2

The purpose of this second study is to test if redundant set of control surfaces are capable

of preventing airplane loss when some aerodynamic control surfaces are not operating. To

demonstrate what may happen to a UAV with the loss of ailerons a simulation is carried out.

In Figure 6.5, variations of the controls of the conventional UAV during a 15 degree roll

attitude acquire and hold is shown. 40 seconds after the simulation is started, the ailerons are

lost. As can be seen from the results, after that moment, on the airplane all controls are lost

as well. Furthermore, the simulation results given in Figure 6.6 show that, the aircraft goes

into a spin while its velocity, roll rate and roll angles oscillate and deviate from their required

values.
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Figure 6.5: Variations of the Controls for a Roll Maneuver with Conventional UAV
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Figure 6.6: Simulation Results for a Roll Maneuver with Conventional UAV

The same 15 degree roll attitude acquire and hold scenario is repeated for an over actuated

UAV with three redundant set of ailerons. As explained in the previous section, the control

allocation is carried out using the blended inverse algorithm. Variations of the controls are

illustrated in Figure 6.7. First the inner and then the middle aileron pairs are lost at 30th and

40th seconds, respectively. In addition, during the simulation a gust loading is also applied

that generates 5 deg/s roll rate disturbance for a short duration. It may be observed from the

simulation results given in Figure 6.7 and 6.8 that, although the controller itself is not aware

of the aileron losses, the feedback system tries to compensate this situation by command-

ing higher level of specific moments. Consequently, the allocation is done to the remaining

ailerons after the first failure, and then to the only remaining aileron set after the second fail-

ure. Note that the remaining ailerons are capable of eliminating the effect of the failure. The

roll attitude is acquired back again right after each aileron set failures. The short duration gust

at 50th second is also counteracted.
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Figure 6.7: Variations of the Controls for a Roll Maneuver with Redundant Ailerons
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Figure 6.8: Simulation Results for a Roll Maneuver with Redundant Ailerons
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6.3.3 Scenario-3

In this third case study, the UAV is commanded to fly steady wings level first, then to carry

out a steady, 3 deg/s coordinated turn and to go back to steady wings level flight again. The

scenario is planned to have the middle aileron pair loss at the 25th second, meanwhile, the

inner aileron pair got stuck at its maximum position (20 degrees), finally a roll gust causing

5 deg/s roll rate disturbance acted for a short duration. The simulation results for the control

inputs are given in Figure 6.9. It may be observed from these results that, the feedback system

again commands more specific moments to the roll channel. This, in turn, translated as more

control surface deflections to the available ailerons. It should be stressed that, the deflection

commands are also going to the failed aileron channels without any response. As can be seen

from the plots, the healthy aileron sets automatically take over the burden and successfully

complete the maneuver. From the simulation results given in Figure 6.10 it can be seen that,

the roll gust input around 50 s is also counteracted. The maneuver is completed successfully,

without any offset, demonstrating the fault tolerant behavior of the flight control system with

redundant actuators.
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Figure 6.9: Variations of the Controls for a Coordinated Turn Maneuver with Redundant
Ailerons
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Figure 6.10: Simulation Results for a Coordinated Turn Maneuver with Redundant Ailerons
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6.3.4 Scenario-4

The purpose of this last study is to determine whether the fault tolerant behavior of the flight

control system is maintained by the BI technique or the redundant set of ailerons. For this

aim, the flight control system of the conventional UAV is modified such that the desired

aileron deflections generated by the control system are equally commanded to each aileron

set whereas with BI algorithm, aileron sets are commanded separately. In this study, actuator

limits of the ailerons are decreased to 10 degrees and the aircraft is commanded to make a

simple roll maneuver of 17 degrees. According to the scenario, 30 seconds after the simulation

is started, the outer aileron pair is lost.

As can be seen from the simulation results given in Figure 6.11, the aircraft acquires the

commanded roll attitude while holding its altitude and velocity constant at their initial values.

Although the flight control system without BI is able to achieve the maneuver, at the moment

of aileron loss, the remaining aileron pairs are saturated instantly (Figure 6.12). On the other

hand, with BI algorithm, saturation is not observed. Moreover, with this method, it is possible

to control each aileron pair separately.
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Figure 6.11: Simulation Results for Comparison of System Responses with and without
Blended Inverse Method
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Figure 6.12: Variations of the Controls for Comparison of System Responses with and without
Blended Inverse Method
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CHAPTER 7

CONCLUSION

In this thesis work, automatic flight control systems are designed for a conventional and an

over actuated UAV. For this purpose, first a nonlinear flight simulation model is developed. 6-

DOF equations of motions, interpolated nonlinear aerodynamics, propulsion, mass-inertia and

atmospheric models are generated in Matlabr - Simulinkr environment. Actuator models are

also included to obtain a more accurate model. This nonlinear simulation model is then used

to calculate the trim flight conditions, linearize the flight mechanics equations around the trim

points and test the automatic flight control algorithms.

In order to create the linear state space model to be used in development of the flight control

algorithms, trim and linearization codes are developed. After validating these tools by using

an existing airplane’s data found in the literature, stability characteristics are examined. Trim

and linearization results showed that, both longitudinal and lateral modes of the UAV are

stable.

Automatic flight control algorithms of the conventional UAV based on both classical and ro-

bust approaches are presented. The purpose of designing different autopilots by classical PID

and robust H∞ control techniques is to compare their performances in presence of errors in

the plant model as well as variations in the aircraft dynamics and to select the controller de-

sign method for the over actuated UAV. Linear UAV model is used for the controller designs.

Because the coupling between the longitudinal and lateral aircraft dynamics is found to be

negligible, longitudinal and lateral controllers are designed separately, and then combined

together for full autonomous flight. Performances are compared through nonlinear simula-

tions in case of sensor noises, wind gusts and variations in the aerodynamic database. Results

demonstrated that, both classical and robust controllers are able to track the command inputs,
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tolerate the measurement noises, eliminate the effect of uncertainties and also counteract the

wind gusts.

In the thesis, the ultimate goal is to address the fault tolerant control of a UAV with redundant

control surfaces. The autopilot is designed using classical sequential loop closing methods

and two static control allocation methods, namely Moore-Penrose pseudo (MP) inverse and

blended inverse are applied for allocating the controls to redundant actuators in the flight

control system. To demonstrate use of which allocation method would yield the desired per-

formance in case of actuator failures, a simulation study is carried out. It is observed that,

although MP-inverse realizes the maneuver, due to lack of control authority on the redun-

dant actuators, it is not possible to prevent saturation by using this method. On the other

hand, with blended inverse not only the maneuver is achieved but also saturation is avoided

since the controls are allocated to the desired actuators selectively. Other simulations with

different scenarios are also performed to demonstrate the effectiveness of the blended inverse

algorithm further. According to the results it can be concluded that, with redundant control

surfaces, fault tolerant control is possible. In addition, blended inverse algorithm is quite suc-

cessful to realize the maneuver, control the aircraft and recover the UAV when one or more

control surfaces are damaged or stuck. As a result, flight safety as well as flight quality of the

aircraft is improved.

On top of the research carried out in this thesis, the following items can be suggested as future

work:

• The existing simulation model of the UAV shall be enhanced by a system identification

study

• Different wind - turbulence models may be implemented to the simulation model

• Flight control system of the over actuated UAV may be designed by using robust control

techniques

• Additive uncertainty form may be used to obtain better robust performance

• The approaches in using additional redundant controls shall be investigated to improve

the vehicle’s reliability and survivability further
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[47] Ünlü, T. “Automatic Flight Control System Design of an Unmanned Tilt Rotor Aircraft
”, MS Thesis, Aerospace Engineering Department, METU, September 2009.
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APPENDIX A

UAV GEOMETRY

A.1 Aircraft Geometric Parameters

A.1.1 Wing Geometry

Table A.1: Geometric Parameters of Wing

Parameter Acronym Value Unit
Span bw 2.79 m
Area S w 0.98 m2

Root chord crw 0.41 m
Wing leading edge point Xw 0.32 m

Incidence iw 0 deg
Dihedral Γw 4 deg

Twist - 0 deg
Leading edge sweep ΓLEw 0 deg
Quarter chord sweep Γc/4w 0 deg

Aspect ratio AR 7.94
Oswald efficiency e 0.7

Taper ratio λw 0.73
Top airfoil section Eppler 193

Bottom airfoil section Eppler 205
Airfoil for Datcom NACA 4310
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A.1.2 Horizontal Tail Geometry

Table A.2: Geometric Parameters of Horizontal Tail

Parameter Acronym Value Unit
Span bHT 0.93 m
Area S HT 0.18 m2

Root chord crHT 0.25 m
Horizontal tail leading edge point XHT 1.50 m

Incidence iHT 0 deg
Dihedral ΓHT 0 deg

Twist - 0 deg
Leading edge sweep ΓLEHT 0 deg
Quarter chord sweep Γc/4HT 0 deg

Taper ratio λHT 0.57
Airfoil for Datcom NACA 0009

A.1.3 Vertical Tail Geometry

Table A.3: Geometric Parameters of Vertical Tail

Parameter Acronym Value Unit
Span bVT 0.29 m
Area S VT 0.07 m2

Root chord crVT 0.33 m
Vertical tail leading edge point XVT 1.44 m

Incidence iVT 0 deg
Dihedral ΓVT 0 deg

Twist - 0 deg
Leading edge sweep ΓLEVT 25 deg
Quarter chord sweep Γc/4VT 0 deg

Taper ratio λVT 0.52
Airfoil for Datcom NACA 0009
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APPENDIX B

SIMULATION SUBSYSTEMS

Figure B.1: Atmosphere Subsystem Model
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Figure B.2: Aerodynamics Subsystem Model

Figure B.3: Equations of Motion Subsystem Model

122



APPENDIX C

LINEARIZED SYSTEM MATRICES

C.1 Conventional UAV

Along =



−0.0893 0.1064 0.3701 −9.8039

−1.1273 −7.4207 17.7733 0.2041

0.0406 −0.3144 −8.0281 0

0 0 1.0000 0



(C.1)

Blong =



−0.5302 0.1135

−9.8269 −0.0001

−33.0768 −0.0003

0 0



(C.2)

Clong =



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1



(C.3)

Alate =



−0.4807 −0.6362 −20.0000 9.8039 0

−0.9700 −8.2639 0.1482 0 0

0.2808 −0.3477 −0.5848 0 0

0 1.0000 −0.0208 0 0

0 0 1.0002 0 0



(C.4)
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Blate =



0 2.3193

55.7042 1.0549

−3.5463 −7.8857

0 0

0 0



(C.5)

Clate =



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1



(C.6)

C.2 Over Actuated UAV

Alate =



−0.4807 −0.6362 −20.0000 9.8039 0

−0.9700 −8.2639 0.1482 0 0

0.2808 −0.3477 −0.5848 0 0

0 1.0000 −0.0208 0 0

0 0 1.0002 0 0



(C.7)

Blate =



0 0 0 2.3193

15.8546 20.9481 26.0433 1.0549

−0.8574 −1.2603 −1.5801 −7.8857

0 0 0 0

0 0 0 0



(C.8)

Clate =



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1



(C.9)
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