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ABSTRACT

DENSITY FUNCTIONAL INVESTIGATION OF NANO-STRUCTURES

Aktürk, OlcayÜzengi

Ph.D., Department of Physics

Supervisor : Prof. Dr. Mehmet Tomak

January 2010, 110 pages

In this thesis, we first investigate the physical properties of some metal atoms, molecules

and their clusters. We then study the interaction of these with silicon and graphene

surfaces. The adsorption ofNH3 andH2S molecules onAu3Pt3 is also studied.

We calculate the equilibrium atomic structures of metal clusters using density func-

tional theory (DFT) up to eight atoms. The electronic structures of these free and

adsorbed clusters are also calculated in detail.

We find that the adsorption generally modifies the structure of theAu3Pt3 cluster and

the adsorbate (NH3 andH2S).

We also study the site-dependent shapes of theAu8 cluster, associated adsorption

energies, band structures and the corresponding charge distribution for theS i(100)

asymmetric surface. We show that the electronic properties of the cluster and the

substrate complex change with the location of the cluster on the surface.

We study theAunPtn clusters on graphene surface. We observe that graphene can
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be metallic or semiconducting depending on the number ofAu andPt atoms in the

cluster and the charge transfer between the cluster and the graphene.

We have studied bismuth both as an adsorbate and substitutional dopant in graphene.

We have shown that bismuth causes a weak p-type doping for the adsorption case

within generalized gradient approximation (GGA), but it n-dopes graphene when it is

substitutional and for the adsorption case within local density approximation (LDA).

Our results are in agreement with recent angle-resolved photoemission results for the

weak adsorption.

Keywords: DFT, clusters, silicon, graphene
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ÖZ

NANO YAPILARIN YO ĞUNLUK FONKṠIYONEL TEOṘISİ İLE İNCELEMEṠI

Aktürk, OlcayÜzengi

Doktora, Fizik B̈olümü

Tez Yöneticisi : Prof. Dr. Mehmet Tomak

Ocak 2010, 110 sayfa

Tezde, ilk olarak bazı metal atomlarının, kümelerin ve molek̈ullerin fizikselözelliklerini

inceledik. Daha sonra silisyum ve grafin yüzeyi ile bu yapılar arasındaki etkileşmeleri

çalıştık. AyrıcaAu3Pt3 üzerineNH3 ve H2S’ in bağlanması çalışıldı.

Metal kümelerinin, yŏgunluk fonksiyonel teorisi (YFT) kullanarak, atomik kararlı

yapıları sekiz atoma kadar hesapladık. Bu kümelerin serbest ve yüzeyle băg oluşturma

durumundaki elektronik yapıları detaylı bir biçimde incelendi.

Bağlanmanın, hemAu3Pt3 kümesi hemde băglananNH3 veH2S molek̈ullerinin yapısını

dĕgiştirdiği bulundu.

S i(100) ÿuzeyi için, Au8 kümesinin, ÿuzeyle băglanma yerine băglı olarak şeklini,

băglanma enerjisini, bant yapılarını ve karşılık gelen yük dăgılımları çalışıldı. K̈umenin

ve alt tabanın elektronik̈ozelliklerinin yüzey üzerindeki k̈umenin konumuna g̈ore

dĕgiştiği gösterildi.

Grafin ÿuzeyiüzerineAunPtn kümesi çalışıldı. K̈umedekiAuve Pt atomu sayısına ve
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kümeden grafine ÿuk geçişine băglı olarak, grafinin metalik ve ya yarıiletken̈ozellik

gösterebilecĕgi bulundu.

Grafinüzerine bizmut’un katkılanma ve bağlanmaözelliği incelendi. Genelleştirilmiş

gradiyent yaklaşımı için (GGY), Bizmut, bağlanma durumunda zayıf p-tipi katkılanmaya

sebep olur, fakat yerel yoğunluk yaklaşımı (YYY) için n-tipi katkılanmaya neden

olur. Elde ettĭgimiz sonuçlar zayıf băglanma için açı -ayrışımı yapılmış foto-yayılım

sonucu ile uyumludur.

Anahtar Kelimeler: YFT, k̈umeler, silisyum, grafin

vii



To My Father, My Mother and My Husband

viii



ACKNOWLEDGMENTS

I would like to express my deep and sincere feelings to my supervisor Prof. Dr.

Mehmet Tomak. I am very grateful to him for his effort in teaching me numerous

concepts and useful discussion on physics during my PhD education. Without him,

all this work would have not been possible.

I would like to thank to the examining committee members for their valuable hints

that helped and encouraged me to go ahead with my thesis.

I would like to thank my loved husband. I am deeply thankful to him for encouraging

me and being always with me. I want to also thank him for his support during PhD. I

would like to express my deep sincere and love feelings to my father and mother lives

at my heart. They always supported me during their life time.
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CHAPTER 1

INTRODUCTION

Nanotechnology is interested in small structures or small sized materials. The typical

dimensions range from subnanometers to several hundred nanometers. Nanomaterials

are receiving increasing attention with the development of nanotechnology. Materials

in the micrometer scale mostly show physical properties the same as that of the bulk

form. However, nanomaterials show unique properties when compared with their

bulk counterparts. Nanomaterials have larger surface area to volume ratio than that

of bulk materials. These properties turn out to be advantageous in many cases. For

example; a crystal in the nanometer scale exhibits a low melting point and decreased

lattice constants, due to the fact that surface atoms or ions form considerable fraction

of the total number of atoms or ions. For the same reason the surface energy plays an

important role in the thermal stability. In nanometer sizes, crystal structures become

stable at much lower temperatures when compared with the bulk counterpart, for this

reason ferroelectric and ferromagnetic materials may lose their ferroelectricity and

ferromagnetism if their size is in nanometer scale. A bulk semiconductor turns into

an insulator if the characteristic dimension is in nanometer range. Moreover, nanos-

tructures show better catalytic activity. For example, while bulk gold does not show

catalytic properties,Aunanocrystal have unique catalytic activity at low temperatures

[1].

In this work, we are interested in new materials like as graphene. Moreover we are

also interested in studying nanostructures such as clusters and their adsorption on

surfaces. The quantum effects are rather effective in these nano structures. It is possi-
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ble to change optical, electrical and magnetic behavior of materials [2, 3]. There are

three important tools in investigating nanostructures; experimental tools, and theoret-

ical and computational methods [4].

There are many experimental methods developed for studying the physical and chem-

ical properties of nanostructures. Before we investigate the electronic properties, ma-

terials must be grown. One important aspect of these materials is their growth and

characterization. This is a must for any experimental work. Spontaneous growth,

template-based synthesis, electro -spinning and lithography are widely used for syn-

thesis and formation of nanostructures.

The nanomaterials grown by the techniques summarized above should be character-

ized for their physical properties. One piece of information which is important for

testing the theoretical results is the atomic positions in the system studied. The ex-

perimental characterization of nanomaterials largely depend on the surface analysis

techniques and conventional characterization methods developed for bulk materials.

One of them, XRD (X-ray diffraction) has long been used for crystal structures of

solids, including lattice constant and geometry, description of unknown materials,

orientation of single crystals, preferred orientation of polycrystals, defects, stress, de-

termination of crystallinity, etc. In the characterization of nanoparticles, SEM (Scan-

ning electron microscopy) and TEM (Transmission electron microscopy) together

with electron diffraction is widely used. Optical spectroscopy is used for the deter-

mination of the size of semiconductor nanostructures. The resolution of the SEM is

close to a few nanometers, and the instruments work at magnifications that are easily

adjusted from 10 to over 300.000. In TEM, electrons are accelerated to approximately

1000keV and reflected onto a thin specimen by means of the condenser lens system.

So, It is possible to obtain the information about the image and diffraction. SPM

(Scanning probe microscopy) gives information about three-dimensional (3-D) real-

space images. There are two major members of the SPM family, scanning tunnelling

microscopy (STM) and atomic force microscopy (AFM)[1].

We have a variety of methods to use for studying the physical properties of these

systems. The theoretical methods are so well developed that nowadays designing ma-
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terials with desirable physical properties is possible. The electronic and ionic prob-

lems can be studied together in a truly first-principles approach, such as the well

known Car-Parrinello method. There are also methods developed for studying these

problems separately. For example, the tight-binding approximation and linear combi-

nation of atomic orbitals. Tight-Binding (TB) approximation is the simplest method

that is used for calculating band structures, both theoretically and computationally

[5]. It is based on simplifying the calculation of Hamiltonian matrix elements in

atom-centered basis sets. The starting point of this approach is that electrons are

localized in a single atom , but they can jump to neighboring atoms. TB methods

are used widely from very basic empirical models to the most sophisticated ab-initio

schemes, where the Hamiltonian matrix is derived from DFT and an orthogonal basis

set of localized orbitals is built from atom-centered basis functions by means of an

appropriate linear transformation [6].

The other efficient approach is the computational method. The approach includes

broad methods such as Monte Carlo (MC), Molecular Dynamics (MD) and Car -

Parrinello method.

MC method creates configurations randomly, and uses a special set of criteria for

deciding whether or not to approve each configuration. These criteria satisfy the

that probability of obtaining a given configuration is equal to its Boltzman factor,

exp(−ϑ(r N)/kBT) whereϑ(r N) is found using the potential energy function. In this

method, each new configuration of the system can be created by randomly moving

a single atom or molecule. The potential energy function is used for calculating the

energy of the new configuration of the system. In the case that the energy of the

new configuration is lower than the energy of its predecessor, the new configuration

is accepted. Otherwise, a random number is created between 0 and 1 and compared

with this Boltzman factor. In the case that the random number is lower then the move

is accepted and then new configuration becomes the next state.

Molecular Dynamics is based on Newton’s mechanics. This means that it computes

the ’real’ dynamics of the system, from which time averages of properties can be com-

puted. Sets of atomic positions are calculated by using Newton’s equation of motion.
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MD is a deterministic method, so it is possible to predict the state of the system from

its current state. Very simple potentials, such as hard-sphere potential are used in the

calculation on the first molecular dynamics simulation. Although hard-sphere model

provides useful results, it is not ideal for simulating atomic or molecular systems. The

force between two atoms or molecules alters continuously with their separation in the

Lennard-Jones potential but there does not exist force between them until they collide

if the collision is modelled by hard sphere potentials. The continuous nature of the

more realistic potentials needs the equation of motion to be integrated by breaking the

calculation into a series of very short time steps. The force on the atoms are calcu-

lated at each step, then merged with current positions and velocities for creating new

positions and velocities a short time ahead. It is supposed that the force on each atom

is constant during the time interval. MD creates a trajectory which describes how the

dynamic variables change with time [8]. MD is based on statistical mechanics. The

ergodic hypothesis relates the ensemble averages to measurements carried out for a

single equilibrium system during the course of its natural evolution. MD follows the

dynamics of the single system and generates averages [7].

There are some differences between MD and MC simulation. To most importan dif-

ferences, MD gives information about the time dependence of the properties of the

system [8].

On the other hand, a first principles method is important when the chemistry of the

system plays an important role [6]. Using the ab-initio total-energy calculation is eco-

nomical since many physical properties are related to the total energy. One piece of

theoretical apparatus is enough for calculating all physical properties that are related

to total energies, on the other hand, completely different sets of experimental appara-

tus are needed for measuring these properties [9]. Quantum mechanical modelling has

some advantages over experimental measurement in some cases, such as establishing

and breaking of chemical bonds, changing environments, variable coordination etc.

A first-principles self-consistent MD approach is widely used. It can be performed by

solving the electronic problem for the ground state within the Kohn-Sham approach

to density functional theory [6]. DFT became very popular in quantum chemistry in
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the 1990′s. It is possible to study much larger system than those treated by traditional

ab-initio methods by using DFT. Nowadays, traditional wave function methods, either

variational or perturbative, can be used to obtain highly accurate results on smaller

systems [10].

Another method is developed by Car and Parrinello (1985) [11]. This method is

based on the minimization a single function through simulated annealing. However,

several difficulties occur on much larger systems. Conjugate-gradient methods was

developed to overcome these difficulties [12, 13, 9]. This method is based on the total

-energy pseudo potential calculations instead of simulated annealing minimization

[9]. In contrast to Born-Oppenheimer moleculer dynamics, Car- Parrinello method

solves the interacting electron and ion problem. In this approach, the total Kohn-

Sham energy is described as a potential energy for electrons as a function of the

position of the nuclei. The interesting property of this method is that it solves the

problem by using both DFT and the MD method together. This is done by adding a

fictitious kinetic energy for electronic states, which results in fictitious lagrangian for

nuclei and electrons [14, 6]. Since the electronic and the ionic problems are solved

simultaneously the method requires very large computing power.

Considering the available computing power, we prefer the DFT pseudo potential ap-

proach using the planewave-self-consistent field package (PWSCF)[15] and Vienna

ab-initio simulation package (VASP) [16, 17] in our calculations.

We concentrate on nanostructures in this thesis, such as, clusters, the adsorption prop-

erties ofS i surface and graphene using the computational method based on the DFT

method. Metallic clusters are technologically important because of their catalytic ac-

tivity and the metals such asAu,Ag,CuandPt play a major role in catalysis, colloidal

chemistry, and medical science. The surface of clusters can completely change their

physical properties [18]. From the scientific point of view, it is important to under-

stand the atomic structure of clusters starting from the interactions between atoms

[19].

The electronic properties and atomic structures of gold and silver clusters have been
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theoretically investigated by several research groups [20, 21, 22, 23]. On the other

hand, there is no detailed reported work on the electronic properties of them up to

now, such as phonon modes and STM properties. So, we deal with the phonon modes

and STM properties ofAuandAgclusters. Generally,AuandAgclusters stay in two

dimension (2D) up to a specific number. We see that our results are in agreement

with the literature [22]. We studied vibrational modes in smallAgn, Aun clusters up to

eight atoms. We have also calculated the normal mode and also scanning tunnelling

microscope (STM) images for small clusters [19].

Bimetallic clusters and alloys show interesting properties such as catalysts with wide

applications [24, 25]. The interactions between the two components in bimetallic

clusters present a mutual influence on the neighboring atoms, such asAuPt alloy

clusters. AuPt clusters may have better electronic properties of bare clusters. The

interaction betweenAuPtclusters and molecules is important for technology. There

exist several investigations onAuPt alloy clusters adsorption molecules [24]. On

the other hand, there is no reported work onNH3 and H2S molecules onAu3Pt3

cluster, so we studied the adsorption ofNH3 andH2S molecules onAu3Pt3 cluster

[24]. The energy levels and the corresponding charge densities, adsorption energies,

charge transfer and magnetization are calculated for different adsorption sites. We

find that the adsorption generally modifies the structure of theAu3Pt3 cluster and the

adsorbate [24].

In recent years, metallic cluster adsorption on silicon substrates is receiving increas-

ing attention. The research in this field is important both from technological and

purely scientific points of view [2, 26, 27, 28, 29, 30]. Moreover it is found thatAu8

cluster is the smallest clusters which show high catalytic property [31]. Recently,

B.Yoon et al., [31] have studied catalytic properties ofAu8 cluster. They have investi-

gated the charging effects on bonding and catalyzed oxidation ofCO on Au8 clusters

on MgO. There exist materials which are widely used in technology and show unique

properties. For example, silicon and carbon-based materials. The study on silicon

surface is important for technology. It is widely used in the integrated circuit pro-

duction. It is possible to change its electronic properties by doping. We studiedAu8
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cluster adsorption onH-terminatedS i(100):2x1 asymmetric surface. We find that the

electronic properties ofH-terminatedS i(100):2x1 asymmetric surface change with

the adsorption site [2].

Carbon, fundamental of all organic chemistry, is the most important element for life.

Since it has flexibility of its bonding, an unlimited number of different structures

with an equally large variety of physical properties exists [32]. Graphene is becom-

ing the center of increasing attention because of its unusual transport and electronic

properties [33, 3]. It is the two-dimensional 2D form of carbon densely packed in a

honeycomb crystal lattice and it has high structural quality [3, 34, 35, 36, 37, 38, 39].

Graphene is therefore finding applications in many areas. There are several investi-

gations on metal atom adsorption and impurities on graphene [3]. Metal-graphene

interface is important in understanding the electronic transport through a graphene

sheet [40, 41, 3].

The development of graphene-based nano-electronics depends on our ability to dope

this material. The chemical doping of graphene is usually done by adsorbing atoms

and/or molecules on its surface. n-type doping results if electrons are donated by

the adsorbate to graphene. The alkali atoms, for example, are shown to release their

valence electrons rather easily and act as agents for n-doping of graphene. p-type

doping of graphene has turned out to be a real challenge. For p-type doping, it is the

graphene that has to donate electrons to the adsorbate. This is shown to be the case

for heavier atoms such as antimony and gold and molecules likeN2O4 [3, 42, 43].

In a theoretical effort to understand the doping of graphene, we have discovered an

interesting doping behavior of theAunPtn clusters [3]. The type of doping depends

on the number ofAu and Pt -atoms in the cluster. Recently, I.Gierz et al., [42].,

have shown by angle-resolved photoemission spectroscopy that p-doping of epitaxial

graphene on 4H-SiC (0001) is possible by the adsorption ofBi, S b and Au. We

investigate the adsorption ofBi andBi2 on free-standing graphene in more detail. We

investigate also the substitutional doping of graphene byBi [43]. We have shown that

bismuth causes a weak p-type doping for the adsorption case, but it n-dopes graphene

when it is substitutional. The organization of the thesis is as follows.
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In chapter 2, We present the basic principles of DFT, Born-Oppenheimer and Hartree-

Fock approximations, Thomas-Fermi and The Hohenberg-Kohn and The Kohn-Sham

theorems. We give the brief description of GGA and LDA methods and the descrip-

tion of pseudopotential approach.

In the chapter 3, We present the equilibrium atomic structures, such asAu, Ag, Cu

andPt clusters and the vibrational modes ofAu andAg clusters. In this chapter, we

investigate the electronic properties of these clusters. We find the stable configuration

of these clusters. The vibrational modes ofAuandAgclusters are studied [19].

In chapter 4, we investigate the adsorption of Au8 cluster onto H-terminatedS i(100) :

2x1 asymmetric surface by density functional theory within local density and gener-

alized gradient approximations. The site-dependent shape of Au8 cluster, adsorption

energies, band structures and the corresponding charge distribution are studied. We

show that the electronic properties of the cluster and substrate complex change with

the location of the cluster on the surface [2].

In the chapter 5, we present the adsorption ofAunPtn clusters on graphene surface.

We give the electronic properties of theAunPtn clusters on graphene surface [3]. We

study bismuth both as an adsorbate and in-plane dopant in graphene [43].

The main body of this thesis depends on five published papers;

1. O. Üzengi Akẗurk , O.G̈ulseren and M.Tomak, Int. J. Modern Phys. B,23,31,

(2009), 5819.

2. OlcayÜzengi Akẗurk and Mehmet Tomak, to be published in Thin Solid Films

3. OlcayÜzengi Akẗurk and Mehmet Tomak, Phys. Rev.B80, (2009), 085417.

4. OlcayÜzengi Akẗurk and Mehmet Tomak, submitted to Thin Solid Films

5. OlcayÜzengi Akẗurk and Mehmet Tomak, submitted to Apl.Phys.Lett.
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CHAPTER 2

DENSITY FUNCTIONAL THEORY

A theoretical approach concentrating on the particle density instead of the wave-

function has many advantages. The physical properties of materials are mainly deter-

mined by the density distribution of electrons. An early approach in this area is the

famous Thomas-Fermi approximation. L.H.Thomas and E.Fermi suggested that the

full electronic density was the essential variable of the many-body problem at about

the same time as Hartree (1927-1928) [6]. From this idea, it was derived a differ-

ential equation for the density without resorting to the one-electron orbital [44, 45].

The original Thomas-Fermi approximation was actually to a rough, since the approx-

imation used for kinetic energy of electron did not support the bound states. But, it

establishes a fundamental platform for the later development of the DFT [6]. Den-

sity functional theory (DFT) is used to describe correlated many-body systems and

based on independent-particle methods . DFT is a fundamental theory for calculation

of electronic structures in condensed matter, and is getting increasing importance for

quantitative studies of molecules and other finite system. The local density approxi-

mation (LDA) and generalized gradient approximation (GGA) within the Kohn-Sham

approach give rise to widespread interest in DFT as the most promising approach for

accurate, practical method in the theory of materials [14]. A famous paper written by

P. Hohenberg and W. Kohn [46] in 1964 is the source of the modern formulation of

DFT. They showed that the density can be considered as the ”basic variable”, that is,

that all properties of the system can be taken as a unique functionals of the ground

state density. Hohenberg-Kohn argument is extended to finite temperature canoni-

cal and grand canonical ensembles by Mermin [47]. W. Kohn and L.J.Sham [48]
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proposed formulation of DFT which has become the basis of much of present-day

methods for treating electrons in atoms, molecules, and condensed matter [14]. DFT

is based on some approximations. We give a brief description of these approximations

below.

Before embarking on these approximations, it will be useful to give a brief descrip-

tion of the basic Born-Oppenheimer approximation which is crucial in separating the

electron and the ionic problems.

2.1 Born-Oppenheimer Approximation

A condensed system is considered as a system consisting of interacting nuclei and

electrons. It is known that motion of nuclei is usually much slower than electrons.

The mass of electron is much less than nuclei. As a result of this, the velocity of elec-

tron is much larger than that of nuclei. Born and Oppenheimer (1927) recommend a

scheme that considers heavy nuclei as more or less fixed [6]. In general, the Hamilto-

nian of the system will depend upon nuclear coordinates,Rµ, and upon all electronic

coordinates,r i. For a system of n electrons under the field ofN nuclei with chargeZµ,

Schr̈odinger equation is given as for such system;

(TI + VII + Vel + Te + Vee)ψ(Rµ, r i) = Eψ(Rµ, r i). (2.1)

where,TI , VII ,Vel, Te, Vee is the kinetic energy of the nuclei, the Coulomb repulsion

between nuclei, the Coulomb interaction between nuclei and electrons, the kinetic

energy of electrons, and the Coulomb repulsion between electrons, respectively.

10



TI = − ~
2

2Mµ

N∑

µ=1

∇2
µ,

Te = − ~
2

2Mµ

n∑

i=1

∇2
i ,

VII =
e2

2

n∑

µ,ν

ZµZν
|Rµ − Rν| ,

Vee =
e2

2

N∑

i, j

1
|r i − r j | ,

Vel = −e2
N∑

µ=1

n∑

i=1

Zµ
|Rµ − r j | .

(2.2)

The problem is separated into two parts ; electronic problem at fixed nuclei and

nuclear problem under an effective potential which produced by the electrons [49].

Born-Oppenheimer approximation gives good results for many cases, e.g. the calcu-

lation of nuclear vibration modes in solids and also is starting point for perturbation

theory in electron-phonon interaction , which is the fundamental for understanding

electrical transport in metals, certain metal-insulator transitions, and the BCS theory

of superconductivity [14].

It is known that electron moves much faster than nuclei. It is supposed that at any

time the electrons ”follow” the nuclear motion, while nuclei at any time ”see” an

effective potential that is produced by the electrons. To express the what is neglected

and perform such a procedure , It is supposed that the wave function has the form of

a product between a nuclear and an electronic wave function

ψ(Rµ, r i) = φ(Rµ)ψ
l
R(r i). (2.3)

index l shows the electronic states. If the Eq. (2.3) is substituted in Eq. (2.1), one

obtains the following equation;

(TI + VII + El
R)φ(Rµ)ψ

l
R) = Eφ(Rµ)ψ

l
R(r i), (2.4)
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If R dependency of the electronic wave function in the kinetic term is neglected;

TI (φ(Rµ)ψ
l
R(r i)) ' ψl

R(r i)(TIφ(Rµ)). (2.5)

Schr̈odinger equation for the nuclear coordinates alone is written as follows;

(TI + VII + El
R)ψ(Rµ) = Eψ(Rµ). (2.6)

The termEl
R+VII is described as effective interaction potential among the nuclei. The

leading error in the approximate expression of Eq. (2.5) is the neglect of the term;

∑

µ

~2

Mµ

(∇µφ(Rµ)(∇µψl
R(r i))). (2.7)

If it is required , it can be added as a perturbation to study non-adiabatic effects [14,

49]. Now, we are ready to discuss the separated electronic part of the problem. This

certainly is a many-body problem including the particle-particle interaction which

is still too difficult to solve. The Hartree-Fock approximation was proposed to solve

many-electron problem in the beginning of the age of quantum mechanics by Hartree-

Fock [6].

2.2 The Hartree-Fock Approximation

The electrons are considered as distinguishable particles in the Hartree approxima-

tion. But electrons are indistinguishable and obey the Pauli’s exclusion principle.

This means that Hartree approximation does not include the fact that electrons have

antisymmetric wave functions [6]. The Hartree approximation is improved by in-

cluding the Pauli’s exclusion principle [50, 51]. It is done by proposing an anti-
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symmetrized many-electron wave function in the form of a Slater determinant.

φHF(x1, x2, ..., xn) =
1√
N!

ϕ1(1) ϕ2(1) · · · ϕN(1)

ϕ1(2) ϕ2(2) · · · ϕN(2)
...

...
. . .

...

ϕ1(N) ϕ2(N) · · · ϕN(N)

= S Dϕ1(1)ϕ2(2)...ϕN(N). (2.8)

Whereϕi( j) indicates thei th one-electron spin orbital. i.e. composed of spatial and

spin components, andj shows the spatial and spin coordinates of electronj condensed

in a single variablex j = (r i , σ j) [6]. It is known that the wave function alters sign

when exchanging the coordinates of two of the electrons [50, 51]. This approximation

is Hartree-Fock (HF) and used to calculating electronic structure of molecular system

[6].

HF method was first applied to atoms in 1930 by Fock [50]. The total energy with re-

spect to all degrees of freedom in the wave function is minimized in the HF approach

with the restriction that it has the form Eq. (2.8). The HF equation can be solved in

special cases such as spherical symmetric atoms and the homogeneous electron gas

[6, 14].

It is assumed that a system ofN free electrons in a volumeV with homogeneous

densityn = N/V , with a neutralizing background of positive charge. Ifrs is defined

via the average volume per electron:

4π
3

r3
s =

V
N
→ rs = (

3
4πn

)
1
3 . (2.9)

The simplest approximation is to suppose the independent electrons. The solutions

gives the plane waves with wavevectork:

ψk(r ) =
1√
V

exp(ikr ). (2.10)

The box of volumeV is restricted by the periodic boundary condition. The states are
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completed up to a the sphere of radiuskF at zero temperature. The number of states

are identical the volume of the sphere of radiuskF divided by the density ofk states,

that is, 8π3/V:

N = 2
4π
3

k3
F

V
8π3

, (2.11)

That is

kF = (3π2n)
1
3 = (

9π
4

)
1
3

1
rs
, (2.12)

and the Fermi energy:

εF =
~2k2

F

2m
=
~2

2m
(
9π
4

)
2
3

1
r2

s

. (2.13)

The energy is only kinetic:

E = 2
∑

k,k≤kF

~2k2

2m
= 2

V
8π3

∫

k≤kF

~2k2

2m
dk, (2.14)

yielding

E = N
3
5

~2k2
F

2m
. (2.15)

The electron gas is solved by using the HF approximation. The external potential

term, coming from the neutralizing background taken into account in the Hartree

potential term.

− ~
2

2m
∇2ψk(r ) −

∑

k′

∫
ψk′(r )ψ∗k′(r

′)
e2

|r − r ′|ψk(r ′)dr ′ = Eψk(r ). (2.16)

The plane waves solution Eq. (2.10) is used to solve HF equation for independent

electrons. The exchange term can be rewritten as bellows,
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(Vxψk)(r ) = −ψk(r )
1
V

∑

k′,k′<kF

4πe2

|k − k′|2 , (2.17)

If the sum is done,

(Vxψk)(r ) = −2e2kF

π
F(

k
kF
ψk(r)), (2.18)

where

F(x) =
1
2

+
1− x2

4x
log |1 + x

1− x
|. (2.19)

The energy eigen values is obtained as follows [49]

ε(k) =
~2k2

2m
− 2e2kF

π
F(

k
kF

). (2.20)

The derivative ofε(k) gives unphysical logarithmic divergence atk = kF. This gives

rise to vanishing density of states atε ∼ εF . Because of this reason, HF approxima-

tion does not give good results for the homogenous electron gas. However, if there

is a finite gap (i.e. in an insulator), HF gives good results [6, 49, 14]. It is possible

to obtain the total energy by summing the eigenvalues in Eq. (2.20). One half of the

exchange term is taken to prevent double summation

E =
∑

k,k≤kF

[
~2k2

2m
− e2kF

π
F(

k
kF

)]. (2.21)

The first term gives rise to the noninteracting term, Eq. (2.14. If the second term can

be obtained analytically, energy is obtained as;

E = N[
3
5

~2k2
F

2m
− 3

4
e2kF

π
]. (2.22)

The energy can be written as follows by substitutingrs in atomic units(Bohr radii)

E
N

=
2.21
r2

s

− 0.916
rs

in Rydberg. (2.23)
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where the first term corresponds to the kinetic energy and the second corresponds to

the exchange energy. For typical values ofrs in metals (rs = 2/6) the exchange energy

makes an important contribution to the binding energy, while at high density (small

rs ) the kinetic energy becomes effective [49].

The limitation of the HF approximation is that a single Slater determinant is not suf-

ficient to represent the many-body wave function. There exists many other possible

antisymmetric wave functions which can not be written in that way. The quality of

description can be improved by several ways: i) combination of several Slater deter-

minants can be used, ii) correlation perturbation above the HF solution is introduced,

and iii) correlated wave functions can be used [6].

L.H. Thomas and E.Fermi proposed Thomas-Fermi theory at the same time as Hartree(1927-

1928)

2.3 Thomas-Fermi Theory

In the Thomas-Fermi theory, the total energy is described by the local approximation

for the (non-interacting) kinetic energy of a uniform gas which is described by explicit

functional of density, plus Hartree energy [10, 14]. Both Thomas and Fermi did not

take into account the exchange and correlation among the electrons; however, Dirac

extend in 1930 [52]. This extension give rise to the energy functional for electrons in

an external potentialVext(r) [14]. Energy is described as

Eα[n] =

∫
n(r )εα[n(r )]dr . (2.24)

whereεα[n(r )] is the energy density of contributionα (kinetic, exchange and correla-

tion). The local density approximation (LDA) was suggested for the first time.

For a homogenous electron gas, the electronic density is written in terms of the Fermi

energyEF

n =
1

3π2
(
2m
~2

)
3
2 E

3
2
F , (2.25)
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And the kinetic energy is ;

T = 3nEF/5, (2.26)

So that the kinetic energy density is ;

t(n) =
3
5
~2

2m
(3π2)

2
3 n

2
3 . (2.27)

The LDA kinetic energy is given

TT F = Ck

∫
n(r )

5
3 dr . (2.28)

whereCk = 3(3π2)2/3/10 hartree. Exchange can be taken into account by considering

Slater’s expression for the homogenous electron gas [6, 52, 53].

Ex[n] = −Cx

∫
n(r)4/3dr. (2.29)

WhereCx = 3(3π)1/3/4 = (0.0739) hartree. If the exchange term is taken into account,

the theory is called Thomas-Fermi-Dirac(TFD). Correlation can also be taken into

account by using any local approximation to homogenous electron gas, for instance

the one proposed by Wigner [54].

Ec[n] = −0.0056
∫

n(r )4/3

0.0079+ n(r )1/3
dr. (2.30)

Where all the numerical constants are described in terms of atomic units. If the Eq.

(2.30) is substituted into the total energy, TFD energy is obtained;

ET FD = Ck

∫
n(r )5/3dr +

∫
n(r )Vext(r )dr

+
1
2

∫ ∫
n(r )n(r ′)

r − r ′
drdr ′ −Cx

∫
n4/3dr + EC[n]. (2.31)
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It is seen that TFD energy depends on electronic density [6]. It is possible to include

the effect of inhomogeneity.

But, TFD approximation is rough and missing the fundamental physics and chemistry,

such as shell structure of atoms and binding of molecules [55, 14]. However, TFD

generated the basic principles of later development of the DFT [6, 14].

2.4 Basis of The Density Functional Theory

2.4.1 The Hohenberg-Kohn Theorem

DFT is based on two theorems. First theorem is proposed by Hohenberg and Kohn

[46]. The approach of Hohenberg and Kohn is used to formulate the density func-

tional theory as an exact theory of many-body systems and used for any system of

interacting particles an external potentialVext(r) [14].

The first Hohenberg-Kohn theorem shows that the density can be used in place of the

potential as the basic function describing the system. The potential, up to an arbitrary

constant is determined by the ground-state densityn(r). In the original Hohenberg-

Kohn paper, this theorem is confirmed for densities with nondegenerate ground states

[10].

Theorem 1: External potential is established uniquely by the electronic density , in

addition to additive constant.

Proof: Firstly, it is assumed that external potential is not uniquely determined by the

density. In this case, it is expected to find two potentialsV andV′ such that their

ground state densityn is the same. Letψ andE0 = 〈ψ|H|ψ〉 be ground state wave

function and ground state energy of the HamiltonianH = T + Vext + Uee. Let also

ψ′ andE′0 = 〈ψ′|H′|ψ′〉 be ground state wave function and ground state energy of the

HamiltonianH′ = T + V′ext + Uee. According to Rayleigh-Ritz variational principle

we have:
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E0 < 〈ψ′|H′|ψ〉 = 〈ψ′|H′|ψ′〉 + 〈ψ′|H − H′|ψ′〉
= E′0 +

∫
n(r )[Vext(r ) − V′ext(r )]dr. (2.32)

Where, the fact that different Hamiltonians necessarily correspond to different ground

statesψ , ψ′ is exchanged is used and is obtained:

E′0 < 〈ψ|H′|ψ〉 = 〈ψ|H′|ψ〉 + 〈ψ|H′ − H|ψ〉
= E0 −

∫
n(r )[Vext(r ) − V′ext(r )]dr. (2.33)

Adding these two inequalities, givesE0 + E′0 < E′0 + E , which is not possible. There-

fore, It is not possible to obtain two different potential that corresponds to the same

electronic density for the ground state, unless they differ by a trivial additive constant

[6, 14]. External potential is established uniquely by density within constant.

Theorem 2: A universal functional for the energyE[n] can be written in terms of

densityn(r ), valid for any external potential . For any particularVext(r ) , the exact

ground state energy of the system is defined as the global minimum value of this

functional, and the exact ground state densityn0(r) is defined as a densityn(r) which

minimizes the functional.

The exact ground state energy and density are determined by the functionalE[n]. All

properties such as kinetic energy, are written in terms ofn(r) is specified, then,

EHK[n] = T[n] + Eint[n] +

∫
d3rVext(r )n(r ) + EII

= FHK[n] +

∫
d3rVext(r )n(r ) + EII , (2.34)

WhereEII is the energy of the nuclei.FHK[n] is given,

FHK[n] = T[n] + Eint[n]. (2.35)
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Now, If n(1)(r ) is given as ground state density corresponding to external potential

V(1)
ext(r ) . The Hohenberg-Kohn functional is identical to the expectation value of the

Hamiltonian, which has the wave functionψ(1)

E(1) = EHK[n(1)] = 〈ψ(1)|H(1)|ψ(1)〉. (2.36)

If different densityn2(r ) which corresponds to a different wavefunctionψ2 . Than, the

energyE(2) of this state is greater thanE(1), because

E(1) = EHK[n(1)] = 〈ψ(1)|H(1)|ψ(1)〉 < ψ(2)|H(1)|〈ψ(2) >= E(2). (2.37)

So, the energy described by Eq. (2.34) in terms of the Hohenberg-Kohn functional

calculated for the correct ground state densityn0(r )is smaller than the value of this

expression for any other densityn(r ).

If the functionalFHK[n] was identified, then by minimizing the total energy of the sys-

tem Eq. (2.34), with respect to variations in density functionn(r ), the exact ground

state density and energy would be excepted to be find [14]. There exists some lim-

itations. It is stated that the electronic density decides the external potential in this

theorem . But, the density must correspond to some ground state antisymmetric wave

function. While this condition is required condition for the true density,n(r ), it may

not be the suitable for other trial densities [6].

2.4.2 The Kohn-Sham Equation

Kohn-Sham (KS) recreate the problem of calculating the total electronic energyE

as a functional of the electron densityn(r) [56]. The system of interacting electrons

is described as an auxiliary system of non-interacting electrons. The ground-state

charge density is defined as a sum over one-electron orbitals (the KS orbitals) for a

system of non-interacting electronsψi(r )

(− ~
2

2m
∇2 + VKS(r ))ψi(r ) = εiψ(r ). (2.38)
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obeying orthonormality constraints:

∫
ψ∗i (r )ψ j(r )dr = δi j . (2.39)

VKS(r ) for a givenn(r ) is defined. It is possible to solve this problem by applying the

variational property of the energy [49]. Total energy is written

E[n] = minψ|n〈ψ|H|ψ〉. (2.40)

The minimization of the functionalE[n] with respect to density gives the ground state

of the many-electron Hamiltonian. Constraint is given as;
∫

d3rn(r) = N. (2.41)

whereN is the total number of electrons. If the Hamiltonian is separated into two

terms:H0 is the homogenous electron gas (withVext = 0), and the external potential:

H = H0 + Vext(r ), (2.42)

If the Eq. (2.42) is substituted into equation Eq. (2.40);

E[n] = minψ|n[〈ψ|H0|ψ〉 +
∫

d3rVext(r )n(r )]. (2.43)

The term which is in square brackets is minimized for a given density, the second

term becomes constant [57]

E[n] = F[n] +

∫
d3rVext(r )n(r ), (2.44)

whereF[n] is

F[n] = minψ|n[〈ψ|H0|ψ〉]. (2.45)
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To solve interacting electron problems, ground state energy for non interacting elec-

trons can be solved, in the noninteracting case,E[n] includes two terms; kinetic en-

ergy and the external potentialVext(r ):

E[n] = T[n] +

∫
d3(r)n(r )Vext(r ). (2.46)

Variation ofE with respect to the density gives the following equation:

δT
δn(r )

+ Vext(r ) = λn(r ). (2.47)

whereλ is the Lagrange parameter related to the restriction of the density to yield the

correct total number of electrons,N.

As seen in the above equations,T[n] is taken asF[n]. The energy functional for a

many-electron system with electronic interactions included can be written in the form

[57].

E[n] = T[n] + EH[n] + Exc[n] +

∫
drn(r )Vext(r ). (2.48)

WhereT[n] is defined as follows;

T[n] = − ~
2

2m
2
∑

i

ψ∗i ∇2ψi(r ). (2.49)

The second term is the Hartree energy included the electrostatic interactions between

clouds of charge:

EH[n(r )] =
e2

2

∫
n(r )n(r ′)
|r − r ′

drdr ′. (2.50)

Using the variational procedure;

δn(r)
δψ∗i

(r ′) = ψi(r )δ(r − r ′), (2.51)

δT
δψ∗i (r )

= − ~
2

2m
2
∑
∇2ψi(r ), (2.52)

δEH

δψ∗r
= e2

∫
n(r ′)
|r − r ′|dr ′ψi(r ). (2.53)
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Finally; following equation is obtained;

(− ~
2

2m
)∇2 + VH(r ) + Vxc(n) + V(r ))ψi(r ) =

∑

j

λi jψ j(r ). (2.54)

The third term is the exchange-correlation term which includes all the remaining

terms. Exchange correlation potential is defined as follows;

Vxc(n) =
δExc

δn(r )
. (2.55)

The Lagrange multiplierλi j is found by multiplying both sides of equation Eq (2.54)

by ψ∗k(r ) and integrating:

λik =

∫
ψ∗k(r )(− ~

2

2m
∇2 + VH(r ) + Vxc(n) + Vext(r ))ψi(r )dr. (2.56)

Finally, KS equation is written as follows;

(HKS − εi)ψi(r ) = 0. (2.57)

whereλi j = δi jε j and the operatorHKS, called KS Hamiltonian is described as;

HKS = − ~
2

2m
∇2 + VH(r ) + Vxc(r ) + V(r ) = − ~

2

2m
∇2 + VKS(r ). (2.58)

and is related to the functional derivative of the energy [49]:

δE
δψ∗i

(r ) = HKS(r ). (2.59)

Solution of the KS equation is summarized in the Fig. 2.1.

To determine the Energy cut off parameters is important before performing calcula-

tion. The wave function in a periodic potential can be expanded in a plane-wave basis

set. TheG vectors allowed in the plane wave (PW) expansion are identified as the

reciprocal lattice vectors. An infinite number of such vectors is needed to describe
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Figure 2.1: KS-chart [6, 14]

the wave functions with high accuracy. On the other hand, the Fourier coefficients

Ck(G) of the wave functions decrease with increasing|k + G|, so that the PW expan-

sion can be shortened at a finite number of terms, i.e. restricted to all waves with

kinetic energy lower than some energy cutoff Ecut [6]:

~2

2m
|k2 + G2| < Ecut. (2.60)

Generally, two typical approximations are widely used, which are Local density(LDA)

and generalized gradient (GGA)approximations, for describing the electron distribu-

tion.
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2.4.3 Local Density Approximation (LDA)

KS and HF equations are derived from a variational principle and are also self-

consistent equations for one-electron wavefunctions. The only difference between

KS and HF equations is the form of the exchange-correlation.

The local approximation describes the inhomogeneous system as a special case of

uniform electronic system [6, 10]. This approximation uses the exchange -correlation

hole corresponding to the homogenous electron gas. The energy terms local in density

are obtained by integrating the energy density calculated at the values assumed by the

electronic densityn(r) [6].

Exchange-correlation energy is not accurately predicted. Kohn and Sham proposed,

the Local Density Approximation (LDA): the functional is approximated the func-

tional by a function of the local densityn(r). The exchange correlation potential is a

functional derivative of the exchange correlation energy with respect to the local den-

sity and this depends on the value of the electron density for a homogenous electron

gas.

Exc[n(r )] =

∫
εxc(n(r ))n(r )dr ,

δExc

δn(r )
= µxc[n(r )] = (εxc(n) + n

dεxc(n)
dn

)n=n(r ). (2.61)

Ceperley and Alder found accurate results from Quantum Monte-Carlo techniques

and Perdew and Zunger parametrized it with a simple form

εxc(n) = −0.9164/rb − 0.2846/(1 + 1.0529
√

rb + 0.3334rs), rb ≥ 1

= −0.9164/rb − 0.00960+ 0.00622 lnrb − 0.0232rs

+ 0.0040rb ln rb, rb ≤ 1. (2.62)

Whererb is the Bohr radii andεxc is given in Ry. The first term gives the HF exchange

contribution in Eq.(1.26). The remaining terms give the correlation energy [49, 57];
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The main limitations LDA are; i); Inhomogeneities in the density are not included. ii):

the LDA exchange- correlation term does not ignore completely the self-interaction

present in the Hartree term. iii) non-local exchange and correlation effect are not

taken into account; iv) strong local correlation effects cannot be recreated because of

the correlation functional [6]. The generalize gradient approximation (GGA) may be

used to overcome this limitation. LDA may not be enough to describe some systems.

GGA may overcome this limitation for many systems.

2.4.4 Generalized Gradient Approximation (GGA)

To solve the issue of inhomogeneities in the electronic density, an expansion of the

density in terms of the gradient and higher order derivatives is carried out [6]. In

general, the exchange-correlation energy can be defined in the following form:

Exc[n] =

∫
n(r )εxc[n(r )]dr =

∫
n(r )εxc[n(r )]Fxc[n(r ),∇n(r ),∇2n(r ), ...]dr. (2.63)

Where the functionFxc is an enhancement factor which modifies the LDA expression.

The second order gradient expansion equals to an expression of the type

Exc[n] =

∫
Axc[n]n(r4/3

)dr +

∫
Cx[n]|∇n(r |)2/n(r )4/3dr. (2.64)

this equation is asymptotically valid for densities that vary slowly in space [6]. Isotropy

condition is taken into account, in addition, to exchange and the correlation hole sat-

isfy their respective normalization conditions. This scheme has been introduced by

several groups and some well known functional are those of Perdew and Wang 1986

[58, 59] and 1991 [60] (respectively PW86 and PW91) and of Becke [61], Lee, Yang

and Parr [62] (LYP) and Perdew, Burke and Enzerhof [63, 64]. These exchange cor-

relation functional go by the name of generalized gradient approximations (GGAs).

A number of modified gradient expansion have been offered between 1986 and 1996

[6, 57].
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2.4.4.1 Langreth-Mehl Functional

Langreth and Mehl (1981) offered the first GGA and assumed the following form;

εxc = εLDA
xc − a

|δn(r )|2
n(r)4/3

(
7
9

+ 18f 2) (2.65)

εxc = εRPA
xc + a

|δn(r )|2
n(r )4/3

(2eF + 18f2). (2.66)

whereF = b|∇n(r)|/n(r )7/6, b = (9π)1/6 f , a = π/(16(3π2)4/3) and f = 0.15 [6].

2.4.4.2 BLYP Functional

Becke [61] suggested an exchange functional where the parameters were fitted to

experimental molecular data

εxc = εLDA
xc (1− β

21/3
Ax

x2

1 + 6βxsinh−1(x)
). (2.67)

For x = 2(6π2)1/3s = 21/3|∇n(r )|/n(r )4/3, Ax = (3/4)(3/π)1/3 andβ = 0.0042

This was repaired by a correlation functional which is derived also in 1988 by Lee,

Yang and Parr (LYP), thus , this is named BLYP functional [65].

εc = − a
1 + dn−1/3

{n + bn−2/3[CFn5/3 − 2tw +
1
9

(tw +
1
2
∇2n)ecn−1/3

]}. (2.68)

where

tw =
1
8

(
|∇n|2

n
− ∇2n). (2.69)

CF = 3/10(3π2)2/3, a = 0.04918,b = 0.132,c = 0.2533,d = 0.349. This correlation

functional is not based on the LDA and has been obtained as an extension to other

closed -shell systems of the Colle-Salvetti expression for the electronic correlation in

helium [66, 6].

27



2.4.4.3 PBE Functional and Its Revisions

Perdew, Burke and Ernzerhof (PBE) [63] suggested an exchange and correlation func-

tional that satisfies as many formal properties.

The enhancement factorFxc(n, ζ, s) over the local exchange given in Eq.(2.63) de-

pends on the local densityn, magnetization densityζ(in the spin dependent case), and

the dimensionless density gradients = |∇n(r )|/(2kFn). The chosen expression is

Fx(s) = 1 + κ − κ

1 + µs2/κ
. (2.70)

whereµ = β(π2/3) = 0.21951 andβ = 0.066725 is associated with the second order

gradient expansion and also is the same for the exchange term [67]. PBE takes the

the largest allowed value,κ = 0.804. The correlation energy is described as follows

in an form similar to an earlier proposal of Perdew and Wang [68].

EGGA
xc =

∫
n(r )[εLDA

xc (n, ζ) + H[n, ζ, t]]dr. (2.71)

with

H[n, ζ, t] = (e2/a0)γφ
3 ln{1 +

β

γ
t2[

1 + At2

1 + At2 + A2t4
]}. (2.72)

Here, t = |∇n(r )|/(2φksn) is a dimensionless density gradient, withks the Thomas-

Fermi screening wave number, andφ(ζ) = [(1 + ζ)2/3 + (1− ζ)2/3]/2 is a spin-scaling

factor. Theγ is defined as;γ = (1− ln 2)/π2 = 0.031091. The function A is described

as the following form [6];

A =
β

γ
[exp(−εLDA

xc n/(γφ3e2/a0) − 1]−1. (2.73)

Before investigating electronic propertied of any system, pseudopotential is needed.

So it is very important. We give description of pseudopotential and mentioned about

ultrasoft and norm conserving pseudopotentials.
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2.4.5 Pseudopotentials

Pseudopotentials (PP’s) have been of great importance in solid state physics and used

since 1960. In earlier approaches PP’s were developed to reproduce some known

experimental solid-state or atomic properties such as energy gaps or ionization poten-

tials [49].

The basic description of pseudopotential figure is given in Fig.2.2 [219].

Figure 2.2: The real and the pseudo wavefunction and potentials match above a certain cutoff

radiusrc [219]

It is known that the wave function for free electrons in a periodic crystal can be writ-

ten in terms of plane waves (Pw’s). If the potential due to the atoms is not taken into

account, then PW’s gives the exact solution. In the case that, the potential is smooth,

it can be considered as a perturbation. On the other hand, the potential originated in

the atomic nuclei is away from being the smooth. For heavier atoms the wave func-

tions associated with the core states have a big peak. Therefore, a PW expansion of
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the wave function in a real crystal may not be enough since the number of PW com-

ponents which are needed to show such steep wave functions is huge. Slater (1937)

proposed a possible solution to the atomic problem in spherical regions around the

atoms, and the potential was assumed to be spherically symmetric inside the spheres.

and zero outside (APW). Herring (1940) suggested an alternative method including of

constructing the valance wave function as a linear combination of PW and core wave

functions. This method is called as OPW (orthogonalized PW). By choosing appro-

priately the coefficient of the expansion, this wave function becomes orthogonal to

the core states. As a result of this, a smaller number of PW components is needed

to reproduce the valance states. Beyond the OPW approach, core states are reduced

altogether by replacing their action with an effective potential, or a pseudopotential

[6].

Core states do not allow to the use of PW’s [49]. The basic idea of a pseudopotential

is based on the using the instead of one problem with another. The fundamental

application in electronic structure is that an effective ionic potential acting on the

valance electron is to be used instead of the strong Columb potential of the nucleus

and the effects of tightly bound core electrons. A pseudopotential can be produced

in an atomic calculation and then used to calculate properties of valence electrons

in molecules or solids [14]. Since the core electrons do not take part in chemical

binding, it is possible to eliminate changes in core states (frozen core approximation).

Only outer (valence) electrons contribute to chemical binding, while core electrons

are ”frozen” in their atomic state [6, 49]. However, Janak shows that large variations

in the energy of core states can be prodeced by changes in the chemical environment.

The problem was solved in 1980 by Von Barth and Gelatt. Their arguments are briefly

summarized in here.nc andnv are the true selfconsistent core and valance charge;n0
c

andn∗v are the frozen-core charge and the corresponding valence charge. The frozen

core error is given as ;

δ = E[n0
c,n

∗
v] − E[nc,nv], (2.74)
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whereE[nc,nv] is the frozen-core functional. By expandingnc andnv;

δ '
∫

δE
δnC

(n0
c − nc)dr +

∫
δE
δnC

(n∗v − nc)dr + 2nd order terms. (2.75)

The important point is that the following stationary condition is kept

δE
δnC

= µc,
δE
δnv

= µv. (2.76)

whereµc andµv are constants, since the first-order terms in the error vanish [49].

Modern PP’s are named norm-conserving. The concept of ’norm-conservation’ has

great importance in the development of ab -initio pseudopotentials and it makes them

more precise and transferable. Norm -conserving pseudofunctionsψPS
i (r ) are nor-

malized and are solutions of model potential which selected to reproduce the valance

properties of an all electron calculation. There exists several applications of the

pseudo potential method to complex systems, such as clusters, molecules, solids, etc.,

the valence pseudofunctions satisfy the orthonormality conditions.

〈ψσ,PS
i |ψσ′,PS

j 〉 = δi, jδσ,σ′ . (2.77)

The norm -conserving potential must satisfy some condition which is given by Hamann,

Schluter, and Chiang [70](HSC):

1. The eigenvalues of the pseudo-wave function are in agreement with those of the

all -electron wavefunctions for a chosen electronic configuration of the atom.

2. All -electron and pseudo valence wavefunctions are identical outside a chosen core

radiusRc.

3. The logarithmic derivatives of the all-electron and psedo wavefunctions approve at

Rc.

The wavefunctionψl(r) and its radial derivativeψ
′
l (r) have to be continuous atRc for

31



any smooth potential. The dimensionless logarithmic derivativeD is given by

Dl(ε, r) ≡ rψ
′
l (ε, r) = r

d
dr

lnψl(ε, r). (2.78)

4. The integrated charge insideRc for each wavefunction are identical (norm-conservation).

It is known that the pseudopotential and radial pseudo-orbitalψPS
l differ from their

all-electron counter parts inside theRc. But, it is needed that the integrated charge,

Ql =

∫ Rc

0
drr2|ψl(r)|2 =

∫ Rc

0
drφl(r )2. (2.79)

is the equivalent toψPS
l (or φPS

l ) as for the all electron radial orbitalψl (or φl) for a

valence state.

5. The first derivative of the logarithmic derivatives of the all -electron and pseudo

wavefunctions approve atRc, and therefore for allr ≥ Rc [6, 14].

Norm-conserving PP’s are still ”hard” to use that is, they include a significant amount

of Fourier components for a number of atoms and the first row of transition metals.

More complex Ultrasoft PP’s have been improved that are much softer than ordinary

normconserving PP’s, at the price of a considerable additional complexity [49].

2.4.5.1 Ultrasoft Pseudopotentials

The norm-conservation constraint is the main reason responsible for the hardness of

some pseudopotentials, such asp states in first-row elements andd states in second-

row transition metals, e.g.O 2p orCu3d. There does not exist a core state of the same

angular momentum to which they have to be orthogonal. Because of that reason, all-

electron wave function becomes passive and quite compressed compared to the other

valence states, thus needing a large number of PWs to be defined accurately. The main

problem for the norm -conserving potential is that it has big PW cut off. The main

advantage is that for ultrasoft pseudo potential, PW cut off is decreased [6]. Vanderbilt

[71] improved to the norm conservation condition by relaxing the norm-conservation
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condition and showed that much smoother, but it is still highly transferable.

The relativistic correction for heavy atoms is needed since the core electrons in the

lower shells have high energy. Dirac’s expression has to be used instead of the kinetic

energy operator in Schrödinger equation [6].

We use the PWSCF and VASP package programs. The steps followed by the PWSCF

program are described briefly in the following.

Firstly, to solve Kohn-Sham equations, initial guess for the electronic charge density

is needed. In the second step, Hartree potential and exchange correlation potential

are calculated. While Hartree potential is calculated by means of the Poisson equa-

tion, exchange-correlation is calculated by using various analytical calculations such

as LDA and GGA. In this part of the calculation, one needs the pseudopotential for

investigated atoms and the sample data for atoms in the crystal structure. One will

also needs to provide the following input: i) atom name, atomic mass, pseudopo-

tential name, ii) atomic position and number of k-points in the Irreducible Brillouin

zone of the crystal k-points. In step III, the effective Kohn-Sham potantial, Ve f f, is

constructed. The Hamiltonian matrices for each of the k points included in the cal-

culation must be constructed by using plane waves and to be diagonalized to obtain

the Kohn-Sham eigenstates. We then use the well-established techniques for iterative

minimization by searching in the space solutions such as Conjugate gradient and an-

other popular iterative diagonalization technique which is called Davidson algorithm.

Resulting eigenstates will normally generate a different charge density from the one

originally used to construct the electronic potentials, and hence a new set of Hamilto-

nian matrices must be constructed using the new electronic potential. The eigenstates

of the new Hamiltonian is obtained, and the process is repeated until the solutions are

self consistent. VASP package program follows similar steps.

If we want to calculate the band structure of any crystal system, we follow the fol-

lowing steps: In the first step of a band structure calculation, we need to do a self

consistent calculation at a given energy cutoff and lattice parameter. Secondly, we

calculate a non self-consistent calculation at the same energy cutoff and lattice pa-
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rameter. We define the number of Kohn-Sham orbitals we want to compute and list

of k-points. Finally, it is possible to plot the bands [49].
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CHAPTER 3

LOW DIMENSIONAL SYSTEMS BASED ON CLUSTERS

Clusters consist of a few tens to a few thousands of atoms. A change in size is negli-

gible for the properties of a macroscopic solid, but the properties of cluster is affected

drastically. They show different physical and chemical properties from the bulk coun-

terparts. Clusters, consisting of either metallic or covalent elements, have been inves-

tigated extensively since the 1980s and are even being considered as possible building

blocks for new types of solids with the development the nanotechnology [5].

Transition metal clusters have great importance due to that the free atoms of the tran-

sition metals have an incomplete d shell in the ground state or in excited states of

small energy. They show the most interesting properties of these elements as free

atoms or in the metallic bulk phase due to thesed electrons. The electronic configu-

rations ofCu, AgandAuhave a closedd shell and a singlesvalence electron, so they

show unique properties [72]. Small clusters are the active components of dispersed

metal catalysis, because of their surface to volume ratio. Other application of metal

clusters are that they are used as basic materials in photographic process. The special

features of metal clusters, such as metal-insulator transition may be used in designing

of novel sensors [73]. The transition metal clusters have great importance both the-

oretically and experimentally, since they can be used for hight density magnetic data

storage. Pt clusters are used as catalysis automotive catalytic converters to reduce

toxic pollutants, such asCO, NOx, and hydrocarbons. It is also an important material

for the heterogeneous catalysis of hydrogenation [74].

In this chapter, we investigate small metallic clusters, such asPt, Cu, Ag andAu and
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AuPt.

The electronic properties ofCu and Pt clusters are investigated by some research

groups [73, 75, 76, 77, 78]. K.A.Jackson [75] investigated the structural and elec-

tronic properties of small (n ≤ 5) Cu clusters using the first principles calculations

based on the local -spin- density approximation, using an all electron, Gaussian or-

bital formalism. They observed that there is significant hybridization between the 3d

and 4s in the cluster bonding states. This hybridization results in strong bond-length

preference in the clusters. They find that the stable structures of neutralCu clusters

are the two dimensional (2D). H.Gröbeck and P.Broqvist [76] worked on octomer

isomers of gold and compared with results for copper by using DFT. They observed

that the stable isomers for gold stay two dimensional, while it is three dimensional for

copper. They show thatCu8 clusters are both two (2D) and three dimension (3D) and

shows strong hybridization. There exists several research onPt clusters [74, 79, 80].

L.Xio and L.Wang [74] investigatedPt clusters of up to 55 atoms using DFT with

a plane wave basis set. They observe that planarPt clusters up to nine atoms are

as stable as their three-dimensional isomers and the six-atom planar cluster is more

stable than its three-dimensional isomers. The structure and energetics of smallPt

clusters are investigated by S.H.Yang and et al., [79] by using a method based on

non-selfconsistent Harris functional version of LDA. The clusters are shown to be

planar betweenn = 4 andn = 6. In our study, we obtain the stable structures ofPt

andCu clusters up to eight atom. We present the stable structures of them.

The electronic properties and atomic structures of gold and silver clusters have been

theoretically investigated by several research groups [19, 81, 82, 83, 84, 85, 86, 87,

88, 89, 90]. Koutecky and co-workers [81] investigated small neutral and anionic sil-

ver clusters, up to a monomer, using Hartree-Fock and correlated ab-initio method.

Fournier studied the silver clusters using DFT (VWN), sum of square-roots of atomic

coordinates (SSAC), and extended Hückel molecular orbital (EHMO) theory [82]. G.

Bravo-Ṕerez et al., [83] investigated smallAun wheren = 2 − 6; clusters by using

ab initio methods. H.M.Lee and co-workers [84] have investigated the structures of

pure gold and silver clusters (Auk and Agk, k = 1− 13) and neutral and anionic gold-
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silver binary clusters (AumAgn,2 ≤ k = m + n ≤ 7) by using the density functional

theory with generalized gradient approximation (GGA) and ab initio calculations in-

cluding coupled cluster theory with relativistic ab initio pseudo potentials. Wilson

and Johnson [85] worked on neutralAu8 clusters theoretically. It is predicted, using

Murrell-Mottram model, that the lowest energy isomer is a D2d dodecahedron, while

Häkkinen and Landman [86]used the GGA DFT method with and RECP to predict a

Td copped tetrahedron. Different functionals with LDA/DFT/RECP is used by Wang,

Wang and Zhao [87] to determine the stable structure of Au8clusters [88]. Recently,

B.Yoon and co-workers [31] have studied catalytic properties of Au8 cluster. They

have investigated the charging effects on bonding and catalyzed oxidation of CO on

Au8 clusters onMgO. Although much of the experimental and theoretical work so

far has been done on pure gold and silver clusters and nanoparticles [84], there exists

less information about the normal modes. The only information available is that of

experimental data on dimers [91, 89]. Therefore, the present work provides the much

needed information on phonons. Before studying physical and electronic properties

of AuandAgclusters, we determine their stable structures [19].

Gold-platinum bimetallic nanoparticles on the other hand, are investigated for their

role in CO adsorption and oxidation [92, 93, 94, 95, 96, 97],NO adsorption and re-

duction [98],CH3OH oxidation [99, 100]. It is established that bimetallic systems

are better catalysts than pure metal clusters [101, 102, 103, 104, 105]. This increase

in catalytic activity is determined by controllable factors such as composition, tem-

perature and the method of preparation.

A.Cruz et al [106] investigatedH2 adsorption onAuPtn clusters using ab initio multi-

configuration self-consistent field calculations. They show that gold has an electronic

effect which poisonsPt activity to dissociateH2.

A. M. Joshi et al. [94] studiedCO adsorption on binaryAu-alloys (AunMm clus-

ters: n=0-3, m=0-3, and m+n=2 (dimers) or 3 (trimers), M=Cu/Ag/Pd/ Pt.) They

observed thatCO binds onAunMm exceptPd2, Pt2 andPt3.

Effect of adsorption site, size and composition of bimetallicPt/Au bimetallic clus-
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ters on the adsorbedCO frequency is studied by Sadek and Wang using the density

functional theory (DFT) calculations [95].

H. Tada et al. [107] investigated experimentally the preparation ofAu/Pt core/shell

bimetallic clusters onTiO2 surfaces. They also did calculations on the model clus-

ters by using DFT to understand the surface bonding between the sulfur and metal

clusters. They observe that the adsorption of sulfur-containing compounds on the

substrate can be controlled and the adsorption energy changes withPt/Au atomic ra-

tio.

L. Wang [96] showed by a DFT calculation that CO adsorbs upside-down on small

PtmAun clusters,Pt(111),Au(111), andPt0.25Au0.75(111) surfaces.

O.O.Neria et al. [108] studiedH2 adsorption onAuPt3 by using Hartree-Fock self-

consistent field calculations. They find thatAuPt3 cluster can capture and dissociate

theH2 molecule.

3.1 Computational Details

PWSCF package program [15] is used. We have used two different approxima-

tions:GGA and LDA. We determine the pseudopotential and tested it by comparing

with the experimental data. We used to ultrasoft pseudopotentials [63, 109] forPt,

Cu, Au,Ag andPt. We include the spin polarize effect in our calculation forPt clus-

ters.

We tested the cutoff energy. A cutoff energy of 408 eV is used with the plane wave

basis. We carry out our calculations in the supercell because of the lack of periodicity.

The binding energy per atom (EB) is calculated by using

EB = Ecluster/N − Eatom. (3.1)

whereEatom andEcluster denote the energy of a single atom and the total energy of an

atom in the cluster respectively and N is the number of atoms in the cluster [19].

The equilibrium structure is found using Hellmann-Feynman forces. We calculate the
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scanning tunnelling microscope (STM) images using the PWSCF package program

[15] based on theory of J.Tersoff and D.R.Hamann [110]. We calculated the nor-

mal mode frequency using the Density Functional Perturbation Theory (DFPT)[111].

Harmonic frequencies and displacement patterns of normal modes on the electronic

ground state are calculated from the diagonolization of the dynamical matrix. Vi-

brational and dielectric properties are calculated using the linear response theory

[112, 113]. Displacements and frequencies of the normal vibrational modes at the

Brillouin zone center are calculated in a harmonic approximation. They are the eigen-

vectors and square roots of the eigenvalues of the dynamical matrix, respectively.

Calculations are performed in a zero macroscopic electric field. Thus, the derived

displacements and frequencies are those of the transverse optical (TO) modes. In this

study, we have calculated the normal modes of Aun, Agn at theΓ point [19].

3.2 The Stable Configuration of Pt,Cu, Clusters

We obtain the stable structures ofPt andCu clusters up to eight atom. The binding

energies and bond lengths are given in Table. 3.1 forPt2 andCu2. Our results are in

agrement with the available experimental data [114, 74, 90, 115].

Table 3.1: The Bond length and binding energies ofPt andCuclusters.

Atom/xc Bond length(Å) Binding Energy(eV)

Cu/GGA 2.24 1.13
Cu/LDA 2.17 1.34
Cu/exp. 2.22 2.01
Pt/GGA 2.35 1.83
Pt/LDA 2.31 2.15
Pt/exp. 2.34 1.83

The stable structures and the binding energies are given in Fig. 3.1 forPt andCu

clusters within GGA and LDA. We observe that GGA results are in agrement with

that of LDA up ton = 7 for Cu clusters. It is seen in Fig. 3.1(a) thatCu8 clusters

have both 2D form and 3D form within GGA. We see that our results forCu clusters

are in agrement with literature [78, 90].
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Figure 3.1: The stable structures ofPt andCuclusters within GGA and LDA.

We obtain the binding energy and the stable structures ofPt clusters up ton = 8. We

obtain the similar structure to that of LDA.Pt clusters have 2D and 3D structures like

Cuclusters. On the other hand,Pt7 andPt8 have 2D structure in both GGA and LDA.

We see that while total magnetization is zero within LDA, it is 1.08µB/cell within

GGA. We observe that our results are in agrement with the literature [74, 79].

3.3 Vibrational Modes and The Stable Configurations of Au Clusters

We tested the stability of our results [19] by comparing with the available experimen-

tal data. The available experimental data for Au2 is given in Table. 3.2 [116, 117].

LDA results for the binding energy and bond length are closer to the experimental

data than GGA results.

40



Table 3.2: The dimer length and binding energy of Au clusters [19].

Au2 GGA LDA experimental
dimer(Å) 2.523 2.432 2.470

binding energy(eV) 2.244 2.954 2.290±0.008

The binding energy per atom shows thatAuhave planar structures.

The stable configurations of andAu clusters are shown in Fig.3.2 which were drawn

by XCrySDEN (Crystalline Structures and Densities) program [118]. The cited works

in the literature show that, generally,Au clusters have planar structures(2D). As seen

in Fig. Fig.3.2(a),Auclusters favor planar structures within GGA.Au3 shows a trian-

gular structure.Au4 favors a parallelepiped. But,Au5, Au6 and Au7 show two stable

structures. Some structures are not symmetrical. Although we tried to test the stable

configurations already reported in the literature [18, 119, 23, 86, 87, 120], the stable

structures we find turned out to be different. These difference comes from using dif-

ferent methods. These differences are also due to the binding energy. We find that

the binding energy of configurations in the literature are smaller than our stable con-

figurations for Au and Ag clusters. Although, the stable configuration of Au5 is in

agreement with G. Bravo-Pérez et al., results [121], we obtain different frequencies

from theirs. We also find that the stable configuration of Au8. Au8 and Au4 have

similar shapes.

As seen in Fig.3.2 (b),Auclusters show planar structures with LDA. The same shapes

are found with GGA up to four atoms.Au5, Au6 andAu7 show two stable structures

as in GGA. But,Au5 andAu6 have different shapes than in GGA. Some structures are

not symmetrical like the structures in GGA.Au7 andAu8, show the same structures

as in the GGA.

We have calculated the density of states(DOS) and partial density of states (PDOS) of

the stable structure ofAu for GGA and LDA. GGA result is in agrement with LDA.

As an example,Au8 for LDA is given in Fig.3.2(c). Fig.3.2(c) shows that sp orbital

overlap near the Fermi surface in the highest occupied molecular orbital(HOMO) and
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Figure 3.2: The stable structures ofAun (a) within GGA and (b) LDA, (c) DOS and partial
DOS ofAu8 LDA (d) STM image for HOMO ofAu8 GGA, (e) STM image for LUMO ofAu8

GGA [19].

lowest unoccupied molecular orbital(LUMO), This shows that there is s-p hybridiza-

tion. The effects of d-orbitals are weak. It can be said that s-d hybridization in the

LUMO is weaker than that in the HOMO [19]. It is known that the major contribu-

tion to the weak s-d hybridization in the non-relativistic calculations, comes from the

s orbital[19, 122].

Here, we present for the first time, the STM images for small clusters investigated

in this work. STM images are important for investigation of adsorption of molecules

on surfaces. Bonding properties and hybridization can be clearly seen in STM im-

42



ages. We calculated the STM images at constant current and positif and negative bias

voltage of 2.45 and -2.45 eV respectively forAu8 in GGA and LDA.

STM images ofAu8 within LDA are in agreement with GGA. As an example, STM

image of Au8 for HOMO GGA is given in Fig.3.2(d). As seen in the figure, the

charge density between atoms is bigger, which results in covalent bonds. The left

side of Fig.3.2(d) shows the density in more detail. s-p hybridization is seen in the

leftmost bottom atom and the rightmost top atom and also in the atoms at the middle.

The strongest binding is in the rightmost bottom and the leftmost top atoms as seen

in the charge distribution. Fig.3.2 (e) shows that s-p2 hybridization occurs between

the atoms at the middle in the LUMO. s-p hybridization is seen also in the top and

bottom atoms, where the binding is stronger [19].

Figure 3.3: Vibration modes of stable configuration ofAun clusters obtained by using (a)
GGA and (b) LDA [19].
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Table 3.3: The normal mode frequency ofAu2 [19].

Au2 GGA LDA experimental

ω(cm−1) 172.99 204.92 191.00

We have also calculated the modes of vibrations of modes ofAu for GGA and LDA

and these are given Fig.3.3. We give only three highest frequency.

We compare the normal modes ofAu2 with available experimental data in Table.3.3

[91, 89]. The normal mode frequencies ofAu2 with the LDA is closer to the experi-

mental data than with the GGA result. We see that our results are in agreement with

the experimental data.

As seen in the Fig.3.3 (a), for GGA,ω = 159.58 cm−1 shows the symmetric stretching

in Au3, the other two frequencies correspond to the antisymmetric stretching. In

Au4, all frequencies correspond to antisymmetric stretching modes. InAu5, ω =

196.14 cm−1 shows the combination of scissor and antisymmetric stretching. This

frequency is smaller than that in the literature [83]. Other frequencies correspond to

antisymmetric stretching. InAu6, ω = 147.70 cm−1 is for the symmetric stretching,

others correspond to the antisymmetric stretching. InAu7, ω = 179.92 cm−1 is for

scissor stretching, all of the other frequencies correspond to antisymmetric stretching.

In Au8,ω = 200.38 cm−1 andω = 200.11 cm−1 correspond to the scissor stretching.

As seen in Fig.3.3, all frequencies forAu4 correspond to the similar modes in both

LDA and GGA. Whileω = 185.76 cm−1, ω = 185.51 cm−1 in the Au8, ω = 182.07

cm−1 in theAu6 correspond to the scissor stretching,ω = 185.51 cm−1 in theAu8 is

for the combination of scissor and symmetric stretching. Asω = 184.71 cm−1 in Au3

andω = 173.04 cm−1 in Au6 are for the symmetric stretching, others correspond to

the antisymmetric stretching [19].
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3.4 Vibrational Modes and The Stable Configurations ofAgClusters

The binding energy per atom shows thatAg clusters have planer structures likeAu

cluster.

The stable configurations ofAgare shown in Fig.3.4(a) and (b) within GGA and LDA

[19]. The cited works in the literature show that, generally,Au clusters have planar

structures(2D), whileAgclusters have both 2D and 3D structures.

Figure 3.4: The stable structures ofAgn (a)within GGA and (b) LDA, (c) DOS and partial
DOS ofAg8 LDA (d) STM image for LUMO ofAg8 GGA, (e) STM image for HOMO ofAg8

GGA [19].

As seen in Table. 3.4, our results [19] are in general agreement with the experimental

data [89, 123]. Fig.3.4 shows thatAg3 has triangular structure although we begin
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with an initially open angle configuration. ForAg4, a parallelepiped is the most stable

configuration. Ag5 has two stable configurations [19]. In addition to the shape of

Ag4, there exists another configuration which is different from that in the literature

[18, 20, 21, 122].Ag6, Ag7 show similar structures toAg5. Ag8 is like Ag4 but different

from that in the literature [18, 20, 21]. They found thatAg clusters undergo a 2D to

3D geometry transition fromAg6 to Ag7. We do not observe this transition. This may

come from using different pseudopotential and wave function basis set. The shapes

of theAg7 andAg8 are similar toAu7 andAu8, respectively. The GGA structures for

Ag3, Ag4, Ag6, Ag7 andAg8 are similar to that with LDA as shown in Fig.3.2. But for

Ag5, we find only one stable structure with LDA.

We have calculated the DOS and PDOS of Ag clusters for GGA and LDA. As an

example,Ag8 is given in Fig.3.4 (c) for LDA. GGA PDOS and DOS are similar to

that in LDA. The major contribution comes from the s orbital in both HOMO and

LUMO. While s-d hybridization in the HOMO is strong, it is weak in the LUMO.

We have calculated STM images of Ag8 for GGA and LDA. LDA results are in agree-

ment with GGA. As an example, STM images of Ag8 in GGA are given in Fig.3.4(d)

and (e). charge distribution between atoms is denser, as in Au8. In the HOMO and

LUMO the s orbital is more effective than d orbital. Binding in the top and bottom

atoms is stronger.

We have also calculated the modes of vibrations ofAg for GGA and LDA and these

are given Fig.3.5(a) and (b). We give only three highest frequency.

We compare the normal modes ofAg2 with available experimental data in Table.3.5

[89, 91]. The normal mode frequencies ofAg2 with the LDA is closer to the experi-

mental data than with the GGA result. We see that our results [19] are in agreement

with the experimental data.

R. Fournier [82] calculated the normal mode of some stable configurations of Ag

clusters. Fournier found that there is a noticeable jump in the largest frequency from

N=6 to N=7 clearly due to the change from planar to 3D structure. We do not observe
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Table 3.4: The dimer length and binding energy of Ag clusters [19].

Ag2 GGA LDA experimental
dimer(Å) 2.589 2.174 2.53

binding energy(eV) 0.850 1.070 0.83

Table 3.5: The normal mode frequency ofAg2 [19].

Ag2 GGA LDA experimental

ω(cm−1) 138.65 202.49 192.4

this transition.

The vibrational normal modes ofAg are given in the Fig.3.5 (a) for GGA, while

ω = 155.76 cm−1 in the Ag7 correspond to the scissor stretching,ω = 227.63 cm−1

andω = 203.72 cm−1 in Ag8 are for the combination of symmetric stretching and

scissor stretching. Whileω = 156.58 cm−1 in the Ag3 correspond to the symmetric

stretching, the others correspond to the antisymmetric stretching.

The vibrational normal modes ofAg are given in Fig.3.5(b) for LDA,ω = 202.22

cm−1 in the Ag4, ω = 197.95 cm−1 in the Ag6, ω = 215.77 cm−1 andω = 213.99

cm−1 in the Ag8 are for the scissor,ω = 273.83 cm−1 in the Ag7 correspond to the

the stretching. Whileω = 189.34 cm−1 in the Ag8 is for the symmetric stretching,

the others correspond to the antisymmetric stretching. As a result, the same structure

of Au andAg clusters have different vibrational frequencies, as seen inAu8 andAg8,

because of having different masses. The mass ofAu atom is bigger than that ofAg.

The frequency and mass are inversely related. Therefore, the vibration frequencies of

Ag clusters are greater than that of Au clusters for the same structure. On the other

hand, some vibrational modes withinAg4 andAg3 are smaller than that for the same

structure ofAuclusters due to having different angle and bonding properties.

Finally, we observe that our results are in agreement with experimental data for dimer

and bothAgandAuclusters have planar structures.
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Figure 3.5: Vibration modes of stable configuration ofAgn clusters obtained by using (a)
GGA and (b) LDA [19].

STM images and DOS are calculated forAg8 andAu8. For Au cluster, We see that

there exists a hybridization in both DOS and STM and that covalent binding is more

effective. ForAg clusters, s and d orbitals are involved in metallic binding which is

more effective than covalent binding [19].

3.5 The Stable Configurations OfAunPtm Clusters

We obtain the same method as above the stable structures ofAunPtm up tom+ n = 6

atom. The bond length ofAuPt cluster for GGA , LDA and experimentally respec-

tively, 2.52, 2.43 and 2.60 Å[124]. GGA results are in good agreement with exper-

imental data. The binding energy ofAuPt cluster for GGA and LDA are 2.58 eV

and 3.22 eV, respectively. Total and absolute magnetization ofAuPt are 1.16 Bohr

mag/cell and 1.35 Bohr mag/cell for GGA, for LDA, 1.24 Bohr mag/cell and 1.29

Bohr mag/cell, respectively.
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Figure 3.6: The stable structures ofAunPtm within GGA and LDA.

We calculated the binding energy as flows;

EB = Ecluster− M ∗ EAu− N ∗ EPt. (3.2)

whereEAu andEPt, Ecluster denote the energy of a single atom and the total energy of

an atom in the cluster respectively andM andN are the number of atoms of Au and

Pt respectively.

The binding energy per atom shows thatAumPtn clusters have favor planar structures.

The stable configurations, binding energy and magnetic moments ofAumPtn clusters
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are shown in Fig.3.6. We see that GGA results are in agrement with LDA results as

seen in Fig.3.6. We find thatAu3Pt3 have similar shape in both LDA and GGA.

3.6 NH3 and H2S Adsorption on Au3Pt3 Cluster

Despite of all these investigations, the work onAu3Pt3 cluster is really scarce. We

therefore consider the adsorption ofNH3 andH2S on Au3Pt3 clusters [24]. Catalytic

activity increases as the cluster size is getting smaller. This is why we consider the

Au3Pt3 cluster. There are different reasons for studyingNH3. The nitridation of

silicon surface is of technological importance. The resulting silicon nitride acts as a

dielectric layer in metal-insulator-semiconductor devices [125, 126, 127]. Ammonia

dehydrogenation and oxidation have been extensively studied [128, 129, 130, 131,

132, 133]. The adsorption of ammonia on nanostructures is important for controlling

the catalytic processes in gas generators. This is also important for oxygen production

for electric fuel cells [24, 134, 135].H2S, on the other hand, is toxic and corrosive.

It presents serious problems to the environment and industry. It is therefore of both

scientific and technological importance to develop nanoscale sensors in addition to the

more traditional macroscopic scaleH2S sensors [136, 24]. In a part of this chapter,

we give information aboutNH3 andH2S adsorption onAu3Pt3.

3.6.1 Computational Details

PWSCF [15] is used in our calculations. We carried out all calculations at theΓ -

point. We have used two different approximations: GGA and LDA for establishing

the equilibrium structure ofAunPtn cluster up to n=3 atoms in vacuum. We find simi-

lar equilibrium structures forAu3Pt3 within GGA and LDA. We have also established

the equilibrium structure forNH3 andH2S by using the same method.

We have used the ultrasoft pseudopotentials within GGA and LDA [71, 109, 63, 137].

A cutoff energy of 408eV is used with the planewave basis. Hellmann-Feynman

forces and conventional minimization techniques are used to determine the equilib-
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rium structure.

We calculate the adsorption energy, as follows;

Ea = −(Etotal − Ecluster− Eadsorbate). (3.3)

whereEclusterandEadsorbatedenote the energy of the isolatedAu3Pt3 and the adsorbate,

respectively.

We have investigated the charge transfer by using the Lowdin analysis [138].

The energy levels and charge densities are calculated for energies around the Fermi

level [24].

3.6.2 The Electronic Properties of NH3 and H2S Adsorption on Au3Pt3 Cluster

We tried six possible configurations for adsorption ofNH3 andH2S onAu3Pt3 cluster,

as shown in Fig.3.7.

We see that the relaxed structures for starting B2 and H2 configurations are the same

for GGA. The initial and stable configurations are given in Fig.3.7. As seen in Fig.3.7

(b)-(d) and (f), the strong interaction betweenPt andN atoms results in the modifi-

cation ofAu3Pt3 cluster for H1,H2,T1 and B1 -sites. Fig.3.7(e) shows that the shape

of the cluster is not modified after the interaction only for the T2-site where the inter-

action betweenAuandN is weaker. It is important to note that the cluster transforms

from a planar to a three -dimensional structure in cases of adsorption on H1, H2, T1

and B1 -sites forNH3 and H1- and H2- sites forH2S within GGA and B2- site for

NH3 and T1- site forH2S within LDA [24].

The calculated adsorption energies and bond lengths ofNH3 on Au3Pt3 are given in

Table 3.6 We observe that the most stable structure is H2 with the largest adsorption

energy. The smallest bond length betweenPt andN is for the H2- site which is close

to the experimental value of (2.01(Å)) [139]. There is a stronger interaction between

Pt andN atoms than betweenAu andPt so that they have smaller bond lengths.N

51



H1

H2

T2

T1

Pt

Au

  H

S

N

Relax

Relax

Relax

Relax
Relax

Relax

Relax

Relax

Relax

Relax

B1

B2

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(ı) (j)

(k)

Pt

Pt

Pt

Figure 3.7:Au3Pt3 - NH3 and -H2S within GGA, (a) the stable configuration ofAu3Pt3, (b)
initial (left)and final (right) configurations at H1 (c) initial (left) and final (right) configura-
tions at H2, (d) initial (left) and final (right) configurations at T1, (e) initial (left) and final
(right) configurations at T2, (f) initial (left) and final (right) configurations at B1, (g) initial
(left) and final (right) configurations at H1 forAu3Pt3- H2S, (h) initial (left) and final (right)
configurations of H2, (i) initial (left) and final (right) configurations at T1, (j) initial (left) and
final (right) configurations at T2, (k) initial (left) and final (right) configurations at B1 [24].

atom prefers to bind to thePt atom. The bond length betweenAuandN is longest for

the T2- site. It is close to the bond lengths given in the literature [140, 141].

The total charge transfers are given in Table.3.6 forNH3 adsorption onAu3Pt3 within

GGA. While the charge onAu3 increases, the charge onPt3 andNH3 decreases as

seen in Table.3.6 for H1, H2 -sites. There is charge transfer fromNH3 to Au3Pt3

cluster. The total charge onAu3 and Pt3 increases but the charge on thePt atom
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Table 3.6: GGA results forNH3 onAu3Pt3: adsorption energiesEa (eV), bond lengths (d) (Å),
the total charge transfer from the adsorbate toAu3Pt3 (∆ρ), total magnetization (M)(µB/cell)
for all sites, NB stands for ’not binding’ [24].

H1 H2 T1 T2 B1
Ea 1.39 1.64 1.12 1.00 1.44

d (Au-N) NB NB NB 2.24 NB
d (Pt-N) 2.14 2.11 2.17 NB 2.14
d (Au-Pt) 2.69 2.64 2.65 2.65 2.66
d (N-H) 1.02 1.02 1.02 1.02 1.02
d (Pt-Pt) 2.63 2.62 2.62 2.61 2.62

∆ρ(e) 0.18 0.16 0.17 0.26 0.16
M 3.22 3.11 3.20 3.38 3.20

which bindsN decreases. The charge onNH3 decreases for T1- and B1- sites. For

the T2- site, the charge transfer is similar to the case of T1- site but in addition, there

is a charge transfer betweenAuandPt atoms.

The total magnetization ofNH3 onAu3Pt3 is given in Table.3.6. Magnetization values

are closer to each other for all sites within GGA.

We have also calculated the energy levels and charge densities near the Fermi level at

theΓ -point for spin up and spin down states within GGA. Energy levels and charge

densities, for five configurations and for the bareAu3Pt3 cluster are given in Fig.3.8.

Fig.3.8 (b) and (c) show that charge distributions for the highest occupied molecular

orbital (HOMO) are on thePt andAu atoms and the bond betweenPt andN. This

result is in agrement with the charge transfer analysis. Fig.3.8 (d) shows that the

charge distributions for the HOMO, there is the charge onPt and Au atoms. This

charge distribution is also reflected on the charge distribution of the HOMO. For

T2, charge distributions are on thePt andAu atoms as seen in Fig.3.8 (e). For B1-

site, Generally, the charge distributions on the HOMO and the the lowest unoccupied

molecular orbital (LUMO) are on thePt andAu atoms as seen in Fig.3.8(f). LUMO

is closer to Fermi level for B1-site as in Fig.3.8(f).

We have done the same calculations within LDA. Adsorption energy (Ea), bond

lengths (d), M,∆ρ are given in Table 3.7.

The calculations for the adsorbate at the H1,H2 and B1-sites are not converged. The

most stable configuration is for the T1 -site as seen in Table 3.7.
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(b) H1, (c) H2, (d) T1, (e) T2, (f) B1 (line shows spin up states. Dashed line shows spin down
states) [24].

N prefers to bind to thePt atom. These results are in agrement with the GGA results.

The total magnetization for B2-site is zero. The highest magnetization value is for

the adsorption to the T2- site. The stable configurations are given in Fig.3.9.

The energy levels and charge densities near the Fermi level for spin up and spin down

states are given in Fig.3.10 (a)-(c). Generally,the charges are on theAu3Pt3 cluster.

The results show that the calculated values strongly depend on the type of exchange-

correlation functional used.

We performed the same calculations forAu3Pt3-H2S. The stable and initial configura-

tions are given in Fig.3.7 (g)-(k). We obtain similar configurations as inAu3Pt3-NH3.
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Table 3.7: LDA results forNH3 on Au3Pt3: adsorption energiesEa (eV), bond lengths (d)
(Å), the total charge transfer from the adsorbate toAu3Pt3 (∆ρ(e)), total magnetization (M)
(µB/cell)for all sites [24].

T1 T2 B2
Ea (eV) 2.26 1.78 2.16

d (Au-N) NA 2.13 NA
d (Pt-N) 2.04 NA 2.07
d (Au-Pt) 2.52 2.56 2.57
d (N-H) 1.03 1.03 1.03
d (Pt-Pt) 2.62 2.54 2.53
∆ρ (e) 0.32 0.31 0.27

M 0.96 3.00 0.00

Relax

Relax
Relax

Relax

Relax

(a) (b)

(c)

(d)

(f)

Relax

(e)

Relax

(g)

Figure 3.9:Au3Pt3- NH3 andAu3Pt3- H2S for LDA, (a) initial (left) and final (right) con-
figurations at T1 (b) initial (left) and final (right) configurations at T2, (c) initial (left) and
final (right) configurations at B2, (d) initial (left) and final (right) configurations at H2 for
Au3Pt3- H2S, (e)initial (left) and final (right) configurations at T1 forAu3Pt3- H2S, (f)initial
(left) and final (right) configurations at T2 forAu3Pt3- H2S, (g)initial (left) and final (right)
configurations at B2 forAu3Pt3- H2S [24].

There is a strong interaction betweenS and Pt atoms. The shape of the cluster is

modified after the adsorption, as seen in Fig.3.7(g) and (h).

Adsorption energies and bond lengths calculated within GGA are given in Table.3.8.

We see that the relaxed structures for starting B2 and H2 are the same [24]. The most

stable configuration is H1. The bond length betweenAu-S andPt-S are in agrement
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Figure 3.10: Energy levels and charge densities withinAu3Pt3-NH3 and Au3Pt3-H2S for
LDA; (a) NH3 at T1 -site, (b)NH3 at T2 -site, (c)NH3 at B2- site, (d)H2S at H2 -site, (e)
H2S at T1 -site (f)H2S at T2 -site, (g)H2S at B2 -site [24].

with the available literature [142, 143].

The total charge transfers are given in Table.3.8 within GGA. The charge on thePt

atom which bonds toS atom increases for H1- and H2- sites. The charge onH2S

decreases for H2-, T2- and H1- sites but overall, the charge on theAu3Pt3 cluster

increases.

For T1- and B1-sites, the charge on theAu3 atoms decreases,Pt3 atoms increases,

There is also charge transfer toAu andPt atoms. The charge on theH2 atoms in-

creases for T1- and B1- sites. The charge on theAu3 atoms increases,Pt3 atoms

decreases within T2. There is a net charge transfer fromH2S to theAu3Pt3 cluster for
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Table 3.8: GGA results forH2S onAu3Pt3: Ea (eV), bond lengths (d) (Å) and the total charge
transfer from the adsorbate toAu3Pt3 (∆ρ(e)), total magnetization (M) (µB/cell) for all sites
[24].

H1 H2 T1 T2 B1
Ea 1.61 1.60 1.16 0.84 1.16

d (Au-S) NB NB NB 2.428 NB
d (Pt-S) 2.256 2.25 2.25 NB 2.26
d (Au-Pt) 2.68 2.68 2.62 2.65 2.62
d (S-H) 1.37 1.37 1.37 1.36 1.37
d (Pt-Pt) 2.63 2.63 2.69 2.60 2.69
∆ρ (e) 0.18 0.18 0.24 0.37 0.24

M 3.08 3.10 2.49 3.35 2.51

all sites.

The total magnetization ofAu3Pt3- H2S is given in Table.3.8 within GGA. Generally,

the magnetization values are close to each other. The smallest magnetization value is

for the adsorption on T1- site.

We have calculated the energy levels and charge densities corresponding to states

around the Fermi level for spin up and spin down states. Energy levels diagrams

and charge densities for five configurations and for bareAu3Pt3 cluster are given in

Fig.3.11.

Fig.3.11(a) shows that, generally the charge distribution are on theAu andPt atoms

for H1- site. But there exists the charge distribution on theS atoms for the LUMO.

For H2- site, It has similar charge distribution to H1- site as seen in Fig.3.11(b). The

charge density are on theAu, Pt and the bond betweenPt andS atoms for T1- site

(Fig.3.11(c)). But for, there is no charge density onPt which binds toN for the

LUMO. For T2- site, Fig.3.11(d) shows that there exists charge on theAu and Pt

atoms. For the HOMO, while there exists charge on thePt atom which bonds to

S atoms, there is no charge on the bond betweenPt and S atoms within B1- site

(Fig.3.11(e))for the LUMO. The LUMO is closer to Fermi level for H1-, H2-, T1-

and B1- sites as seen in Fig.3.11(a),(b),(c), and (e). These results are in agrement

with the charge transfer results.

Ea, d , M, ∆ρ values calculated within LDA are given in Table.3.9. The self- consis-

tent computation for the adsorbate at the H1 and B1-sites are not converged. There

57



-2

-1

0

1

2

E
n

er
g

y
 (

eV
)

-2

-1

1

2

0

-2

-1

1

2

0

-2

-1

0

1

2

-2

-1

0

1

2

ρ

ρ

E
F

ρ

ρ

(a)

(d)
(e)

(b) (c)

Figure 3.11: Energy levels and charge densities withinAu3Pt3-H2S for GGA; (a) H1, (b)H2,
(c) T1, (d) T2, (e) B1 [24].

are no relaxed structures for these sites. The adsorption of the B2 -site shows a to-

tally different structure from others.H2S dissociates at this site. The dissociatedH

binds toPt. The remainingS binds to bothAu andPt with its H attached as seen in

Fig.3.9(g)[24]. The bond length ofPt-H is in agreement with literature [106, 144].

The adsorption energies calculated are bigger than those calculated within GGA. The

most stable configuration is B2- site, as seen in Table 3.9. The highest magnetization

value is for the adsorption to T2- site. There is total charge transfer from the adsor-

bate to cluster but there occurs a charge transfer to bothH from the bindingPt andS

atoms. The stable configurations are given in Fig.3.9. The energy levels and charge

densities near the Fermi level for spin up and spin down states are given in Fig.3.10

(d)-(f) and in in Fig.3.12.Generally, there are charges on theAu3Pt3 cluster. There is
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Table 3.9: LDA results forH2S on Au3Pt3: Ea (eV), bond lengths (d) (Å)the total charge
transfer from the adsorbate toAu3Pt3 (∆ρ(e)), the total magnetization (M) (µB/cell)for all
sites [24].

H2 T1 T2 B2
Ea 1.43 2.05 1.61 8.59

d (Au-S) NB NB 2.31 2.33
d (Pt-S) 2.22 2.19 NB 2.23

d (Au-Pt) 2.56 2.54 2.56 2.62
d (S-H) 1.40 1.37 1.36 1.37
d (Pt-Pt) 2.69 2.61 2.53 2.58
d(Pt-H) NB NB NB 1.73
∆ρ(e) 0.50 0.40 0.43 0.25

M 1.00 1.00 3.00 1.09

a charge on the bond betweenAu-S for B2-site, as seen in Fig.3.12.
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Figure 3.12: Energy levels and charge densities withinAu3Pt3-H2S for B2 within LDA [24].

We observe thatAu3Pt3-NH3 andAu3Pt3-H2S have Fermi levels between the HOMO

and the LUMO for all sites. There is a charge transfer from the adsorbate toAu3Pt3

cluster in accordance with the Löwdin analysis. It makesAu3Pt3 cluster semicon-

ducting.

The results indicated generally that the electronic and geometrical factors are playing

key roles for adsorption sites. Adsorption energies within GGA (LDA) are bigger

for the sites H1 and H2 (T1 and T2) with higher coordination numbers forNH3.

The bond lengths between the adsorbates and thePt atom are the shortest. ForH2S,

adsorption energies within GGA (LDA) are bigger for the sites H1 and H2 (B2) with
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higher coordination numbers. The adsorption ofH2S to the B2 -site shows a totally

different structure from others.H2S dissociates at this site within LDA.

There is a strong interaction betweenPt and N atoms and also betweenPt andS

atoms . Some of configurations are modified after the interaction. The clusters trans-

forms from a planar to three dimensional structures for these sites [24]. We see that

bond lengths betweenAu and N, Pt and N, Au andS, Pt andS, Pt and H are in

agreement with the available literature [106, 139, 140, 141, 142, 143, 144].

There is a charge transfer from the adsorbate to theAu3Pt3 cluster according to the

Löwdin analysis. We see that total charge transfer and total magnetization values are

closer to each other for all sites within GGA. LDA results give smaller total magneti-

zation and bigger charge transfer than GGA.

We have also calculated the energy levels for all configurations. We observe that the

energy levels around the the Fermi level correspond to charge distributions which are

in agrement with the results of the Löwdin analysis.

Comparing d andEa for both adsorbates, we see thatPt-N interaction is generally

stronger thanPt-S interaction, as a result of this,Ea in NH3 adsorption (d) is bigger

(smaller) than inH2S adsorption, with the exception of B2- site within LDA [24].

60



CHAPTER 4

Au8 CLUSTER ADSORPTION ON Si(100):2x1 ASYMMETRIC

SURFACE

In this chapter, we investigate the adsorption of Au8 cluster onto H-terminated Si(100):2x1

asymmetric surface [2].

A group of adsorption studies onS i(100) concentrates on problems associated with

the electronic device applications; namely the metal contacts needed in this technol-

ogy [145, 146, 147, 148, 149, 150, 151]. The study of adsorption of the nano-clusters

on S i surfaces is developing fast. J.Mach et al. [152] investigated the influence of

atomic hydrogen on theS i(100) substrate with submonolayer gallium surface phases

as well as the deposition of gallium on monohydride terminatedS i(100):(2x1)-H sur-

face using synchrotron radiation photoelectron spectroscopy and low energy electron

diffraction.

G. Lee et al. [153] studied thallium nanoclusters onS i (111):7x7 by using density

functional total energy calculations. They found that thallium is unstable with the

triangular cluster in comparison with clusters of other group III elements (Al, Ga,

and In).

There is less information about gold cluster adsorption onS i surfaces. L. Zhang

et al. [154] investigated the influence of substrate temperature on the adsorption of

submonolayerAu on S i(111):(7x7) surface by using scanning tunneling microscopy.

When the substrate temperature is increased from room temperature to 5650C, they

observed a 5x2 reconstruction as a result of interaction betweenAuandS i atoms.
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L.Zhao et al. [155] have grown dome-shaped gold nano-particles onH-S i (100) and

have shown the gold-silicide formation at the interface.

S.Konar et al. [26] investigated atomic gold chain formation on hydrogen terminated

Si(001):(1x1) surface by using density functional theory (DFT) based total energy

calculations. The adsorption of gold linear chain on silicon (001):(1x1) surface is

carried out for various submonolayer coverages by removing desired hydrogen atoms

from the surface. They found that the chainlike structures of Au atoms are favorable

and that favorable sites change with increase in the coverage.

B.Yoon et al. [31] have shown that charging of theAu8 cluster onMgO is very im-

portant in increasing their chemical activity. The cluster-solid surface bond length

distribution and size -selected cluster deposition on solid surfaces are studied experi-

mentally and theoretically [156, 157].

Despite of all earlier investigations there is still a need to understand better the inter-

action between the adsorbed cluster and theS i substrate. In this work, we, therefore,

investigate the adsorption ofAu8 cluster on hydrogen terminatedS i(100)-4x4 surface

by using DFT within local density approximation (LDA) and generalized gradient

approximation (GGA). In the absence of the experimental information it makes sense

to start first with the simplest calculations. We consider only eight atoms in the clus-

ter, which makes the total number of atoms considered in this work 120 [2].Au8

clusters are important because they are the smallest clusters with catalytic activity

[31]. There are several investigations in the literature showing that the shape of the

adsorbed cluster does not change much for a large number of atoms in the cluster

[158, 159]. This is why we consider a small cluster. There is no reported work about

Au8 cluster adsorption onS i(100) surface, up to now.

We have calculated the adsorption energy, band structure and charge distribution.

Our results show that the shape of the adsorbedAu8 cluster changes depending on the

adsorption site. We show that the shape of the adsorbed cluster and adsorption energy

change both with the numbers ofS i andAuatoms interacting with each other [2].
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4.1 Computational Details

We have used PWSCF program [15]. The kinetic energy cutoff of plane waves is

taken as 408 eV. TheAu-cluster andS i substrate complex is modelled by a periodic

supercell. This super cell consists of sevenS i layers in including a surface cell,

S i(100) p(2x1) asymmetric surface, which is modelled by [160]. The supercell are

separated by about 10Å. The dangling bonds of the lower surface atoms in the slab

were saturated with hydrogen atoms. Saturation withH is needed to the stabilize

configuration of the substrate. The supercell contains 96S i, 16 H and 8Au atoms

[2].

The Brillouin-zone (BZ) sampling is performed using 2x4x1 grid of Monkhorst-Pack

[161] special k points and using a Methfessel and Paxton [162] smearing approach

for the electronic states near the Fermi level, with a Gaussian width of 0.02 Ry. The

figure of BZ is given as Fig.3 in the paper by Ramstad et al.,[160].

The choice of exchange-correlation (xc) functional is one of the essential points in

all DFT calculations. We have used the ultra soft pseudopotentials (Perdew-Zunger

[109] and Perdew-Burke-Ernzerhof [63, 163] and Rabe Rappe Kaxiras Joannopoulos

[137] exchange-correlation (xc).

The adsorption energy is defined as

Ea = Etotal − Es− Ec. (4.1)

where,Etotal, Es andEc are energies ofS i substrate+cluster, the isolatedS i substrate

and the metal cluster, respectively.

Firstly, We obtain the stable configuration ofAu8 clusters within GGA and LDA in

previous chapter. We find similar structures forAu8 cluster within GGA and LDA.

Then,S i-H system is relaxed to equilibrium keeping the lowest twoS i layers fixed.

The Hellmann-Feynman forces on the atoms after the ionic relaxation are smaller

than 0.005 eV/Å. We use an orthorhombic supercell in this calculation. The lattice

constants of the supercell are a= 15.20, b= 15.35 and c= 30.41 Å.
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We calculated the charge transfer by using the Löwdin analysis [2, 138]

4.2 Si Bulk and Si(100):2x1 Asymmetric Surface

TheS i bulk structure is decided by (sp3) hybridization ofS i atoms, resulting in four

equivalent covalent bonds to nearest neighbors in a tetrahedral coordination. The

bulk lattice has diamond structure with a basis formed by twoS iatoms at (0,0,0) and

(1/4,1/4,1/4) respectively as seen in Fig.4.1

(a)

(b)

(c) (d)

(e)

Figure 4.1: (a)The bulk structure ofS i, (b) The band structure of bulkS i, (c) Top view of the
ideal surface ( Smaller and darker circles show deeper atoms) [160], (d) p(2x1) asymmetric
surface [160].

We found that the lattice constant is 5.41 Å. This is in agrement with experimental

data [164] within LDA. The Energy band diagram is given in Fig.4.1(b) for the bulk.

The reactivity of theS isurface is in part due to dangling bonds.S iatoms are bounded

fewer than four bulkS iatoms at the surface and leaving dangling bonds. TheS i(100)
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Table 4.1: The adsorption energies and bond lengths ofAu8 cluster for different sites on the
Si(100) :(2x1) surface [2].

Site d(Au-S i Å) d(Au-AuÅ) Ea(eV)

P 2.37 2.78 13.38
B 2.39 2.62 3.58
T 2.40 2.58 9.67
G 2.29 2.63 5.20

surface, atoms rearrange, that is a reconstruction occurs to minimize the total energy

and eliminate the dangling bonds. Its surface geometry shows different properties

from the that of bulk [165]. There exists a number of differently reconstructedS i(100)

surface, such as , p(2x1)symmetric, c(4x2) and p(2x1) asymmetric surface. Between

them, we choose p(2x1) asymmetric surface. The shape of the reconstruction p(2x1)

asymmetric surface and Si (100) asymmetric surface are given in Fig.4.1(d) and (e).

Asymmetric surface have lower energy than symmetric surface [160].

4.3 Electronic and Structure Properties Analysis

We consider four possible configurations for theAu8 cluster for adsorption onS i

surface. The top site (T) which is directly above aS i -atom, the bridge site (B) at the

midpoint of aS i andS i bond, groove site (G) is the midpoint on the atomic groove

of S i surface and parallel configuration (P) in which the adsorbate lies parallel to the

surface.

The stable configurations ofAu8 onS isurface and initial configuration in the cell are

given in Fig. 4.2. For LDA, there is no change in the shape ofAu8 cluster in the G-,

B-, P- configurations, but the shape of the cluster is modified in the T- site geometry,

S i-Au interaction is stronger than theAu-Au interaction. Thus, the bond betweenAu-

Au breaks,Au8 cluster is modified more in this configuration, as seen in Fig. 4.2b. In

the P- site geometry, there is a little modification in the cluster.

The adsorption energies, maximum and minimum distances betweenS iandAuatoms

andAu-Auatoms within LDA are given in Table.4.1.

65



Bridge

Au

Si

H

Groove
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(a)

(b)

Figure 4.2: The configuration ofAu8 onH-S i (100) system a) orthorombic unit cell and stable
configurations of Au8 cluster adsorption on different sites of the H-terminated Si (100) surface
[2].

The adsorption energy for the P-configuration is much larger as seen in Table.4.1. The

number of gold atoms interacting withS isurface are more than those in other sites, so

the adsorption energy for P- configuration is bigger, even though theAu-S i distance

for G- site is smaller than that for the P- site. The adsorption energy for G- site is

higher than the B- site. Furthermore, the bond length betweenAu-S i atom is smaller

than that for the other sites. In the G- site, the number of surface atoms interacting

with Au8 cluster are bigger than for the B- site. These results show clearly that the

shape of the adsorbed cluster and adsorption energy change both with the numbers of

S i andAuatoms interacting with each other.
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The band structure and charge density of the four configurations and bareS i surface

within LDA are given in Fig. 4.3 and Fig. 4.4 [2].
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Figure 4.3: Electronic energy bands ofAu8 on H-S i (100) system for theAu8 cluster on the
B-, G- sites and for the bareH-terminatedS i (100) within LDA [2].

Band structure ofS islab has been found to have semiconducting properties in agree-

ment with the literature [160]. It is interesting to note that while for B-, T- and P-

sites, these systems show semiconducting properties, For G- site, the system may be

metallic. The physical properties of the substrate with gold cluster is found to change
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Figure 4.4: Electronic energy bands ofAu8 on H-S i (100) system for the Au8 cluster on the
P- and T- sites within LDA [2].

with respect to the location of the cluster.

We also calculate the charge densities within LDA for four configurations near the

Fermi level at the Gamma point. The charge density is given in Fig. 4.3 for the slabs

with the cluster on B- site. The Charge densities corresponding to bands just under

and above the Fermi level are mainly on theAu atoms and also in theAu-S i bonds.

There is little charge on theS i surface coming from the band just under the Fermi

level. But in the G- site, charge density corresponding to bands just under the Fermi

level is on the surface atoms, charge density is mainly onAu andS i atoms above the

Fermi level. The charge is denser nearAuatoms which are away from the surface.

The charge distribution and bands within LDA are given in Fig.4.4 for the P-configuration

and T-site. Charge densities corresponding to bands just under and above the Fermi

level are mainly on theAu8 cluster for both sites. There is a little charge on theS i

surface and the charge is in betweenAu-S i atoms for both.
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We have also investigated the charge transfer betweenAu8 cluster andS i surface by

means of L̈owdin analysis for four configurations. For B-, T- and P- site, there is

a charge transfer from the surface to theAu atoms resulting in a decrease on theS i

atoms near theS i surface. We also observe that there is a charge transfer betweenS i

atoms. In the G- site geometry, there is a charge transfer from the surface to theAu

atoms. But the charge onAu atoms which have four bonds at the middle decrease,

while the charge onS iatoms which binds toAuatoms increase. The charge on other

S i atoms which binds to otherAuatoms decreases.

0.0

0.15

Figure 4.5: The charge density ofAu8 on H-S i (100) system for the Au8 cluster on the G-site
site within LDA [2].

We calculate the charge density of theS i slab with the cluster in four configurations.

For brevity, we give only the charge density for G- site in Fig. 4.5.Au-S ibonds have

covalent character as seen in the figure. Charge is also in theS i-S ibonds. Both bonds

show covalent character. These results show clearly that the shape of the adsorbedAu8

cluster depends on the adsorption site.

The total density of states(DOS), partial density of states (PDOS) and local density

of states (LDOS) are given in Fig.4.6. These are in line with our band structure and

charge transfer results. The Fermi level is at a position with finite DOS only for the

G-site case. This is in agreement with our earlier suggestion that theAu8 cluster at
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Figure 4.6: The density of states (DOS) ofAu8on H-S i (100) and partial density of states
(PDOS) forAu8 cluster for different sites. the Local density of states (LDOS) are given for
different layers of the theAu8. (the first layer is twoAuatoms closest to the surface (as shown
in Fig.4.2 (b)) for B-G-P- sites,and it is the fiveAu atoms for T-site (as shown in Fig.4.2 (b))
(a) DOS and PDOS for B- site (b) LDOS for B-site (c) (DOS) and (PDOS) for G-site (d)
LDOS for G-site (e) DOS and PDOS T-site (f) LDOS for T-site (g) DOS and PDOS for P-site
(h) LDOS for P-site (i) DOS and PDOS for P-site GGA (j) LDOS for P-site GGA [2].

G-site yields a metallic complex.

We have also calculated the adsorption energy of gold cluster within GGA. For brevity,

we give only the electronic properties for adsorption on the P-configuration. We

find that adsorption energy is 10.25 eV. This is smaller than that of LDA. The band

structure and corresponding charge distributions are given in Fig.4.7. We obtain
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Figure 4.7: Electronic energy band ofAu8 on H-S i (100) system for the Au8 cluster on the
P-site within GGA [2].

very similar bands and the corresponding charge distributions as in LDA for the P-

configuration. We investigate the charge transfer betweenAu8 cluster andS isurface.

We observe that there is a charge transfer from the surface toAu atoms as in LDA

for the parallel site. We see that GGA results are in general agreement with the LDA

results [2].

71



CHAPTER 5

CLUSTERS ADSORPTION ON GRAPHENE

5.1 Graphene

Graphene is receiving increasing attention in condensed matter physics because of

its unusual electronic properties. Electrons can travel in graphene thousands of inter-

atomic distances without any scattering [34, 35, 39]. Graphene is a conductor with

remarkable electronic properties [36, 37, 166, 167, 168]

Graphene is described as a a flat monolayer of carbon atoms tightly packed into a

two dimensional honeycomb lattice. It is a fundemental building block for graphitic

materials of all other dimensionalities. Fullerenes (0D) is to be formed by wrapping

up graphene and graphite (3D) is the 3D form of graphene. Carbon nano tube (1D) is

to be formed by rolling graphene as shown in in Fig. 5.1.

Graphene is widely studied theoretically and is used to explain properties of the var-

ious carbon- based materials [35]. Graphene is obtained experimentally for the first

time by a group of physicists from Manchester led by A.Geim and K. Novoselov

[34, 166, 169]. They began with three-dimensional graphite and subtracted a single

sheet (a monolayer of atoms)using micromechanical cleavage technique [34, 166,

169]. It is known that graphite is a layered material and can be described as a

number of graphene crystals weakly coupled together. This property is used by the

Manchester team. This finding is very important since two dimensional crystals exist

and they are stable under environmental conditions and show high structural quality

[34, 35, 36, 37, 38, 39, 169].
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Figure 5.1: Graphene can be wrapped up into 0D fullerenes, rolled into 1D nanotubes or
stacked into 3D graphite [35].

More than 70 years ago, Landau and Peierls claimed that strictly 2D crystals were

thermodynamically not stable and could not exist. Mermin extended this argument

by experimental observation. If the thin film thickness is decreased, the melting tem-

perature decreases so the films become unstable at a thickness of dozens of atomic

layers. 2D materials without such a 3D base were assumed not to exist until the

discovery of graphene [35].

Graphene has two atoms per 1x1 unit cell. This results in two conical points per Bril-

louin zone where band crossing occurs,K
′
andK as shown in Fig.5.2. The electron

energy is linearly dependent on the wave vector near these crossing points [169].

What makes graphene so interesting for researches? It has unusual transport and elec-

tronic properties. In condensed matter physics, Schrödinger equation is widely used.

It is enough to describe electronic properties of materials. But it is not enough for
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Figure 5.2: Band structure of graphene. (The conductance band touches the valence band at
the K and K’ points) [169].

graphene. Its charge carries similar to relativistic particles and described by starting

with the Dirac equation instead of the Schrödinger equation.

Graphene has a spectrum which is closely similar to the Dirac spectrum for mass-

less fermions. The Dirac equation defines relativistic quantum particles with spin

1/2, such as electrons. Although there is nothing actually relativistic about electrons

moving around carbon atoms, due to their interaction with the periodic potential of

graphene’s honeycomb lattice, new quasi particles occur at low energiesE. They are

described by the (2+ 1)- dimensional Dirac equation with an effective speed of light

vF ≈ 106m−1s−1. These quasi particle which are called fermions can be described

as electrons that have lost their rest massm0 or as neutrinos that acquired electron

chargee. A quasi particle in graphene shows a linear dispersion relationE = ~kvF as

if it was a massless relativistic particle. Due to the linear spectrum, it is excepted that

quasi particles in graphene may be treated differently from those in conventional met-

als and semiconductors where the energy spectrum can be estimated by a parabolic

(free electron-like) dispersion relation. From the point of view of graphene electronic

properties, it is a zero-gap semiconductor [35, 169].

Graphene begins to be widely used in technology. It has been shown that granu-

lated graphene of uncoagulated micrometer-size crystallites can be produced in a way

scaleable to mass production. Another interesting possibility is the use of graphene

powder in electric batteries. Due to large surface -to-volume ratio and high conduc-

tivity, it is possible to increase efficiency of batteries, taking over from the carbon
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nanofibres used in modern batteries [35].

It is found that epitaxial graphene has good properties for coherent nanoscale elec-

tronics applications [170]. Graphene is therefore finding application in areas, such as

hydrogen storage [35, 171, 172, 173, 174, 175, 176, 177], gas sensors [178, 169, 179]

and spin-valve devices [169, 180, 181].

In this chapter, we investigate the adsorption properties ofAunPtn cluster andBi, Bin

on the graphene surface.

5.2 AunPtn Clusters Adsorbed on Graphene

There are several investigations on metal atom adsorption and impurities on graphene

[41, 182, 183, 184, 185, 186, 187] as stated in chapter 1. Metal-graphene inter-

face is getting increasing attention in understanding the electronic transport through

a graphene sheet [41, 188, 189, 190].

The research on interaction between adatoms, molecules and graphene are develop-

ing rapidly [43, 191, 192, 193, 194, 195, 196, 197, 198, 199]. This is important in

controlling the modification of graphene [191].

H.Sevincli et al., [197] investigated electronic and magnetic properties of graphene

and graphene nanoribbons functionalized by 3d transition-metal (TM) atoms. They

found that binding energies of adsorbed TM atom depends on their species and cov-

erage density. Graphene is found to become a magnetic metal after the adsorption of

TM atoms.

K. T. Chan et al., [191] investigated the adsorption of twelve different metal adatoms

on graphene by using DFT with the generalized gradient approximation (GGA). They

investigated transition, noble, and group IV metals and found that the calculations are

in agreement with covalent bonding, and strong hybridization between adatom and

graphene.

The problem of gold atoms and dimers on the surface of graphene is investigated by
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R. Varns and P. Strange [192] using DFT. They found that the gold-gold interaction

is stronger than the gold-graphene interaction and the stable configuration of single

gold atom is whenAu is directly above a carbon atom. The dimer, on the other hand,

is directly above a carbon-carbon bond.

G.M.Wang et al [200]., have investigated the interaction of deposited gold adatoms

and dimers with multilayer relaxed graphite surfaces by using DFT with numerical

orbitals and a relativistic core pseudopotential.

The adsorption of singlePt atom andPt clusters on graphene and carbon nanotube is

investigated by D.H.Chi et al [201]., by using DFT within GGA. They found that the

Pt-Pt bond length and the charge transfer from Pt clusters to the nanotube change as a

function of cluster size. The catalytic activities ofPt cluster adsorbed on the nanotube

is found to be better than that of the free cluster.

Y.Okamoto [202] investigatedPt13 or Au13 cluster on graphene sheets and flakes by

using DFT. It is found that the stability of the interface increases by introducing five-

or seven-member rings into the graphene.

The cluster-graphene interface can be used to test our understanding of the fabrication

of electronic devices [191, 192, 203].

We are especially interested inAu and Pt. Au has poorer catalytic properties than

Pt. Au-Pt clusters show different catalytic and magnetic properties [106, 204]. To the

best of our knowledge, there is no work on interaction betweenAunPtn clusters and

graphene surface up to n=3. Catalytic activity increases as the cluster size is getting

smaller. This is why we calculate the adsorption ofAunPtn on graphene. In this work,

adsorption energy, band structure, charge transfers, are investigated by using DFT

within LDA and GGA. We have also included spin polarization in our calculation.

We observe thatAunPtn adsorption on graphene influences the electronic structure

drastically [3].
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5.2.1 Computational Details

The total energy and electronic structure calculations are performed with (PWSCF) [15].

The kinetic energy cutoff of plane waves is taken as 612 eV. We have used the ultra-

soft pseudopotentials within GGA (Perdew-Burke-Ernzerhof exchange -correlation

(xc)) and LDA [64, 71, 109, 137]. The Brillouin-zone (BZ) sampling is done by us-

ing 9x9x1 grid of Monkhorst-Pack [161] special k points and using a Methfessel and

Paxton method [162].

The structures investigated include a single graphene layer with (4x4) unit cell to

minimize the interaction between clusters on repeating slabs and aAunPtn cluster

adsorbed at different sites on the surface. Firstly, we obtain the stable configura-

tions of AunPtn clusters in vacuum. We find similar structures forAunPtn within

GGA and LDA. Then, the adsorbate+graphene system is relaxed to equilibrium. The

Hellmann-Feynman forces and conventional minimization techniques are used to de-

termine the equilibrium structures. Hellmann-Feynman forces after the ionic relax-

ation, are smaller than 0.001 eV/Å.

The adsorption energy is calculated as

Ea = −(Egc− Eg − Ec). (5.1)

where,Egc,Eg, Ec are energies of graphene-cluster, the free-standing graphene and the

cluster, respectively. Convergence criteria of total energy between two self consistent

field steps is taken to be 10−6 eV.

The charge difference is defined as;

∆ρ = ρtotal − ρgraphene− ρcluster. (5.2)

whereρtotal, ρgrapheneandρcluster are the total charge onAunPtn-graphene, graphene

and the cluster or atom, respectively. We have also included the spin polarization into

our calculations.
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We have investigated the charge transfer by using the Löwdin analysis [3]. It is

claimed that there are two charge transfer mechanisms. Firstly, it is the relative

position of the HOMO and LUMO of the adsorbate with respect to Dirac point in

pure graphene that determines the direction of charge transfer for paramagnetic ad-

sorbates [178, 205, 198]. O.Leenaerts et al., [178] have shown that if the HOMO is

above the Dirac point, there will be charge transfer to graphene. If the LUMO is bel-

low the Dirac point, there will be charge transfer to substrate. Secondly, the charge

transfer could also be determined by using hybridization of the HOMO and LUMO

with graphene orbitals. This orbital mixing with graphene orbitals results in effective

charge transfer and it occurs for all adsorbates [205, 178, 198].

There are some computational problems in the calculation of charge transfer by DFT

[198, 205]. O.Leenarts et al., [198, 205] has shown that the charge transfer between

paramagnetic molecules and graphene layer may crucially depend on the size of the

supercell used in the calculation [3].

5.2.2 Electronic Properties ofAunPtn Clusters Adsorbed on Graphene

We consider three possible sites for each adsorbate, namely the top site (T) which is

directly above aC -atom, the bridge site (B) at the midpoint of aC − C bond and

hollow site (H) on the center of the hexagon.

We find that wherever we start,Au atom always end up at the T-site on graphene

within LDA as seen in Fig. 5.3(a).Pt atom, on the other hand, prefers to stay on the

B-site site as seen in Fig. 5.3(b) and Fig. 5.3(b) within LDA and GGA [3]. These

results are in agreement with available literature [191, 192, 201].

The calculated binding energies, bond lengths and the charge transfer from the adsor-

bate to graphene are given in Table.5.1

As can be seen in Table.5.1. LDA binding energies are consistently larger than GGA

ones. The corresponding bond lengths are therefore shorter for LDA. These results are

in agreement with the available literature [192, 200].Pt atom has higher adsorption
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Figure 5.3: TheAunPtn-graphene structures within LDA. B: bridge site, H: hollow site and
T: top site (a) the stable configuration ofAu-graphene.(b) the stable configuration ofPt-
graphene. (c) initial (left) and final (right) configurations ofAuPt-graphene. (d) initial (left)
and final (right) configurations ofAu2Pt2-graphene. (e) initial (left) and final (right) configu-
rations ofAu3Pt3-graphene [3].

energy thanAu. The reason thatPt atom has large adsorption energy may be due the

strong hybridization betweenPt and adjacentC atoms [201]. As seen in Fig. 5.4(a)

there is no chemisorption betweenAu andC atoms forAu-graphene within GGA.

The initial configuration is given as B-site but after the interaction we observe thatAu

atom is moving up to a higher position as seen in Fig. 5.4 (a).

The charge differences are also as expected. There is a charge transfer from graphene

to gold, whereasPt is found to be a donor, transferring charge to the graphene in

Table 5.1:AuandPt on graphene: the bond length (d) the adsorption energy (Ea) and the total
charge transfer from the graphene toAu and fromPt to graphene for the most stable relaxed
position calculated by using LDA and GGA [3].

Adsorbate/xc Position d(Å) Ea(eV) Total charge transfer(e)

Au/LDA T 2.20 0.98 -0.19
Au/GGA B 3.64 0.14 -0.20
Pt/LDA B 2.06 2.74 0.14
Pt/GGA B 2.10 2.17 0.08
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Figure 5.4: TheAunPtn-graphene structures within GGA. (a) the stable configuration ofAu-
graphene. (b) the stable configuration ofPt-graphene. (c) initial (left) and final (right) con-
figurations ofAuPt-graphene. (d) initial (left) and final (right) configurations ofAu2Pt2-
graphene. (e) initial (left) and final (right) configurations ofAu3Pt3-graphene. (f) initial (left)
and final (right) configurations ofAu3Pt3-graphene [3].

agrement with available literature [192, 200, 201]. The charge transfer is shown in

Fig. 5.5 and Fig. 5.6 in more detail. The negative regions in this figure correspond

to decrease of charge from the vicinity. The spin polarized calculations yield lower

binding energy forAu in LDA (0.50 eV). Total magnetization of thePt-graphene

(Au-graphene) the system is found as zeroµB/cell (0.82µB/cell)for GGA.

The calculated binding energies, bond lengths, charge transfers and the magnetiza-

tion of the adsorbedAuPt are given in Table.5.2. There is a charge transfer from

graphene toAuPt. Excess charge is more localized around theAuatom (-0.26 e). The

accompanying magnetization to the charge transfer is calculated as 0.95µB/cell.

The adsorption energy (bond length) are 1.96 eV, (2.12 Å) in LDA, 1.14 eV, (2.17 Å)

in GGA.
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Figure 5.5: The charge differences between adsorbates and the graphene within LDA. The
dark regions correspond to decrease in charge. The light regions correspond to increase in
charge [3].

The starting position ofAuPtcluster on graphene surface is taken as the T-site. The

relaxed position in LDA (GGA) is shown in Fig. 5.3 (c) (Fig. 5.4(c)). As can be seen

from these figures,AuPtcluster is shifted to a position in between T- and B-sites.

The charge differences forAuPt-graphene calculated within LDA is shown in Fig. 5.5

(c). It is clearly seen thatAuPt receives some charge from graphene which is in line

with our total charge transfer results.

Table 5.2:AuPt on graphene: the bond length (d) the adsorption energy (Ea) and the total
charge transfer from the graphene toAuPt for the most stable relaxed position calculated by
using LDA and GGA [3].

Adsorbate/xc Position d(Å) Ea(eV) Total charge transfer(e)

AuPt/LDA T /B 2.12 1.96 -0.08
AuPt/GGA T/B 2.17 1.14 -0.003
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Figure 5.6: The charge differences between adsorbates and the graphene within GGA. The
dark regions correspond to decrease in charge. The light regions correspond to increase in
charge. The charge differences are decomposed into their spin components [3].

The spin polarized GGA results are shown in Fig. 5.6 (c) and Fig. 5.6 (d) for spin-up

and spin-down states, respectively. These are similar to our LDA charge difference

results.

There is also a charge transfer fromPt to Au, as can easily be seen in Fig. 5.6 (c) and

Fig. 5.6 (d).

Our results forAu2Pt2 adsorbed on graphene are given in Table.5.3. For this case,

charge is transferred fromAu2Pt2 to the graphene.Auatom receive less charge (-0.18

(e)) than given by thePt atoms (+0.49e).
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Table 5.3:Au2Pt2 on graphene: the bond length (d) the adsorption energy (Ea) and the total
charge transfer from theAu2Pt2 to graphene for the most stable relaxed position calculated
by using LDA and GGA [3].

Adsorbate/xc Position d(Å) Ea(eV) Total charge transfer(e)

Au2Pt2/LDA T /B 2.15 3.20 0.31
Au2Pt2/GGA T/B 2.17 1.81 0.08

Table 5.4:Au3Pt3 on graphene: the bond length (d) the adsorption energy (Ea) the total charge
transfer from the graphene toAu3Pt3 for the most stable relaxed position calculated by using
LDA and GGA [3].

Adsorbate/xc Position d(Å) Ea(eV) Total charge transfer(e)

Au3Pt3/LDA T /B 2.15(av.) 3.61 -0.25
Au3Pt3/GGA T/B 3.89(av.) 0.54 -0.05

The relaxed position ofAu2Pt2 within LDA (GGA) is given in Fig. 5.3 (d) (Fig. 5.4

(d)). The structure of cluster is modified from planar to 3D and shifted from T-site

(GGA) (B-site (LDA)) to somewhere in between T-and B-sites.

The charge differences forAu2Pt2-graphene calculated within LDA is shown in Fig.

5.5 (d). There is a charge transfer from Pt to graphene and also between interacting

orbitals ofAu andPt. The spin polarized GGA results are shown in Fig. 5.6 (e) and

Fig. 5.6 (f) for spin-up and spin-down states, respectively. These are similar to our

LDA charge difference results.

Total magnetization of the system is found as 0.01µB/cell

The calculated quantities forAu3Pt3 are given in Table.5.4. The charge is transferred

form graphene toAu3Pt3. Total magnetization of the system is found as 2.95µB/cell.

The relaxed position ofAu3Pt3 within LDA (GGA) is given in Fig. 5.3 (e) (Fig. 5.4

(e)). After the relaxation,the structure of cluster is modified from planar to 3D as seen

in Fig. 5.3 (e) and Fig. 5.4 (e). GGA adsorption energy is much smaller than that in

LDA and there is no chemical binding to the surface within GGA.

The charge transfer is similar to the case ofAuPt as can be seen in Fig. 5.5 (e) and

Fig. 5.6 (g) and (h).
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The interaction properties of the graphene and adsorbate that is summarized up to

now may also be seen in the calculated band structures. LDA and GGA results are

given in Fig. 5.7 and Fig. 5.8, respectively.
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Figure 5.7: The Energy band structures within LDA; (Note that spin-up and spin-down bands
overlap exactly in LDA)(a) graphene (b)Au-graphene, (c)Pt-graphene, (d)AuPt-graphene,
(e) Au2Pt2-graphene, (f)Au3Pt3-graphene [3].

We observe that the band structure of bare graphene [35, 171, 197] and the charge

transfer results for all the cases studied are in agreement with the available litera-

ture [192, 200, 201]. Charge transfer from graphene to cluster or atoms may make

graphene metallic. We observe that there is a charge transfer from graphene to the

adsorbed entity forAu, AuPt-and Au3Pt3. These results are in agrement with the

available literature [192, 200]. We observe that GGA and LDA correctly predicts the
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Figure 5.8: The Energy band structures within GGA (a)Au-graphene, (b)Pt-graphene (Note
that spin-up and spin-down bands overlap exactly), (c)AuPt-graphene, (d)Au2Pt2-graphene,
(e) Au3Pt3-graphene (line; spin up bands. Dashed line; spin down bands) [3].

direction of charge transfer between adsorbate and the graphene.

The bands are also decomposed into contributions by different spins. We find, for

AuPt- and Au3Pt3 -graphene within GGA, that while spin up bands show metallic

properties, spin down bands show semiconducting properties. Thus, the correspond-

ing systems show half metallic properties.

We note that the band structures around the Dirac point are affected by cluster ad-

sorption on graphene. The presence of adsorbates results in flat, molecular -like lev-

els around the Fermi energy. Usually, a small band gap opens. ForAu, AuPt and

Au3Pt3, electrons are transferred from the upper valance band of the graphene to the

adsorbate so that the Fermi energy intersects the valence band. ForPt andAu2Pt2,

electrons are given to the graphene which shifts the Fermi energy into the conduction

band. The linear dispersion around the Fermi level seems to survive in casesAu, AuPt
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andAu2Pt2 on graphene. This is equivalent to doping the graphene with donors and

acceptors [3].

5.3 Bismuth Doping of Graphene

The development of graphene-based nano-electronics depends on our ability to dope

this interesting material. The chemical doping or functionalization of graphene is

usually done by adsorbing atoms and/or molecules on its surface [191, 197, 206, 207,

43]. n-type doping results if electrons are donated by the adsorbate to the graphene

layer [42]. The alkali atoms, for example, are shown to release their valence electron

rather easily and act as agents for n-doping of graphene,fullerenes and intercalation

doping [42, 208, 209, 43].

Chemical p-type doping of graphene is known to be real challenge [42]. For p-type

doping of graphene, it is the graphene that has to donate electrons to the adsorbate.

This is shown to be the case for very reactive and thus electronically unsuitable cases

of molecules such asNO2, H2O,NH3, H2S andF4−TCNQ[42, 179, 210, 211, 212].

The alternative candidates that have been investigated are heavier atoms such asBi,

S b, Au and molecules such asN2O4 [42]. These are elements whose electron affinity

is smaller than that of atomic carbon. We have shown earlier thatAu and Au3Pt3

also have the ability for p-type doping of graphene but at the expense of heavily

influencing its band structure [3].

Recently, I.Gierz et al., [42] have shown by angle-resolved photoemission spectroscopy

that p -doping of epitaxial graphene on 4H − S iC (0001) is possible by the adsorp-

tion of Bi, S bandAu. It is important to note that there is a basic difference between

the free-standing and epitaxial graphene onS iC as far as doping is concerned. The

epitaxial graphene is naturally n-doped by charge transfer from the substrateS iC

[42]. I.Gierz et al.[42], have demonstrated that this naturally n-doping of epitaxial

graphene can be turned into p-doping byBi, S b, andAu-adsorption without changing

the essential conical band structure of graphene. The increasing amount of adsorbates

shifted the Dirac point into the occupied states towards the Fermi level.
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We aim to follow up this experimental work with a first principles DFT computation

of the electronic structure ofBi-doped graphene. We investigate the adsorption ofBi

andBi2 on free-standing graphene in more detail. We investigate also the substitu-

tional doping of graphene byBi. Our aim is to clearly identify the resulting effects

of these both types of doping on the electronic structure of graphene. We find that

the adsorbedBi causes a weak p-type doping of graphene without causing a drastic

change of pure graphene band structure within GGA. On the other hand, adsorbed

Bi studied within LDA shows n-type doping and the calculated adsorption energy is

bigger than that of GGA. Whereas, the substitutionalBi causes n-type doping at the

expense of changing the band structure drastically [43].

5.3.1 Computational Details

Our calculations are performed using the PWSCF [15] within the generalized gradi-

ent approximation (GGA). We have also used the VASP [16, 17] within local den-

sity approximation (LDA). The kinetic energy cutoff of plane waves is taken as 816

eV within GGA. Ultra soft pseudopotentials (Perdew-Burke-Ernzerhof exchange-

correlation and Rabe Rappe Kaxiras Joannopoulos [64] and Martins-Troullier [213])

are used within GGA. We use projector augmented wave (PAW) potentials [214]

within LDA. The energy cut off is taken 450 eV within LDA. The Brillouin-zone(BZ)

sampling is performed by using 9x9x1 grid of Monkhorst-Pack [161].

A single graphene layer with (4x4) unit cell is used in our calculations to minimize the

interaction between substitutional atoms.Bi andBi2 per unit cell, as adsorbates and

substitutional dopants on graphene are investigated. Firstly, The stable configuration

of Bi andBi2 adsorption on graphene is found. The Hellmann-Feynman forces and

conventional minimization techniques are used to determine the equilibrium struc-

tures. Hellmann-Feynman forces after the ionic relaxation, are smaller than 0.001

eV/Å. There exist a weak pressure on the unit cell. It is less than 0.5 kB. A minimum

of vacuum spacing is kept as 10 Å. The stable configurations of substitutionalBi and

Bi2 on graphene are obtained.
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The adsorption energy [3] (Ea)and substitutional energy(Esub) [206] are calculated as

Ea = −(Egb− Eg − Ebi), (5.3)

Esub = −(Egs− N − 1
N

Eg − Ebi). (5.4)

where,Egb, Eg, Ebi, Egs, are energies of graphene+bismuth, the free-standing graphene

and the bismuth, graphene+subsitutional bismuth, respectively and N is the the num-

ber of carbon atoms in the ideal graphene. Convergence criteria of total energy be-

tween two self consistent field steps is taken to be 10−6 eV.

The charge differences are calculated as follows;

∆ρ = ρtotal − ρgraphene− ρbi. (5.5)

whereρtotal, ρgrapheneandρbi are the total charge onBin+graphene, graphene and the

bismuth, respectively. The spin polarization is included into our calculations. The

charge transfers are investigated using the Löwdin analysis [138] within GGA and

Bader [215] method within LDA [43].

5.3.2 The Adsorption and Substitution and Electronic Properties ofBi and Bi2 on

Graphene

We consider three possible sites for bismuth, namely the top site (T) which is directly

above aC -atom, the bridge site (B) at the midpoint of aC −C bond and hollow site

(H) on the center of the hexagon. We found that the final position ofBi atom and

Bi2 molecule are away from the graphene surface for all sites within GGA and there

exists a small deformation on the graphene surface. The most stable sites are H-site

for singleBi -atom within LDA. The total magnetization ofBi is 3.00µB/cell. TheC

atoms which is under theBi atoms move down, approximately by 0.07 Å. , the most

stable site forBi2 -molecule is the B-site as seen in Fig.5.9(b). TheBi2 moves up
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from the B-site. We found two stable structures for substitutionalBi andBi2 within

LDA, conf1 and conf2 as shown in Fig.5.9(c) and Fig.5.10 (a). While in conf1, they

stay in plane, conf2 causes deformation on graphene surface,Bi moves up andBi2

moves down. Total magnetization for the substitutional case within LDA for conf2 is

approximately zero.
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Figure 5.9: (a) The stable configuration of Bi on graphene within LDA, (b) The stable config-
uration ofBi2 on graphene within LDA, (c) The stable configuration of substitutionalBi on
graphene within GGA (conf1), (d) The stable configuration of substitutionalBi2 on graphene
within GGA, (e) The charge differences of substitutionalBi on graphene (The dark regions
correspond to decrease in charge, the light regions correspond to increase in charge), (f) The
charge differences of substitutionalBi2 on graphene within spin up states, (g) The charge dif-
ferences of substitutionalBi2 on graphene within spin down states, (h) Energy band structure
of bare graphene, (i) Energy band structure of graphene with Bi within LDA (line; spin-up
bands. Dashed line; spin-down bands), (j) Energy band structure of graphene withBi2 within
LDA, (k) Energy band structure of graphene with substitutionalBi within GGA, (l) Energy
band structure of graphene with substitutionalBi2 within GGA [43].

The lattice parameters, the calculated binding and substitutional energies, bond lengths

89



E
n

er
g
y

 (
eV

)

-3

-2

-1

0

1

2

3

Γ Κ Μ Γ

(e)

Γ Κ Μ Γ

(f)

(a) (b)

(c) (d)

Figure 5.10: (a) The stable configuration of substitutionalBi on graphene within LDA (conf2),
(b) The stable configuration of substitutionalBi2 on graphene within LDA (c) The charge dif-
ferences of substitutionalBi on graphene (The dark regions correspond to decrease in charge,
the light regions correspond to increase in charge), (d) The charge differences of substitu-
tional Bi2 on graphene within LDA, (e) Energy band structure of graphene with substitutional
Bi within LDA, (f) Energy band structure of graphene with substitutionalBi2 within LDA
[43].

and the charge transfer from theBin to graphene are given within GGA and LDA in

Table. 5.5 and Table. 5.6

We find that there is a weak binding betweenBi and C atoms forBi and Bi2 on

graphene within GGA. As seen in Table.5.5, LDA gives higher adsorption energy than

that of GGA. As the number ofBi atom is increased, the adsorption energy increases.

It is in agrement with experimental result [42]. Adding more atoms on the surface

causes the cluster formation. We have calculatedBi per unit cell adsorption energy

for 2x2 graphene surface within LDA. It is found as 0.17 eV. The pressure on the unit

cell is so small that it is not required to expand it. On the other hand, we expand the

unit cell to decrease the pressure for the substitutional case [43].Bi-Bi bond length is

in agreement with literature [216]. Substitutional energy forBi andBi2 on graphene

is given in Table.5.5. GGA results are in general agrement with LDA results for the

substitutional case. The bond length betweenC-C near theBi atom inBi2-graphene is
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Table 5.5: Bin on graphene:a lattice parameter, the adsorption energyEa, substitutional
energyEsub and the charge transfer from the atom to graphene (+) , graphene to atom (-) for
the most stable relaxed position [43].

a(Å) Ea or Esub.(eV) total charge transfer (e)
Bi/GGA 9.84 0.011 -0.04
Bi2/GGA 9.84 0.036 -0.08

H-site (Bi)/LDA+PAW 9.79 0.15 0.07
B-site (Bi2)/LDA+PAW 9.79 0.27 0.06

sub.1/GGA (conf1) 10.19 11.08 1.47
sub.2/GGA (conf1) 10.50 21.38 2.04

sub.1/LDA+PAW (conf1) 10.10 13.06 4.59
sub.1/LDA+PAW(conf2) 9.81 16.33 2.54
sub.2/LDA+PAW (conf1) 10.41 20.67 3.73
sub.2/LDA+PAW(conf2) 9.90 29.16 5.09

Table 5.6: Bond length for the most stable relaxed position [43].

d(Bi-C) (Å) d(Bi-Bi)(Å) d(C-C) (Å)
Bi/GGA 4.60 NA 1.42
Bi2/GGA 4.59 2.68 1.42

H-site (Bi)/LDA+PAW 3.63 NA 1.42
B-site (Bi2)/LDA+PAW 3.52 2.62 1.41

sub.1/GGA (conf1) 1.92 NA 1.40-1.47
sub.2/GGA (conf1) 1.98-2.00 2.99 1.36-1.51

sub.1/LDA+PAW (conf1) 1.89 NA 1.39-1.46
sub.1/LDA+PAW(conf2) 2.19- 3.08 NA 1.39-1.42
sub.2/LDA+PAW (conf1) 1.94-1.98 2.97 1.35-1.50
sub.2/LDA+PAW(conf2) 2.18-3.34 3.41 1.35-1.43
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smaller than that ofBi-graphene. Thus,Bi atoms modify the structure of graphene but

the shape remains two dimensional (2D) after substitutional doping as seen in Fig.5.9

(c). Total magnetization of the system is 0.60µB/cell for substitutionalBi2. Contrary

to the case of adsorbed bismuth within GGA there is a charge transfer fromBi atoms

to graphene within LDA for both adsorption and substitutional-doping. I.Gierz et

al. [42], find that there is a charge transfer from graphene to bismuth atoms, of the

amount of 0.01 (e) perBi atom, this result is in agreement with our charge transfer

results according to the Löwdin analysis.

We have also calculated the charge differences. For adsorption, charge transfer is

extremely small within GGA. On the other hand, LDA gives bigger charge transfers.

The charge transfer and the charge difference results are in agreement with each other

as seen in Table.5.5. We observe that the charge difference results and band structures

within LDA are in agreement with GGA results for the substitutional case. Therefore

we give only the result for the substitutionalBi within GGA. As seen in Fig.5.9 (e),

there is negative region on bismuth, that is, there exist charge transfer fromBi to C

atom. There is also charge transfer betweenC atoms. ForBi2, the charge difference

for spin up and spin down states are given in Fig.5.9 (f) and (g). There exists negative

region betweenBi atoms. There is a charge transfer fromBi to C atoms.

The calculated energy band structures are given in Fig.5.9(h)-(l) and Fig.5.10(e) and

(f) . We observe that the band structure of bare graphene is in agreement with the

literature [171, 35, 32]. The band structure within GGA is similar to that of LDA

for adsorption. For brevity, we give the band structures within LDA only, for the ad-

sorption.Bi andBi2 adatoms do not modify the graphene band structure much within

LDA but it modifies theBi related energy levels within the bands. Our result for ad-

sorption is in agreement with the experimental result [42]. There exists a localized

energy level ofBi near the Fermi energy as seen in Fig.5.9 (i) and (j). The spin up

states overlap with spin down states in the band structure of single substitutionalBi

in graphene and substitutionalBi2 in graphene for conf2 within LDA . These states

are separated for theBi2 case within conf1. Both systems show metallic property

as shown in Fig.5.9 (k) and (l). But,Bi2 substitutional, systems have semimetallic
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properties although the band structure is modified for conf2 as shown in Fig.5.10 (f).

As far as the magnetic properties are concerned we note that for a strong impurity

potential there would be localized states in the pseudogap around the Dirac point. A

weak impurity potential may not lead to localized states. It is therefore necessary

to have paramagnetic dopants for strong doping effects. Nonmagnetic dopants are

expected to be weak in their doping effects. DiamagneticBi is not expected to be a

strong dopant. This is what we observe forBi andBi2 as adsorbates [43].
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CHAPTER 6

CONCLUSION

We performed our calculation using the density functional theory (DFT) method. We

see that DFT is successful to investigate such systems, as clusters, graphene,S i sur-

face.

In chapter 3, we investigate the electronic properties of small Agn and Aun up to eight

atoms andNH3 andH2S adsorption onAu3Pt3 cluster [19, 24]. We obtain the stable

structures ofPt andCuclusters up to eight atoms. We determine the stable structures

of these clusters and compare with the available experimental data.

Our results are in agreement with experimental data for the dimer ofAu andAg. We

find that bothAg andAu clusters have planar structures. STM images and DOS are

calculated for Ag8 and Au8. For Au cluster, we see that there exists a hybridization

in both DOS and STM and that covalent binding is more effective. For Ag clusters, s

and d orbitals are involved in metallic binding which is more effective than covalent

binding. We present for the first time normal mode ofAg andAu clusters, and this

should be helpful in understanding of the elastical properties of clusters [19].

We investigated the site dependent electronic properties ofAu3Pt3-NH3 andAu3Pt3-

H2S. We have studied six adsorption sites. The results indicate generally that the

electronic and geometrical factors are playing key roles for adsorption sites. Adsorp-

tion energies within GGA (LDA) are bigger for the sites H1 and H2 (T1 and T2)

with higher coordination numbers forNH3. The bond lengths between the adsorbates

and thePt atom are the shortest. ForH2S, adsorption energies within GGA (LDA)
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are bigger for the sites H1 and H2 (B2) with higher coordination numbers. The ad-

sorption ofH2S to the B2 -site shows a totally different structure from others.H2S

dissociates at this site within LDA. We find that there is a strong interaction between

Pt andN atoms and also betweenPt andS atoms for theNH3 andH2S adsorption

on Au3Pt3 cluster. Some of the configurations are modified after the interaction. The

clusters transforms from a planar to three dimensional structures for these sites. There

is a charge transfer from the adsorbate to theAu3Pt3 cluster according to the L̈owdin

analysis. We see that total charge transfer and total magnetization values are closer to

each other for all sites within GGA. LDA results give smaller total magnetization and

bigger charge transfer than GGA. We have also calculated the energy levels for all

configurations. We observe that the energy levels around the Fermi level correspond

to charge distributions which are in agrement with the results of the Löwdin analysis.

Comparing d andEa for both adsorbates, we see thatPt-N interaction is generally

stronger thanPt-S interaction, as a result of this,Ea in NH3 adsorption (d) is bigger

(smaller) than inH2S adsorption, with the exception of B2- site within LDA [24].

In the chapter 4, we investigate the the adsorption of Au8 cluster onto H-terminated

Si(100):2x1 asymmetric surface. We report the adsorption ofAu8 cluster on the

S i(100) (2x1) asymmetric surface by using the DFT. Electronic properties are in-

vestigated. We have shown that the electronic properties change with the location of

Au8 cluster. We tried four possible adsorption configurations. The geometry ofAu8

cluster is modified more for the top site. We see that the most preferable site is the

P-configuration since the number ofAu atoms interacting with surface is the biggest

there. While for B-, T-, P-sites, these structures have semiconducting properties, for

G-site, the structure has metallic properties. We investigate bands, charge transfer

and charge densities. We find that GGA results are in agreement with LDA results.

We show that the adsorption energy within LDA is bigger than that of GGA.

Adding more atoms requires more computing power. It may be interesting to study

cluster-cluster interaction on the surface, if moreAu clusters are adsorbed. There

are also possible improvements to be made in handling the DFT. The relativistic cor-

rections forAu may be included. Trends in physical properties, investigated in this
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thesis, may be studied as one changes the number of atoms in the cluster [2].

In the chapter 5, adsorption ofAunPtn clusters on graphene surface and adsorption

and substitutionalBi on graphene.

We have shown that the presence ofAunPtn clusters on graphene changes the elec-

tronic properties in an important way by using the first principles DFT-LDA/GGA

method. In almost all cases we find moderate adsorption energies corresponding to

physisorption. We find a downward shift of the Fermi level relative the Dirac point

for Au, AuPtandAu3Pt3 on graphene and upward shift forAu2Pt2-graphene andPt-

graphene on graphene. We find, forAuPt- andAu3Pt3 -graphene within GGA, that

they show half metallic properties [3].

Molecular dynamics and Monte Carlo simulation approaches are also used to study

the cluster-substrate interaction [219, 220, 221]. There are successful interatomic

potentials, such as the quantum Sutton-Chen potentials [219]that enable researchers

to investigate dynamic processes at the surface. The work of D.H. Seo et al [219].,

on the relative strength of interatomic bonding ofAu andPt on carbon nanotubes is

in agrement with our work [3].

We have investigated the doping effects ofBi andBi2 in graphene both as adsorbates

and as substitutional impurities. We have shown thatBi andBi2 change their local en-

vironment more when they are doped substitutionally. We found two stable structures

for subsitutional doping within LDA, conf1 and conf2. The electronic band structure

of graphene is changed more drastically in this case. SubstitutionalBi atom makes

the system metallic. But,Bi2 subsitutional, system shows semimetallic properties al-

though the band structure is modified for conf2. For adsorption, we observe that the

adsorption energy within LDA is bigger than it is in GGA. When the number ofBi

atoms is increased, the adsorption energy increases andBi atoms tend to form clusters

on the graphene surface.

Bi clusters may then be chemisorbed onto the graphene surface. But, we do not

find chemisorption within both GGA and LDA forBi andBi2, though the absorption

energy turns out to be larger in the case of stronger physisorption within LDA. In
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the case of weak binding within GGA, it may be difficult to say something about the

adsorption site since the binding energy comes out to be too small [43].

DFT is rather an efficient method to investigate these structures. Car-Parrinello method

may be better for investigating these structures. But it requires more computer power

and time. Although the band gaps are problematic in DFT, the trends may come out

to be correct. DFT is rather efficient in finding different geometries. But finding

different energies and bond lengths in LDA and GGA signals that energy results are

questionable. The real values may be somewhere between the LDA and GGA re-

sults [3]. LDA and GGA are also known to be problematic for charge transfer studies

[217, 218, 222]. This problem can only be handled if one goes beyond the simple first

order approach [223].

The other disadvantage of DFT is that the induced dipole - dipole interaction can not

be described properly in DFT (both GGA and LDA). When a molecule is chemically

bound to a surface the effect of not describing the induced dipole - dipole interaction

may often be ignored. It may be because of this that we do not observe chemisorption

of Bi on graphene. A method which includes the van der Walls interaction may be

useful for such a system [43].
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91(2007) 183103.
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inen, Phys. Rev. Lett.102(2009) 126807.

[187] M. Wu, E.-Z. Liu, M. Y. Ge and J. Z. Jiang, Appl. Phys. Lett.94(2009) 102505.

[188] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson, I. V.
Grigorieva, S. V. Dubonos, A. A. Firsov, Nature Lett.438(2005) 10.

[189] V. M. Karpan, G. Giovannetti, P. A. Khomyakov, M. Talanana, A. A. Starikov,
M. Zwierzycki, J. van den Brink, G. Brocks, and P. J. Kelly, Phys. Rev.Lett.99
(2007) 176602.

[190] Ya. M. Blanter, I. Martin, Phys. Rev. B76 (2007) 155433.

[191] K. T. Chan, J. B. Neaton, and M. L. Cohen, Phys. Rev. B77 (2008) 235430.

[192] R. Varns and P. Strange, J. Phys.: Condens. Matter20 (2008) 225005 (8pp).

[193] Y. Mao, J. Yuan and J. Zhong, J. Phys.: Condens. Matter20 (2008) 115209
(6pp).

[194] P. O. Lehtinen, A. S. Foster, A. Ayuela, A. Krasheninnikov, K. Nordlund, and
R. M. Nieminen, Phys. Rev. Lett.91(2003) 017202.

[195] S. D. Chakarova-K̈ack, E. Schr̈oder, B. I. Lundqvist, and D. C. Langreth, Phys.
Rev. Lett. bf 96 (2006) 146107.

[196] A. Ishii, M. Yamamoto, H. Asano and K. Fujiwara, Journal of Physics: Con-
ference Series100(2008) 052087.

107
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5. OlcayÜzengi Akẗurk and Mehmet Tomak, submitted to Thin Solid Films

6. OlcayÜzengi Akẗurk and Mehmet Tomak, submitted to Apl.Phys.Lett.

110


