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ABSTRACT

ANALYSIS OF THE HETEROGENEITY SCALE EFFECTS ON PUMP AND TREAT AQUIFER REMEDIATION DESIGN

Güngör Demirci, Gamze
Ph.D., Department of Environmental Engineering
Supervisor: Assoc. Prof. Dr. Ayşegül Aksoy

May 2009, 272 pages

The effect of heterogeneity correlation scale ($\lambda$) of hydraulic conductivity ($K$), equilibrium distribution coefficient ($K_d$) and mass transfer rate ($\alpha$) on the design and cost of the P&T remediation system for different heterogeneity levels (defined by the variance ($\sigma^2_{\ln K}$)) and parameter distributions under the rate-limited sorption conditions was evaluated in this study. In addition, the impacts of initial amount of contaminant mass and plume configuration on the remediation design and cost were explored. The effects of different $K$ heterogeneity and remediation design conditions on the length of remediation period, the influence of $\lambda$ anisotropy of $K$, correlation between $K$ and $K_d$, and $K_d$ and $\alpha$, and the fraction of equilibrium sorption sites ($f$) on the pump-and-treat (P&T) design and cost were the other studied subjects. In this study, simulation-optimization approach, in which a groundwater flow and contaminant transport simulation model was linked with a genetic algorithm (GA) library, was used. Results showed that not only the amount of PCE mass initially present in the aquifer was important in terms of P&T design, cost and remediation time, but also the location and size of the high and low $K$...
regions defined by $\lambda_{\ln K}$ as well as the magnitudes of K represented by geometric mean and $\sigma^{2}_{\ln K}$ were influential. It was also found that P&T designs utilizing higher numbers of wells with lower pumping rates may be more robust predicting the time-to-compliance compared to a single well with higher pumping rate for aquifers heterogeneous in K. Homogenous $K_d$ assumption might cause serious error in both the design and the cost of remediation. The magnitude of this error may change depending on the spatial distribution of K and $K_d$, $\lambda_{\ln K_d}$, $\sigma^2_{\ln K_d}$ and $\sigma^2_{\ln K}$. The effect of heterogeneity in $\alpha$ on the design and cost of remediation may or may not be significant depending on K, $K_d$ and $\alpha$ distributions, $\lambda_{\ln \alpha}$ and $\sigma^2_{\ln \alpha}$. Increased amount of kinetically sorbed mass defined by decreased f value resulted in more costly remediation.

Keywords: Groundwater, Pump-and-treat Remediation, Heterogeneity, Correlation Scale, Simulation-optimization
ÖZ

HETEROJENLİK BOYUTUNUN POMPAJI TAKİP EDEN ARITIMLA AKİFER TEMİZLEME TASARIMI ÜZERİNDEKİ ETKİLERİNİN İNCELENMESİ

Güngör Demirci, Gamze
Doktora, Çevre Mühendisliği Bölümü
Tez Yöneticisi: Doç. Dr. Ayşegül Aksoy

Mayıs 2009, 272 sayfa

Bu çalışmada, hidrolik iletkenlik (K), denge dağılım katsayısı (K₀) ve kütle transfer katsayısı (α) ait heterojenlik korelasyon boyutunun (λ) varyans (σ²lnK) ile tanımlanmış farklı heterojenlik dereceleri ve farklı parametre dağılımları da göz önüne alınarak kütle transferi kısıtlı sorpsiyon şartları altında pompajı takip eden artışla akifer temizleme tasarımını ve maliyeti üzerindeki etkisi incelenmiştir. Ek olarak, temizleme başlamadan önce akiferde bulunan kirletici miktarı ve kirletici dağılımının etkisi de irdelenmiştir. Farklı K heterojenliği ve temizleme tasarımını şartlarının temizleme süresi üzerindeki etkisi, K’ın λ anizotropisinin, K ve K₀, ve K₀ ve α arasındaki korelasyonların ve iki-siteli denge/kinetik sorpsiyon modelinde dengedeki sorpsiyon sitelerinin oranı (f) temizleme tasarımını ve maliyeti üzerindeki tesiri de incelenen diğer konulardır. Bu amaçlara ulaşmak için, bir yeraltı suyu akımı ve kirletici tuşunu simülasyonu modeli ile genetik algoritma (GA) kütüphanesinin birleştirilmesinden oluşan simülasyon-optimizasyon yaklaşımı kullanılmıştır. Elde edilen sonuçlar sadece başlangıçtaki kirletici vi
miktarının değil \( \lambda_{\ln K} \) ile tanımlanan yüksek ve düşük \( K \) bölgelerinin yer ve boyutları ile geometrik ortalama ve \( \sigma^2_{\ln K} \) ile belirlenen \( K \) büyüklüklerinin de temizleme tasarımını, maliyeti ve süresi üzerinde etkili olduğunu göstermiştir. Ayrıca, \( K \) açısından heterojen akiferlerde, çok sayıda ve düşük pompaj miktarı ile çalışan kuyudan oluşan tasarımın, yüksek pompaj miktarı ile çalışan tek bir kuyudan oluşan tasarımın göre temizleme süresinin tahmini açısından daha sağlam olduğu bulunmuştur. Homojen \( K_d \) varsayımının temizleme tasarımını ve maliyeti açısından ciddi hatalara yol açabileceği ve bu hatanın büyüklüğünün \( K \) ve \( K_d \)’nin mekansal dağılımı ile \( \lambda_{\ln K_d}, \sigma^2_{\ln K_d} \) ve \( \sigma^2_{\ln K} \)’ya göre değişebileceğini göstermiştir. \( \alpha \) heterojenliğin etkisinin \( K, K_d \) and \( \alpha \)’nın mekansal dağılıını, \( \lambda_{\ln \alpha} \) ve \( \sigma^2_{\ln \alpha} \)’ya göre önemli veya önemsiz olabileceği sonucuna varılmıştır. Düşen \( f \) değeri ile tanımlanan kinetik olarak sorulanmış kirletici miktarının artmasının daha pahalı temizleme tasarımlarına yol açtığı gösterilmiştir.

Anahtar Kelimeler: Yeraltı Suyu, Pompaj Takip Eden Arıtılma Akifer Temizleme, Heterojenlik, Korelasyon Boyutu, Simülasyon-optimizasyon
To my beloved husband, Gökhan
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CHAPTER 1

INTRODUCTION

Of all the water available on the Earth, only 2.5% is fresh water. Groundwater constitutes 30.1% of the freshwater reserves. Considering that 68.7% of the freshwater is enclosed in the ice caps and glaciers, 0.3% is in the rivers, lakes and swamps as surface water and 0.9% is in other forms (Schneider, 1996), most of the freshwater which our lives depend on is below our feet under the ground. Although not all groundwater is available for our use, it is an important, reliable and good quality source of fresh water. Groundwater had been seen as a secondary source of water supply for human use after surface water for a long time. However, this picture is rapidly changing as groundwater is now preferred over surface water in many parts of the world as the major source for all types of water use, i.e. domestic, agricultural and industrial. This is mainly because surface water resources are diminishing as a result of climate change and their capture and storage is not always feasible (Villholth and Giordano, 2007). Surface waters are also faced with extensive pollution problems which limit their use. As in the other parts of the world, groundwater is an important source to supply demand in Turkey as well. In the year of 2001, 57.5% of all water distributed by water distribution networks in 3092 municipalities was obtained from wells and springs (TSI, 2009).

Although groundwater seems to be more protected against pollution problems compared to surface water, human activities threaten the water quality of groundwater in many parts of the world. Extensive use of fertilizers and other chemicals in agriculture, land disposal of untreated domestic and industrial
wastewaters, illegal hazardous liquid and solid waste dumps, leakages from the chemical storage tanks and pipelines of industrial facilities, leakages from landfills are only the few reasons of groundwater pollution. Because of all these polluting activities and insufficient measures, many pollutants, such as heavy metals, organic compounds and pesticides find their way to groundwater. As of September 2008, there are a total of 1258 contaminated sites in the United States in the National Priorities List (NPL). With the addition of 64 proposed sites, this total number may reach to 1322 (USEPA, 2009a). On the other hand, according to the assessment published in August 2007 by the European Environment Agency, the number of contaminated sites in Europe, including Turkey, is estimated as approximately 250,000. If the current trend continues, it is expected that the number of sites that requires remediation will increase by 50% by 2025 (EEA, 2009). In Turkey, unfortunately, there is no complete inventory of contaminated sites but the number is believed to be in the range of 1000-1500, of which 5-10% is predicted as the sites needing remediation (NATO/CCMS-Turkey, 2006).

Once being contaminated, it is not easy to restore the aquifers. Remediation of the contaminated aquifers is not only a hard but also an expensive and a lengthy task. There are various techniques currently available for this purpose. P&T remediation which consists of extraction of contaminated groundwater by pumping and then applying treatment is one of these techniques. In spite of all questions about its effectiveness which has been raised for decades (Mackay and Cherry, 1989; Travis and Doty, 1990; Bartow and Davenport, 1995; Mackay, 1998), it is still a widely preferred and used method all around the world. For example in the U.S., for the time period between 1982 to 2005, P&T remediation has been preferred, either alone or in combination with other remediation technologies, at 68% of NPL sites on which groundwater remediation has been implemented or planned (USEPA, 2007). There are also many examples of P&T remediation applications in Europe (ENVISAN, 2009). The main power of this technique lies behind being the method applicable for the plumes spread over a large area and providing both
hydraulic containment and cleanup of the plume at the same time (Hoffman, 1993; Marquis and Dineen, 1994). It is well known that P&T remediation systems are faced with some problems which are also the sources of the ongoing questions. The main problem is being unable to reach the cleanup goals at the end of very long operation which costs hundreds or even millions of dollars. This has become a motivation for a wealth of studies analyzing the reasons of this problem in the literature for ages. The study of Mackay and Cherry (1989) is a good example that reviews the reasons for not meeting the goals in the remediation of organic contaminants.

The problems associated with P&T may be as a result of some simplifying assumptions used in the design, such as homogeneous physical and chemical aquifer properties and equilibrium sorption of contaminant. Heterogeneity in physical and chemical aquifer properties is one of the basic reasons that impact the success of P&T remediation systems. In addition to heterogeneity, mass transfer limitations resulting from the nonequilibrium sorption of contaminants lead to great difficulties in P&T operations. In the field conditions, P&T operation starts with a relatively large drop in the contaminant concentration. After this early stage, the decline in the concentration gradually slows down resulting in a commonly observed phenomenon called “tailing”. Both heterogeneity and rate limited mass transfer are the reasons of tailing. These two factors also generate “rebound” effect, fairly rapid increase in the concentration after the shut down of the pumping operation (Eastern Research Group, Inc., 1996). As tailing behavior is observed, it may take several years or even decades to reach the remediation goals. The worse may be the exceedance of this goal due to rebound after the completion of the operation. Therefore, consideration of the aquifer heterogeneities and rate-limited mass transfer is crucial for the efficient remediation design and more accurate cost and operation time predictions. Furthermore, correlation between the physical and chemical aquifer properties is another factor which is worth to consider during the design of P&T remediation systems since it is well known that
the correlation between the physical and chemical parameters strongly affects the transport of contaminants (Garabedian, 1987; Bosma et al., 1993; Rabideau and Miller, 1994).

Finding the most efficient remediation design having the maximum performance with a minimum cost may be a tedious job with trial and error. Optimization tools help to make this job easier. In combination with numerical simulation models, optimization techniques have been used for optimal remediation system designs for decades not only for research (e.g. Gorelick et al., 1984; McKinney and Lin, 1996; Yan and Minsker, 2006) but also for real life applications (e.g. optimization case studies at Federal Remediation Technologies Roundtable member sites (FRTR, 2009)).

Considering how expensive and lengthy the P&T remediation of contaminated aquifers is, even a small percent improvement in the performance can make a significant difference in the total cost and prediction of the length of remediation period. On the other hand, without defining how different factors affect the P&T remediation design and cost, it is not possible to get any improvement. The motivation of this study lies behind the idea that the scale of physical and chemical heterogeneity may be an important factor affecting P&T design and cost. Specifically the objective of this study is to evaluate the influence of correlation scale of hydraulic conductivity (K), the equilibrium distribution coefficient (K_d) and mass transfer rate (α) on the P&T remediation design and cost under different degrees of heterogeneity using simulation-optimization approach. The study also aims to investigate the effect of contaminant mass present in the heterogeneous aquifer on the P&T design and cost. In addition, the change in the length of remediation period under different heterogeneity and design conditions is addressed in order to find a more robust design approach for physically heterogeneous aquifers. Hypothesizing that the correlation between K and K_d and K_d and α might have significant influence on the P&T performance, the study also
focuses to define this influence under different heterogeneity conditions. Furthermore, the effect of correlation scale anisotropy of $K$ and the fraction of equilibrium/nonequilibrium sorption sites on the P&T design and cost is purposed to be revealed.

This dissertation is composed of six chapters. Chapter 1, the current chapter, makes a general introduction with the subject by specifically emphasizing the motivations and the objective of the study. Chapter 2 provides brief theoretical information about the key concepts as well as extensive reviews of the literature about different aspects of the study. Chapter 3 gives the description of the methodological tools along with the definition of the problem and the main titles studied. Chapter 4 presents all results obtained and discussions of these results. Chapter 5 covers the conclusions drawn out of the results of this work and the recommendations for future work.
CHAPTER 2

THEORETICAL BACKGROUND

2.1. Pump and Treat Remediation

P&T has been the most widely used technology for the remediation of contaminated groundwater for decades. A conventional P&T remediation system consists of extraction of contaminated groundwater and treatment of it above ground. Pumping wells are placed at selected locations into the aquifer to be treated and contaminated groundwater is pumped to the surface for subsequent treatment. For the aboveground treatment of the contaminants, various treatment technologies are used including biological (e.g. activated sludge systems, rotating biological contactors, etc.) and physical/chemical (e.g. air stripping, granular activated carbon (GAC), ion exchange, chemical oxidation, etc.) ones. The treated water may then be either discharged to a receiving water body nearby or injected back into the aquifer (Eastern Research Group, Inc., 1996). Figure 2.1 is the schematic representation of a conventional P&T remediation system.

P&T remediation is applied to the sites contaminated with variety of contaminants such as chlorinated VOCs (e.g. trichloroethene (TCE), tetrachloroethene (PCE), dichloroethene (DCE), etc.), nonchlorinated VOCs (e.g. benzene, toluene, xylene, etc.) and metals. Table 2.1 gives some examples of real life P&T projects along with the treatment technology used aboveground and the types of contaminants treated. More examples can be found on the Annual Status Report Remediation Database of U.S. Environmental Protection Agency (EPA) (USEPA, 2009b).
Other than being a contaminated groundwater cleanup method, P&T is also a useful method for hydraulic containment of the contaminant plumes by controlling their movements and preventing the expansion of the contaminated zone. Hence, for large contaminant plumes, P&T is superior to the other alternative remediation techniques (Hoffman, 1993; Marquis and Dineen, 1994). Between 1982 and 2005, P&T remediation has been preferred, either alone (45%) or in combination with other remediation technologies (23%), at 68% of NPL sites on which groundwater remediation has been implemented or is planned. When the P&T projects on NPL sites are investigated, it is seen that 72% of them are still operational while only 10% has already been completed or shut down. It is interesting that only 38% of this 10% had met the remediation goals while remaining 62% were shut down because of various reasons such as technical/operational problems or replacement with other remediation technologies (USEPA, 2007).
Table 2.1 Examples of real life P&T projects along with the aboveground treatment technology and the types of contaminants treated

<table>
<thead>
<tr>
<th>Site, Location</th>
<th>Treatment Technology</th>
<th>Contaminant treated</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engelhard Corporation Facility, MA</td>
<td>Metal removal, air stripping, filtration, GAC adsorption</td>
<td>1,2-DCE; 1,1-DCE; 1,1,-DCA; 1,1,1-TCA; TCE; PCE</td>
<td>USEPA, 2005(a)</td>
</tr>
<tr>
<td>The Eaton Corporation Facility, NE</td>
<td>Air stripping</td>
<td>TCE</td>
<td>USEPA, 2005(b)</td>
</tr>
<tr>
<td>Chemko Technical Services, Inc. Facility, FL</td>
<td>Air stripping</td>
<td>PCE; TCE; 1,2-DCE</td>
<td>USEPA, 2005(c)</td>
</tr>
<tr>
<td>The Otis Air National Guard Base/Camp Edwards, MA</td>
<td>GAC adsorption</td>
<td>PCE; TCE; benzene; EDB</td>
<td>AFCEE, 2007</td>
</tr>
<tr>
<td>Twin Cities Army Ammunition Plant, MN</td>
<td>Air stripping</td>
<td>1,2-DCE; 1,1,1-TCA; TCE; PCE</td>
<td>USEPA, 2001</td>
</tr>
<tr>
<td>Former Firestone Facility, CA</td>
<td>GAC adsorption and air stripping</td>
<td>1,1-DCE; TCE; PCE; 1,1,-DCA; benzene; toluene; xylene</td>
<td>USEPA, 2001</td>
</tr>
<tr>
<td>U.S. Department of Energy, Savannah River, SC</td>
<td>Air stripping</td>
<td>TCE; PCE; 1,1,1-TCA</td>
<td>USEPA, 2001</td>
</tr>
<tr>
<td>Old Mill, OH</td>
<td>GAC adsorption and air stripping</td>
<td>TCE; PCE; 1,2-DCE; ethylbenzene</td>
<td>USEPA, 2001</td>
</tr>
<tr>
<td>Mystery Bridge at Highway 20, WY</td>
<td>Air stripping</td>
<td>1,2-DCE; TCE; PCE; 1,1,1-TCA; 1,1-DCE</td>
<td>USEPA, 2001</td>
</tr>
<tr>
<td>LaSalle Electrical, IL</td>
<td>GAC adsorption and air stripping</td>
<td>PCBs; TCE; 1,2-DCE; 1,1,1-TCA; VC; 1,1-DCA; PCE</td>
<td>USEPA, 2001</td>
</tr>
</tbody>
</table>

1,1,-DCA = 1,1-dichloroethene; 1,2-DCA = 1,2-dichloroethene; 1,1-DCE = 1,1-Dichloroethene; 1,2-DCE = 1,2-dichloroethene; 1,1,1-TCA = 1,1,1-trichloroethane; VC = vinyl chloride; EDB = Ethylene dibromide, MTBE = Methyl tertiary-butyl ether; PCBs = Polychlorinated biphenyls
The major concerns in using P&T remediation technology are the long cleanup times to reach the water quality goals and high cost of operation in addition to the high capital cost. An analysis of 32 P&T sites revealed that the capital cost per site ranged from $290,000 to $19,000,000 with an average of $4,900,000, while operating cost per year ranged from $110,000 to $4,600,000 with an average of $770,000 (USEPA, 2001). On the other hand, Mackay (1998) stated that 1 to 10 years of time range was generally expected for the completion of remediation by P&T but the anticipations were barely satisfied. The prolonged cleanup times and the high cost mostly depend on the aquifer complexity in terms of spatially variable physical and chemical properties, rate-limited mass transfer due to chemical and/or physical nonequilibrium, the size of the aquifer, the contaminant properties, the magnitude of the contaminated groundwater plume, including the plume area, depth and the concentrations of contaminants within the plume, performance goals and discharge limits, and the adequacy of the system design (Mackay and Cherry, 1989; Berglund, 1995; Berglund and Cvetkovic, 1995; Berglund, 1997; USEPA, 1999; Zhang and Brusseau, 1999; Marquis and Dineen, 1994).

2.2. Sorption Process in the Subsurface: Equilibrium vs. Nonequilibrium Sorption and Related Parameters

Sorption is one of the key processes affecting the fate and transport of contaminants and should be included in the simulation models. The typical approach used in most groundwater flow and contaminant transport models is the linear equilibrium sorption which assumes instantaneous sorption and a linear reversible relationship for the transfer of the solute between aqueous and sorbed phases such that

\[ S = K_d C \quad (2.1) \]
where $S =$ the total mass of solute sorbed per unit mass of soil $[M/M]$; $K_d =$ the equilibrium distribution coefficient; and $C =$ the aqueous phase concentration of solute $[M/L^3]$.

Equilibrium sorption assumption is valid when the sorption process is fast enough relative to the other processes affecting the solute concentration, such as advection and hydrodynamic dispersion. Equilibrium between the aqueous and sorbed phases can be established only for such a case. Under the natural groundwater flow conditions in the subsurface, equilibrium sorption assumption can be valid. However, detailed laboratory and field observations have shown that equilibrium sorption assumption fails in many cases such as in flow conditions under induced gradients with increased velocities (Ptacek and Gillham, 1992; Pickens et al., 1981; Brusseau and Rao, 1989a; Brusseau et al., 1991a; Valocchi 1985). In induced flow conditions, as in P&T remediation, nonequilibrium sorption has a special importance affecting the remediation performance (Brusseau, 1992a). Aksoy and Culver (2000) showed that neglecting nonequilibrium sorption in P&T remediation design resulted in underestimated time, cost and pumped water volume predictions for remediation.

Processes responsible for nonequilibrium sorption can have either physical or chemical base. Physical nonequilibrium is the result of presence of mobile and immobile regions in the flow domain and the diffusive solute transfer between them (Nkedi-Kizza et al., 1984). The process has been described by the two-region model developed by Coats and Smith (1964) and van Genuchten and Wierenga (1976). Although it is more properly classified as a hydrodynamic feature of the flow domain, physical nonequilibrium is usually discussed as a sorption nonequilibrium mechanism (Brusseau and Rao, 1989b). On the other hand, chemically based nonequilibrium sorption is described by two-site model developed by Selim et al. (1976) and Cameron and Klute (1977). Because the two-site model is used in this study in order to represent the mass transfer limited
sorption, two-region model is not mentioned here in detail. However, it is worth to point out that the two-site model is mathematically equivalent to the two-region model which assumes contaminant exchange between mobile and immobile water zones (Nkedi-Kizza et al., 1984).

The two-site model hypothesizes that sorption sites in soils can be divided into two fractions. Sorption is at instantaneous equilibrium for one fraction (Type 1) and rate-limited or kinetic for the other (Type 2) (van Genuchten and Wagenet, 1989; Nkedi-Kizza et al., 1984; Brusseau and Rao, 1989a). The sorption at equilibrium sites ($S_1$) is described by linear equilibrium sorption equation (Equation 2.1) such that

$$\frac{\partial S_1}{\partial t} = fK_d \frac{\partial C}{\partial t}$$  \hspace{1cm} (2.2)$$

where $f =$ the fraction of equilibrium sorption sites (Type 1) [-].

On the other hand, the sorption on the nonequilibrium sites ($S_2$) is given by the following reversible first order kinetic equation.

$$\frac{\partial S_2}{\partial t} = \alpha[(1-f)K_dC - S_2]$$  \hspace{1cm} (2.3)$$

where $\alpha =$ first order mass transfer rate coefficient [1/T].

Considering that the summation of $S_1$ and $S_2$ gives the total sorption, the governing transport equations for two-site model are

$$\left[ 1 + \frac{fp_bK_d}{n} \right] \frac{\partial C}{\partial t} + \frac{\rho_b}{n} \frac{\partial S_2}{\partial t} = D \frac{\partial^2 C}{\partial x^2} - \nu \frac{\partial C}{\partial x}$$  \hspace{1cm} (2.4)$$
where \( D \) = hydrodynamic dispersion coefficient \([L^2/T]\); \( n \) = effective porosity [-]; \( t \) = time [T]; \( v \) = linear average velocity \([L/T]\); and \( \rho_b \) = dry bulk density of porous media \([M/L^3]\).

Equation 2.3 can be used for both rate-limited surface reactions and diffusion limited access to sorption sites, called intrasorbent diffusion. The rate-limited reaction is assumed to occur between the sorbate and specific sites on the surface of sorbent particles for the first case. The rate limitation is due to the diffusion of the sorbate into or out of the sorbent matrix for the second case. Intrasorbent diffusion is thought to be the cause of the nonequilibrium sorption of nonionic, low-polarity, hydrophobic organic compounds, such as PCE, by the sorbent organic matter (Brusseau and Rao, 1989a, b; Brusseau et al., 1991a).

The three important parameters included in the two-site model are \( K_d \), \( \alpha \) and \( f \). Assuming \( K_d \) and \( \alpha \) as homogenous or completely neglecting \( \alpha \) by equilibrium sorption assumption may oversimplify the remediation design and result in improper remediation systems. Although, to author’s knowledge, it has not been mentioned in any studies in literature, \( f \) value may also have a considerable impact on the design, cost and time estimates.

\( K_d \) is the expression describing the partitioning of a solute between water and soil. It depends on both soil and contaminant properties and it is obtained by the multiplication of soil organic carbon/water partition coefficient (\( K_{oc} \)) of the contaminant and fraction of organic carbon (\( f_{oc} \)) of the soil. For a single contaminant which has a certain \( K_{oc} \) value at certain temperature, different \( K_d \) values can be observed depending on the organic carbon content of the soil. Therefore, \( K_d \) is usually regarded as the chemical property of the aquifer and can show spatial variation at the field in relation to the organic carbon content of the soil.
One of the two kinetics-associated parameters of two-site model is $\alpha$. It represents the rate of the sorption/desorption on the rate-limited sorption sites. Its value shows variation depending on various factors, such as the properties of the contaminant and soil, scale of the experiment (i.e. lab or field), time scale of the experiment, pore water velocity used in the experiment, etc. (Ptacek and Gillham, 1992; Maraqa, 2001; Brusseau et al., 1991a; Brusseau and Rao, 1989b; Zimmerman, 1998). The accurate determination of $\alpha$ is one of the limitations which has been experienced in nonequilibrium sorption studies. The most commonly used method for this purpose is to perform laboratory column experiments. Then, the least square regression analysis is conducted usually using a computer program to fit the breakthrough curve data and to predict $\alpha$. The major difficulty associated with this method is that application of the coefficients determined from the laboratory studies to the field situations may introduce error. This is due to the higher flow rates used in column experiments compared to the actual field situation and presence of other nonideal factors in the field such as aquifer heterogeneity (Zimmerman, 1998, Brusseau et al., 1991a; Pang and Close, 1999). Therefore, $\alpha$ determined at the field scale is generally much lower than the counterpart determined in the laboratory (Maraqa, 2001; Brusseau et al., 1991a). In addition, $\alpha$ for long term contaminated soils can be much lower than $\alpha$ measured in the laboratory using very recently contaminated soils. Many studies in literature showed that the rate of desorption decreases with increasing time of exposure (Koller et al., 1996; Culver et al., 1997; Pignatello and Xing, 1996; Connaughton et al., 1993; Deitsch and Smith, 1995). The summary of $\alpha$ values reported in literature for different types of contaminants and soils are given in Table 2.2. The great variation of the values in Table 2.2 is the result of these mentioned factors.

The other kinetics-associated parameter of the two-site model is $f$. It represents the fraction of sorbent for which sorption is instantaneous. With this description, it is a soil related parameter such that for the same type of contaminant, different $f$ values
Table 2.2. Summary of the values of $\alpha$ reported in literature

<table>
<thead>
<tr>
<th>Contaminant</th>
<th>Type of experiment</th>
<th>Type of soil material</th>
<th>$\alpha$ (d$^{-1}$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCE</td>
<td>Batch</td>
<td>Soil with $f_{oc} = 1.04%$</td>
<td>0.0018</td>
<td>Sahoo, 1997</td>
</tr>
<tr>
<td>TCE</td>
<td>Batch</td>
<td>Long term contaminated soil with $f_{oc} = 1.04$</td>
<td>0.0018 – 0.0058</td>
<td>Culver et al., 1997</td>
</tr>
<tr>
<td>TCE</td>
<td>Column</td>
<td>Soil with $f_{oc} = 0.007$ and 0.025%</td>
<td>2.88</td>
<td>Brusseau et al., 1991a</td>
</tr>
<tr>
<td>TCE</td>
<td>Column</td>
<td>Soil with $f_{oc} = 0.1$, 0.02 and 0.03%</td>
<td>4.32 – 338.4</td>
<td>Brusseau, 1992b</td>
</tr>
<tr>
<td>TCE</td>
<td>Column</td>
<td>Soil with $f_{oc} = 0.019%$</td>
<td>3.36 – 1.37</td>
<td>Piatt et al., 1996</td>
</tr>
<tr>
<td>TCE</td>
<td>Gas purge</td>
<td>4 soils with $f_{oc} = 0.007$ and 0.025%</td>
<td>41.75 – 410.4</td>
<td>Brusseau et al., 1990</td>
</tr>
<tr>
<td>PCE</td>
<td>Column</td>
<td>Soil with $f_{oc} = 0.39%$</td>
<td>172.8</td>
<td>Brusseau et al., 1990</td>
</tr>
<tr>
<td>Benzene</td>
<td>Column</td>
<td>Soil with $f_{oc} = 0.39%$</td>
<td>31.68</td>
<td>Brusseau et al., 1990</td>
</tr>
<tr>
<td>Naphthalene</td>
<td>Batch</td>
<td>Sediment with $f_{oc} = 0.019%$</td>
<td>0.132</td>
<td>Liu et al., 1991</td>
</tr>
<tr>
<td>Phenanthrene</td>
<td>Batch</td>
<td>Sediment with $f_{oc} = 0.39%$</td>
<td>11.8</td>
<td>Liu et al., 1991</td>
</tr>
<tr>
<td>Phenanthrene</td>
<td>Batch</td>
<td>Sediment with $f_{oc} = 0.39%$</td>
<td>0.132</td>
<td>Liu et al., 1991</td>
</tr>
<tr>
<td>Benzene</td>
<td>Column</td>
<td>Soil with $f_{oc} = 0.39%$</td>
<td>564</td>
<td>Brusseau et al., 1990</td>
</tr>
<tr>
<td>Naphthalene</td>
<td>Column</td>
<td>Sand $f_{oc} = 0.66%$</td>
<td>11.8</td>
<td>Liu et al., 1991</td>
</tr>
<tr>
<td>Naphthalene</td>
<td>Column</td>
<td>Sand $f_{oc} = 0.036%$</td>
<td>11.8</td>
<td>Liu et al., 1991</td>
</tr>
<tr>
<td>BROM</td>
<td>Column</td>
<td>Borden sand with $f_{oc} = 0.02%$</td>
<td>4.1 – 133.9</td>
<td>Ptacek and Gillham, 1992</td>
</tr>
<tr>
<td>CTET</td>
<td>Column</td>
<td>Borden sand with $f_{oc} = 0.02%$</td>
<td>3.7 – 37.8</td>
<td>Ptacek and Gillham, 1992</td>
</tr>
<tr>
<td>PCE</td>
<td>Column</td>
<td>Borden sand with $f_{oc} = 0.02%$</td>
<td>1.5 – 69.1</td>
<td>Ptacek and Gillham, 1992</td>
</tr>
<tr>
<td>DCB</td>
<td>Column</td>
<td>Borden sand with $f_{oc} = 0.02%$</td>
<td>1.8 – 52.3</td>
<td>Ptacek and Gillham, 1992</td>
</tr>
<tr>
<td>HCA</td>
<td>Column</td>
<td>Borden sand with $f_{oc} = 0.02%$</td>
<td>1.5 – 40.7</td>
<td>Ptacek and Gillham, 1992</td>
</tr>
</tbody>
</table>

1,4-DCB = 1,4-dichlorobenzene, BROM = bromoform, CTET = carbon tetrachloride, HCA = hexachloroethane.
have been reported for different types of soils (Zimmerman, 1998; Brusseau, 1992b). On the other hand, Brusseau et al. (1991a, b) shows a relation between $f$ and $K_{ow}$, octanol-water partition coefficient, which is a contaminant property. According to this relation, $f$ increases with increasing log $K_{ow}$. In addition, for the same type soil, different $f$ values were reported for different contaminants (Zimmerman, 1998; Brusseau, 1992b). This shows that values of $f$ vary depending on the type of soil and the contaminant (Brusseau, 1992c). The value of $f$ for different contaminants and different types of aquifer materials has been reported in a number of studies. A compilation of these studies is given in Table 2.3.

2.3. Geostatistical Characterization of Random Fields: Mean, Variance and Correlation Scale

Natural environment is continuous and spatially variable with great complexity. Geostatistics has arisen with the need of estimation of the parameters which vary in space and description of this spatial distribution since it is impossible to measure these parameters at every single point of the system of interest. For a subsurface flow system, examples of spatially variable parameters include $K$ and $f_{oc}$ of the soil. Geostatistics helps to predict these parameters in the large scale with the use of limited number of local measurements. The aim of geostatistical analysis is to define the spatial correlation structure of measured data, to construct a model that describes the observed data, and predict the values in the areas where data are not available or measured (Webster and Oliver, 2007).

Geostatistical analysis is applied to quantify the degree of heterogeneity of an aquifer in terms of statistical parameters such as mean, variance and the correlation scale. For a set of observations which is normally distributed, the mean is the central value (Kitanidis, 1997) and computed as
Table 2.3. Summary of the values of f reported in literature

<table>
<thead>
<tr>
<th>Contaminant</th>
<th>Type of experiment</th>
<th>Type of soil material</th>
<th>F</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naphthalene</td>
<td>Column</td>
<td>Sand with ( f_{oc} = 0.05% ) and 2 soils with ( f_{oc} = 0.3 ) and 1%</td>
<td>0.02 – 0.70</td>
<td>Zimmerman, 1998</td>
</tr>
<tr>
<td>Benzene</td>
<td></td>
<td></td>
<td>0.10 – 0.85</td>
<td></td>
</tr>
<tr>
<td>Toluene</td>
<td></td>
<td></td>
<td>0.55 – 0.83</td>
<td></td>
</tr>
<tr>
<td>Xylene</td>
<td></td>
<td></td>
<td>0.52 – 0.85</td>
<td></td>
</tr>
<tr>
<td>TCE</td>
<td>Column</td>
<td>2 sandy aquifer materials with ( f_{oc} = 0.007 ) and 0.025%</td>
<td>0.42</td>
<td>Brusseau et al., 1991a</td>
</tr>
<tr>
<td>PCE</td>
<td></td>
<td></td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Xylene</td>
<td></td>
<td></td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>Naphthalene</td>
<td></td>
<td></td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Benzene</td>
<td></td>
<td>Sandy soil with ( f_{oc} = 0.39% )</td>
<td>0.38</td>
<td>Brusseau et al., 1991b</td>
</tr>
<tr>
<td>Naphthalene</td>
<td></td>
<td></td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>Anthracene</td>
<td></td>
<td></td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>PCE</td>
<td>Column</td>
<td>3 aquifer materials with ( f_{oc} = 0.1, 0.02 ) and 0.03%</td>
<td>0.28 – 0.48</td>
<td>Brusseau, 1992b</td>
</tr>
<tr>
<td>p-xylene</td>
<td></td>
<td></td>
<td>0.52 – 0.76</td>
<td></td>
</tr>
<tr>
<td>Naphthalene</td>
<td></td>
<td></td>
<td>0 – 0.70</td>
<td></td>
</tr>
<tr>
<td>1,4-DCB</td>
<td></td>
<td></td>
<td>0.36 – 0.74</td>
<td></td>
</tr>
<tr>
<td>TCE</td>
<td>Batch</td>
<td>Soil with ( f_{oc} = 1.04% )</td>
<td>0.06</td>
<td>Sahoo, 1997</td>
</tr>
<tr>
<td>Phenanthrene</td>
<td>Batch</td>
<td>Sediment with ( f_{oc} = 0.019% )</td>
<td>0.20 – 0.31</td>
<td>Piatt et al., 1996</td>
</tr>
<tr>
<td>Pyrene</td>
<td></td>
<td></td>
<td>0.31 – 0.34</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.24 – 0.27</td>
<td></td>
</tr>
<tr>
<td>Naphthalene</td>
<td>Column</td>
<td>Sand ( f_{oc} = 0.66% )</td>
<td>0.62</td>
<td>Liu et al., 1991</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sand ( f_{oc} = 0.036% )</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>BROM</td>
<td>Column</td>
<td>Borden sand with ( f_{oc} = 0.02% )</td>
<td>0.31 – 0.62</td>
<td>Ptacek and Gillham, 1992</td>
</tr>
<tr>
<td>CTET</td>
<td></td>
<td></td>
<td>0.19 – 0.47</td>
<td></td>
</tr>
<tr>
<td>PCE</td>
<td></td>
<td></td>
<td>0.31 – 0.61</td>
<td></td>
</tr>
<tr>
<td>DCB</td>
<td></td>
<td></td>
<td>0.33 – 0.46</td>
<td></td>
</tr>
<tr>
<td>HCA</td>
<td></td>
<td></td>
<td>0.44 – 0.62</td>
<td></td>
</tr>
</tbody>
</table>

\[
\bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i
\] (2.5)

where \( X_i \) = measured value; \( \bar{X} \) = arithmetic mean; and \( N \) = number of observations.
When deviations from the normality occur, the measured values may be transformed to a new scale on which their distribution is closer to normal. Logarithmic transformation, in which the distribution of the logarithm or natural logarithm of the data X is normal, is one of them. Log-normal distribution is generally used to characterize the subsurface parameters. For example, K is one of the parameters shown to be log-normally distributed in nature. An example distribution of K values ranging from $9.4 \times 10^{-6}$ to $1.8 \times 10^{-4}$ m/s is shown as a histogram in Figure 2.2a. The K histogram belongs to one of the K-fields used in this study as will be discussed in the next chapter. As seen in Figure 2.2a, the distribution is not symmetric and it is obvious that K is not normally distributed. On the other hand, the histogram of ln K is presented in Figure 2.2b. It is almost symmetric and taking the natural logarithm of K has normalized the data quite effectively. In the light of this information, then, the geometric mean of the same set of observations is expressed by the following formula (Webster and Oliver, 2007):

$$\ln \overline{G} = \frac{1}{N} \sum_{i=1}^{N} \ln X_i$$ \hspace{1cm} (2.6)

where $\overline{G}$ = geometric mean.

The variance is the term used to describe the spread of observations (Gelhar, 1993; Webster and Oliver, 2007). Its square root is the standard deviation. The variance is computed as

$$\sigma^2 = \frac{1}{N-1} \sum_{i=1}^{N} (X_i - \overline{X})^2$$ \hspace{1cm} (2.7)

where $\sigma^2$ = variance; and $\sigma$ = standard deviation.
The mean and $\sigma^2$ are the terms used to describe the normal distribution of measurements independent of their location. In order to describe the variation of measurements in space or the relation among them based on their location, the concept of covariance is used. A measure of linear relationship between two measurements is shown by the covariance function. Physically, the covariance function is the indicator of the degree of correlation between the measurements at adjacent points in space. Since the subsurface is continuous, a high correlation is expected for points which are close to each other, while this correlation decreases as the separation between the points increases (Gelhar, 1993). In literature, the negative exponential covariance function is generally assumed to characterize the spatial continuity of aquifer properties (Eggleston et al., 1996; Eggleston, 1997; Woodbury and Sudicky, 1991; Pfleiderer and Moltyaner, 1993; Byers and Stephens, 1983; Rehfeldt et al., 1992; Sudicky, 1986; Hess et al., 1992; Bjerg et al., 1992). The negative exponential covariance function ($R(h)$) is represented by the following equation and graphically shown in Figure 2.3 (Gelhar, 1993).
\[ R(h) = \sigma^2 e^{(-h/\lambda)} \] (2.8)

where \( h \) = separation (lag) distance; and \( \lambda \) = correlation scale (\( \lambda_x, \lambda_y, \lambda_z \) are correlation scales in principal directions).

The separation at which the correlation decreases from \( \sigma^2 \) to \( (\sigma^2/e) \) is \( \lambda \) (Figure 2.3). It is, physically, the scale at which two measurements of the variable become practically uncorrelated (Kitanidis, 1997). In other words it is the limit of spatial dependence and starting from that distance, measurements become spatially independent (Webster and Oliver, 2007). Aquifer properties are said to be statistically isotropic if the \( \lambda \)s are the same in different directions and statistically anisotropic if directional \( \lambda \)s are different.

![Figure 2.3. The negative exponential covariance function from Equation 2.8](adapted from Gelhar (1993))
2.4. Geostatistical Characteristics of Physically and Chemically Heterogeneous Aquifers

Spatial variations in aquifer physical and chemical properties, has known to have strong influences on groundwater flow and transport since movement and dispersion of the solutes are controlled by the heterogeneity of these properties (Zinn and Harvey, 2003; Dynamac Corporation, 1998; Cvetkovic and Shapiro, 1990; Hu et al., 2004; Mishra et al., 1999; Mishra and Gutjahr, 1999). Therefore, information about subsurface variations of aquifer properties is critical for a successful prediction of contaminant transport. In addition, remediation method selection and implementation for contaminated aquifers require knowledge of spatial heterogeneity of aquifer properties affecting groundwater flow and contaminant transport.

The spatial variability of \( K \) has been investigated at the field scale in a number of studies in literature. A short summary composed of several different field sites from different parts of the world is given in Table 2.4. \( K \) statistics from other field sites are summarized by Gelhar (1993). In Table 2.4, the range of \( \sigma^2_{\ln K} \) is 0.14 to 12.25 showing that the degree of variation in \( K \) can be expressed by several orders of magnitude in the field. In the study of Welhan and Reed (1997), \( K \) range spans even six orders of magnitude. On the other hand, \( \lambda_{\ln K} \) ranges from 1 m to 55 m in Table 2.4. All these studies have shown that, in reality, aquifers can be highly heterogeneous in \( K \) which is one of the critical parameters for the flow of groundwater and the transport of contaminants. Some of these studies also have shown that aquifers can either be statistically isotropic or anisotropic in nature. For example, Sudicky (1986), Hess et al. (1992), Tompson (1990) and Byers and Stephens (1983) reported the Borden, Cape Cod, Lawrence Livermore National Lab (LLNL) and Sevilleta Wildlife Refuge aquifers, respectively, as isotropic. On the other hand, Snake River Plain (Welhan and Reed, 1997), Borden (Woodbury
Table 2.4. Summary of the field scale studies investigating spatial variability of K in terms of mean of ln K, $\sigma_{lnK}^2$ and $\lambda_{lnK}$

<table>
<thead>
<tr>
<th>Site</th>
<th>Mean of ln K</th>
<th>$\sigma_{lnK}^2$</th>
<th>$\lambda_{lnK}$ (m)</th>
<th>Unit of K</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borden, Ontario, Canada</td>
<td>-4.94</td>
<td>0.38</td>
<td>2.8</td>
<td>cm/s</td>
<td>Sudicky, 1986</td>
</tr>
<tr>
<td>Borden, Ontario, Canada</td>
<td>-4.68</td>
<td>0.356</td>
<td>5.14, 8.33</td>
<td>cm/s</td>
<td>Woodbury and Sudicky, 1991</td>
</tr>
<tr>
<td>Borden, Ontario, Canada</td>
<td>-4.96</td>
<td>0.585</td>
<td>4.8</td>
<td>cm/s</td>
<td>Turcke and Kueper, 1996</td>
</tr>
<tr>
<td>Twin Lake, Ontario, Canada</td>
<td>-3.86</td>
<td>0.23</td>
<td>1.5</td>
<td>cm/s</td>
<td>Indelman et al., 1999</td>
</tr>
<tr>
<td>Cape Cod, MA, USA Permeameter</td>
<td>-2.21</td>
<td>0.24</td>
<td>3.5, 8</td>
<td>cm/s</td>
<td>Hess et al., 1992</td>
</tr>
<tr>
<td>Cape Cod, MA, USA</td>
<td>-3.35</td>
<td>0.14</td>
<td>2.9, 4.2</td>
<td>cm/s</td>
<td>Eggleston et al., 1996</td>
</tr>
<tr>
<td>Columbus AFB, MS, USA</td>
<td>-2.18</td>
<td>0.28</td>
<td>8.08</td>
<td>cm/s</td>
<td>Foster-Reid, 1994</td>
</tr>
<tr>
<td>Columbus AFB, MS, USA</td>
<td>-5.23</td>
<td>4.5</td>
<td>12.8</td>
<td>cm/s</td>
<td>Rehfeldt et al., 1992</td>
</tr>
<tr>
<td>Columbus AFB, MS, USA</td>
<td>-8.02</td>
<td>0.893</td>
<td>-</td>
<td>m/s</td>
<td>Maclntyre et al., 1998</td>
</tr>
<tr>
<td>Columbus AFB, MS, USA</td>
<td>-</td>
<td>4.5, 2.8</td>
<td>12, 5.3</td>
<td>cm/s</td>
<td>Boggs and Rehfeldt, 1990; Eggleston et al., 1996</td>
</tr>
<tr>
<td>Columbus AFB, MS, USA</td>
<td>-5.4</td>
<td>4.4</td>
<td>12.5</td>
<td>cm/s</td>
<td>Eggleston, 1997</td>
</tr>
<tr>
<td>LLNL site, CA, USA</td>
<td>0.20</td>
<td>3.24</td>
<td>55</td>
<td>m/d</td>
<td>Tompison, 1990</td>
</tr>
<tr>
<td>Snake River Plain, ID, USA</td>
<td>4.1</td>
<td>12.25</td>
<td>-</td>
<td>m/d</td>
<td>Welhan and Reed, 1997</td>
</tr>
<tr>
<td>Sevilleta Wildlife Refuge, NM, USA</td>
<td>-4.275</td>
<td>0.534</td>
<td>1.5</td>
<td>cm/s</td>
<td>Byers and Stephens, 1983</td>
</tr>
<tr>
<td>Vejen aquifer, Denmark</td>
<td>-7.59</td>
<td>0.37</td>
<td>1, 2.5</td>
<td>m/s</td>
<td>Bjerg et al., 1992</td>
</tr>
<tr>
<td>Horkheimer Insel, Germany</td>
<td>-7.33</td>
<td>2.34</td>
<td>-</td>
<td>m/s</td>
<td>Ptak and Teutsch, 1994; Zlotnik et al., 2001</td>
</tr>
<tr>
<td>Krauthausen, Germany</td>
<td>-6.65</td>
<td>1.3</td>
<td>6.66</td>
<td>m/s</td>
<td>Vereecken et al., 2000</td>
</tr>
</tbody>
</table>
and Sudicky, 1991) and Schoolcraft (Bitema, 2002) aquifers were found to be anisotropic with the $\lambda_x/\lambda_y$ ratios of 4, 1.6, and 2.6, respectively. For an aquifer in Schoolcraft, Hyndman et al. (2000) reported $\lambda_x/\lambda_y$ ratio of 3.5. In majority of the field scale studies, K has been found to be log-normally distributed (Byers and Stephens, 1983; MacIntyre et al., 1998; Rehfeldt et al., 1992; Sudicky, 1986; Turcke and Kueper, 1996; Hess et al., 1992; Bjerg et al., 1992; Tompson, 1990) although there are a few exceptions (Eggleston et al., 1996; Woodbury and Sudicky, 1991; Pfleiderer and Moltyaner, 1993; Robin et al., 1991). Indeed, K following a log-normal distribution is a common assumption in stochastic groundwater analysis (Tompson, 1993; Destouni and Cvetkovic, 1991; Brusseau and Srivastava, 1997; Bosma et al., 1993; Rabideau and Miller, 1994; Abulaban and Nieber, 2000). In addition, the most frequently used covariance function to determine $\lambda$ is the negative exponential covariance function (Eggleston et al., 1996; Eggleston, 1997; Woodbury and Sudicky, 1991; Pfleiderer and Moltyaner, 1993; Byers and Stephens, 1983; Rehfeldt et al., 1992; Sudicky, 1986; Hess et al., 1992; Bjerg et al., 1992).

Besides physical heterogeneity, heterogeneity of the chemical properties of soil has also a major impact on the transport of reactive solutes. The number of field scale studies about the determination of chemical heterogeneity in terms of Kd is very limited (Robin et al., 1991; Allen-King et al., 1998; Mackay et al., 1986; MacIntyre et al., 1991, 1998; Foster-Reid, 1994). Robin et al. (1991) measured Kd for strontium at Borden aquifer and found the contrast between the highest and the lowest Kd as almost sevenfold and the mean and $\sigma_{\ln K_d}^2$ as 2.25 and 0.072 (as mL/g), respectively. $\lambda_{\ln K_d}$ was estimated to be 0.3-2 m. At the same site, Mackay et al. (1986) measured the Kd of PCE ranging over an order of magnitude. Allen-King et al. (1998) found the mean of ln Kd and $\sigma_{\ln K_d}^2$ for PCE as -0.54 and 0.39 (as mL/g) for a single core taken from the Borden aquifer. Eight years later, Allen-King et al. (2006) analyzed 11 cores from the Borden aquifer and found the mean of ln Kd and $\sigma_{\ln K_d}^2$ for PCE as -1.05 and 0.37 (as mL/g). Zhao et al. (2005)
measured Kd values for PCE in 216 different samples taken from a contaminated aquifer near Schoolcraft, MI. They found the horizontal and vertical $\lambda_{\log Kd}$ as 18.9 m and 2.5 m, respectively. Hoffman (1995) analyzed 132 Kd data for PCE from LLNL site and found the average Kd value as 0.44 mL/g with $\sigma$ of 0.62. Another study conducted at the Columbus Air Force Base aquifer by MacIntyre et al. (1991) revealed an order of magnitude variation in Kd of naphthalene. Seven years later, at the same site, MacIntyre et al. (1998) found that the mean of ln Kd and $\sigma^2_{\ln Kd}$ of naphthalene were -1.618 and 0.466 (as L/kg), respectively. Foster-Reid (1994) determined the mean of ln Kd (as l/mg) of benzene, TCB (trichlorobenzene) and PentCB (pentachlorobenzene) by analyzing 73 soil samples taken from the Handy Cranberry Bog on Cape Cod, MA as -4.205, -1.003 and 0.849, respectively. $\sigma^2_{\ln Kd}$ of benzene, TCB and PentCB was found as 0.1386 while $\lambda_{\ln Kd}$ was 1 m.

Among this small number of studies, Robin et al. (1991) and Allen-King et al. (1998, 2006) observed that Kd showed neither normal nor log-normal distributions at Borden site. On the other hand, MacIntyre et al. (1998), Hoffman (1995), Foster-Reid (1994) and Painter et al. (2001) have found log-normally distributed Kd at Columbus Air Force Base, LLNL, Cape Cod and Yucca Mountain site, respectively. Zhao et al. (2005) also used log-normal distribution to describe the Kd distribution at Schoolcraft site. Although it is not possible to make a general log-normal distribution assumption based on field scale studies, similar to K, Kd is almost always assumed to be log-normally distributed in modeling studies (Bosma et al., 1993; Tompson, 1993; Cvetkovic et al., 1998; Rabideau and Miller, 1994).

Another parameter to represent the chemical heterogeneity is $\alpha$. Unfortunately, there is no field scale study giving the spatial correlation structure of $\alpha$ in the literature. However, it is clear that $\alpha$ is a spatially distributed parameter since the properties controlling the rate of mass transfer include the types of minerals and their spatial distribution, the types and amounts of natural organic matter, the volume, size and geometry of macropores, mesopores, and micropores within
grains and aggregates; the geometry, chemistry and mineralogy of coatings on the surfaces (Hollenbeck et al., 1999; Li and Brusseau, 2000).

### 2.5. Correlation between Physical and Chemical Aquifer Properties

In addition to the spatial variability of parameters such as $K$, $K_d$ and $\alpha$, the correlation between any two of these parameters might affect the transport of a solute in the subsurface. For example, the numerical simulation studies have shown that not only the individual variability of $K$ and $K_d$, but also the correlation between these two key parameters is an important factor for the transport of a solute (Garabedian, 1987; Burr et al., 1994; Bellin and Rinaldo, 1995; Bosma et al., 1993; Rabideau and Miller, 1994). In several field scale studies, negative correlation between $K$ and $K_d$ was found (Robin et al., 1991; Tompson, 1993; Hess et al., 1993; Foster-Reid, 1994; Barber et al., 1992) and this was attributed to the presumption of greater sorption by smaller particles. On the other hand, some researchers found positive correlation between $K$ and $K_d$ (MacIntyre et al., 1998; Allen-King et al., 1998, 2006; Hess et al., 2002). This was thought to be the result of the high organic carbon content of coarse sediments (Ball and Roberts, 1991) or remained unexplained (MacIntyre et al., 1998). There are also field scale studies reporting $K$ and $K_d$ as uncorrelated with each other (Zhao et al., 2005). In other words, there is no consensus about the type of correlation between $K$ and $K_d$. Therefore, different correlation types have been assumed in many numerical simulation studies (Tompson, 1993; Bosma et al., 1993; Burr et al., 1994; Tompson et al., 1998; Brusseau and Srivastava, 1999; Cvetkovic et al., 1998).

Tompson (1993) reported negative correlation between $K$ and $K_d$ of PCE based on the preliminary field observations conducted on mixed sands, silts and clays in the alluvial materials of the eastern Livermore Valley of California by Bishop et al. (1990). In the study of Tompson (1993), the equation relating $K$ and $K_d$ has been given as follows.
\[ \ln K_d = 1.02 - 0.32 \ln K \]  \hspace{1cm} (2.9)

Similarly, in a field study at Cape Cod, MA, Foster-Reid (1994) has shown that there is a significant negative correlation between \( K \) and \( K_d \) with a slope of -0.341 for benzene, TCB and PentCB. Hess et al. (1993) have found negative correlation between \( K \) and \( K_d \) of lead as well as \( K_d \) of zinc. Robin et al. (1991) have observed negative correlation between \( K \) and \( K_d \) of strontium.

In contrast to studies reported negative correlation, Allen-King et al. (1998) observed positive correlation between \( K \) and \( K_d \) of PCE on the aquifer materials taken from Borden aquifer and has expressed the relation with the following equation.

\[ \ln K_d = 2.14 + 0.53 \ln K \]  \hspace{1cm} (2.10)

MacIntyre et al. (1998) have found positive correlation between \( K \) and \( K_d \) of naphthalene at Columbus Air Force Base site. In a reactive tracer test conducted at Cape Cod, MA, Hess et al. (2002) have observed a positive correlation between \( K \) and \( K_d \) for nickel.

In addition to correlation between \( K \) and \( K_d \), the type and the degree of correlation between \( \alpha \) and \( K_d \) has been investigated in several different studies using different types of contaminants and soils. Brusseau and Rao (1989b) compiled data on the nonequilibrium sorption of hydrophobic and nonhydrophobic organic chemicals, separately, from the literature. An inverse log-log linear relationship between \( K_d \) (mL/g) and \( \alpha \) (h\(^{-1}\)) has been found for both types of chemicals. The equation relating \( \log \alpha \) and \( \log K_d \) for hydrophobic organic chemicals was

\[ \log \alpha = 0.301 - 0.668 \log K_d \]  \hspace{1cm} (2.11)
Brusseau et al. (1991a) investigated the transport of 12 organic chemicals, including PCE, with three aquifer materials having low organic carbon content ($f_{oc} = 0.007, 0.015$ and $0.025\%$) by column experiments. According to their findings, there was a log-log linear inverse relationship between $\alpha$ ($h^{-1}$) and $K_d$ (mL/g) such that

$$\log \alpha = -1.676 - 0.7 \log K_d$$

(2.12)

Brusseau and Reid (1991) made column experiments using five different low organic carbon aquifer materials ($f_{oc}<0.05\%$) and four different organic chemicals, including PCE. They have found the inverse relationship between $\alpha$ ($h^{-1}$) and $K_d$ (mL/g). When least-squares regression analysis was applied to the data reported in this study, the following equation has been found.

$$\log \alpha = 0.473 - 0.504 \log K_d$$

(2.13)

Brusseau and Rao (1991) conducted column experiments with 26 different organic chemicals, including PCE, and a sandy aquifer material with a moderately low organic carbon content ($f_{oc} = 0.13\%$). The equation reported for the group of chemicals, in which PCE was present, was

$$\log \alpha = 0.56 - 0.47 \log K_d$$

(2.14)

$\log \alpha - \log K_d$ relationship reported by Brusseau et al. (1991b) for a series of chlorinated benzenes and a sandy soil with 0.39% organic carbon content was

$$\log \alpha = 0.75 - 0.63 \log K_d$$

(2.15)

This inverse log-log linear relationship has also been found in some other studies (Brusseau, 1992b; Nkedi-Kizza et al., 1989; Piatt, 1997; Brusseau et al., 1990; Hu
et al., 1995a) and has successfully been used to predict the $\alpha$ values using the $K_d$ values (Brusseau, 1992c; Brusseau et al., 1989).

It is believed that some type of diffusion limited mechanism (i.e. diffusional rate-limited transfer of the sorbate mass from the exterior surface of the organic matter into the interior matrix) is responsible for the nonequilibrium sorption of organic solutes. An increase in diffusional constraint is expected with the increasing molecular size of the sorbate. The inverse relationship between $\alpha$ and $K_d$ was suggested to be the result of this diffusive mass transfer where former represents the degree of diffusional constraint and the latter is related with the molecular size of the sorbate (i.e. $K_d$ increases in relation with the increase in $K_{oc}$ when molecular size of the sorbate increases (Piwoni and Keeley, 1990)) (Brusseau and Rao, 1989a, b; Brusseau et al., 1991a, b).

2.6. Impact of $K$ Heterogeneity on Contaminant Transport and the Performance of Pump and Treat Remediation

Impact of physical heterogeneity on contaminant transport and groundwater remediation has been an interest of researchers for a long time. In this section of the study, a review of these studies is presented by giving an emphasis on $K$ heterogeneities. The study of Dekker and Abriola (2000) is an example showing the effect of physical aquifer heterogeneity on contaminant transport. They considered the influence of permeability heterogeneity on the migration and entrapment of the dense nonaqueous phase liquids (DNAPLs) by employing model simulations on multiple realizations of permeability fields having different $\sigma^2_{\text{lnK}}$ and $\lambda_{\text{lnK}}$. Higher $\sigma^2_{\text{lnK}}$ resulted in an obvious increase in lateral spreading of PCE with higher saturation regions at the interfaces between high and low permeability regions and a decrease in penetration depth of spill. Higher $\sigma^2_{\text{lnK}}$ also caused an increased variability among the model outputs. Penetration depth of the spill increased but the spread of the spill decreased with increasing vertical $\lambda_{\text{lnK}},$
especially for more heterogeneous formation. On the other hand, spreading and the penetration depth of the spill were relatively insensitive to the horizontal $\lambda_{\ln K}$ examined in the study. This was attributed to the small spill release area relative to the horizontal $\lambda_{\ln K}$.

Effect of physical heterogeneity on the different aspects of P&T remediation, such as design, costs and cleanup time has been studied by several researchers. Some of these researchers employed pumping only for hydraulic containment while some others considered P&T systems to clean up the contaminated aquifer. Zheng and Wang (1999) integrated heterogeneous transmissivity ($T$) into the P&T remediation design through Monte Carlo analysis in a simulation-optimization study. The aim of the remediation system design was to hydraulically contain the contaminant plume. Therefore, system constraints did not include any term related to contaminant concentration. The results showed that both the total remediation costs and the uncertainty in it (i.e. ratio of standard deviation over mean of remediation cost) increased with the uncertainty in the K-field. Morgan et al. (1993) aimed to minimize the total pumping rate in order to provide hydraulic containment of a contaminant plume. Results showed that as the fields became more heterogeneous, the total pumping rate increased for the same degree of solution reliability. Similar to Morgan et al. (1993), Ricciardi et al. (2007) minimized the cost of P&T remediation in order to assure hydraulic plume containment by optimizing the pumping rate. Their results were in agreement with the results of Morgan et al. (1993) such that pumping rates were higher when $\sigma_{\ln K}^2$ was greater. They also found that the cost of the optimal solution decreased with the decreasing $\sigma_{\ln K}^2$. Bayer et al. (2004) aimed to find the efficiency of a P&T remediation system under different heterogeneity conditions. Efficiency was determined in terms of the minimum pumping rate of a single well at a fixed location which supplied hydraulic containment of a contaminant plume. As a result, they did not consider the amount of removed contaminant. The different heterogeneity characteristics were defined with different $\sigma_{\ln T}^2$ and $\lambda_{\ln T}$. Results
showed that increasing $\sigma^2_{\ln T}$ and $\lambda_{\ln T}$ led to a considerable rise of the mean pumping rate. On the other hand, the increase in $\sigma^2_{\ln T}$ and $\lambda_{\ln T}$ also resulted in a variation in the pumping rate $\sigma^2$ (i.e. $\sigma^2$ of pumping rate among 500 lnT realizations). The magnitude of this rise was higher for the higher values of $\sigma^2_{\ln T}$ and $\lambda_{\ln T}$. The assessment in the study of Bayer et al. (2004) did not focus on the extent of mass removal. The authors noted that the efficiency of the remediation system in terms of mass removal would probably be different than the efficiency in terms of the minimum pumping rate.

McKinney and Lin (1996) used simulation-optimization approach in order to investigate the effect of K heterogeneity on the cost of P&T remediation system. They considered the reduction of the contaminant concentration to a certain level at the observation points. The results indicated that heterogeneity of K did not have a significant impact on the remediation system cost and the number of wells for the problem studied. However, it did affect the remediation system design such that well locations and pumping rates were different for homogeneous and two different heterogeneous cases. Huang and Mayer (1997) applied simulation-optimization approach to search for the optimal pumping rates and the well locations for a P&T system on both homogenous and heterogeneous aquifers. The remediation goal was to reduce the aqueous phase contaminant concentration to a certain level at monitoring points within a certain remediation period. They found that the optimal locations of the wells were different for homogenous and heterogeneous aquifers. In a heterogeneous aquifer, optimal wells were located in high permeability zones, which reduced the total remediation cost because of the decrease in pumping cost. They also found that the heterogeneous aquifer condition required an additional pumping well as well as the higher remediation cost compared to the homogenous conditions. Aksoy and Culver (2004) examined the impact of K heterogeneity on optimal P&T remediation design and cost and demonstrated that the remediation cost generally increased as the K heterogeneity increased. They also added that the variability in the remediation costs increased
with increasing $K$ heterogeneity. The number of pumping wells and the pumping rates changed when the degree of heterogeneity changed as well. Chan Hilton and Culver (2005) conducted a simulation-optimization study on a hypothetical heterogeneous aquifer having a single heterogeneous $K$-field with two different $\sigma^2$ in $K$. For this single $K$-field case, they found that more pumping wells were required and higher volume of water was pumped out resulting in higher remediation cost for the more heterogeneous $K$-field. Pinder et al. (2004) applied simulation-optimization approach to find the optimum pumping schedules on homogeneous and heterogeneous aquifers in $K$. They found that heterogeneous aquifer required more pumping than the homogeneous one. When they applied the pumping schedule obtained using the homogeneity assumption to different heterogeneous fields, they found that the remediation goal was exceeded at 80% of the heterogeneous fields. Then they created another heterogeneous field by averaging all of the heterogeneous fields tested. Then, they found the optimal pumping policy for this field and applied it to individual heterogeneous fields. In this case, the remediation goal was exceeded at 64% of the fields.

Russell and Rabideau (2000) applied decision analysis in order to investigate the effect of $K$ heterogeneity on the failure probability of different P&T remediation system designs which were developed based on the assumption of homogeneity. In the study two failure definitions were used: failure in the hydraulic containment of the contaminant plume and failure in compliance monitoring. $\sigma^2_{\ln K}$ was the only parameter defining $K$ heterogeneity. Results showed that inclusion of $K$ heterogeneity caused high failure probabilities especially for the more heterogeneous aquifer. For heterogeneous aquifers, the escape of contaminant via preferential flow paths and local drawdown failure was noted. It was also noted that for a less heterogeneous aquifer, the probability of failure in compliance monitoring was higher than the probability of failure in the hydraulic containment. On the other hand, for more heterogeneous aquifer, the probability of failure in the hydraulic containment was higher. In the same study, the effect of heterogeneity
on cleanup times was also investigated. For most of the P&T designs, the cleanup
time required for the more heterogeneous aquifer was higher but the opposite was
also observed. Therefore, the impact was not consistent among all designs. Lee et
al. (2000) applied modeling approach to compare a design of a P&T remediation
system on a homogenous and two different heterogeneous aquifers in terms of
time required for contaminant cleanup. One of the heterogeneous aquifers
contained an embedded clay lens within the unconsolidated sand. The second one
was a stratified system consisting of two layers of unconsolidated sand and silt. A
single well located near the center of the plume was used to cleanup the aquifer.
The results showed that cleanup of the aquifer containing a small clay lens was
longer than the homogenous aquifer while the most adverse impact of
heterogeneity on remediation time was observed on the two-layer system.
Rabideau and Miller (1994) modeled P&T remediation in a vertically
heterogeneous aquifer. They found that cleanup times were highly sensitive to the
degree of K heterogeneity and observed to increase as the degree of heterogeneity
increased. Berglund and Cvetkovic (1995) assessed the effect of K heterogeneity
on cleanup times under rate-limited mass transfer conditions. Although their
results showed a general trend of increasing cleanup times with increasing $\sigma^2$ in K,
the magnitude of this effect was found to be small under the conditions assumed in
the study. Cleanup time converged to a limit value as the pumping rate increased.
This limit value was determined by the rate-limited mass transfer. This indicated
that for low pumping rates, K heterogeneity was the controlling factor on the
remediation process while for large pumping rates mass transfer process took the
control.

James and Gorelick (1994) made an analysis in order to find the number of
sampling wells to minimize the P&T remediation cost (including both remediation
and sampling cost) of contaminated aquifer where the plume location and extent
were uncertain due to the unknown source location, source loading time and
aquifer heterogeneity. The optimum number of sampling wells increased with the
increase of $\sigma_{\log K}^2$. Because the travel range of plume and its extent increased with the increase of $\sigma_{\log K}^2$, the optimum total cost increased. However, this increase was mainly due to the increase in the number of sampling wells and remediation cost remained relatively constant in the $\sigma_{\log K}^2$ range of 0.1 to 3. They added that the change in the cost was due to uncertainty in the plume location. Similar to $\sigma_{\log K}^2$, the number of sampling wells increased with the increase in $\lambda$ of the spatially distributed K in the range of $\Delta x$ to $3\Delta x$. The cost of the remediation also rose with the rise of $\lambda$ in the same range because of the higher cost of sampling. For $\lambda$ range of $3\Delta x$ to $9\Delta x$, the optimum sampling and remediation design was relatively insensitive.

Maxwell et al. (2008) performed a risk assessment study in order to investigate the effect of application of a P&T remediation system on the exposure of the individuals to PCE on a heterogeneous aquifer that is used as a municipal water source. They used seven different realizations of K in order to represent the heterogeneous nature of the aquifer. The average concentration obtained in the municipal wells with the application of P&T system changed from realization to realization. For some realizations, using P&T decreased the concentration in the municipal wells while it increased the concentration for some others. This was because of the presence of hydraulic channels connecting the contaminant source with the wells at different locations for different realizations. This study emphasized the importance of the role of uncertainty in aquifer heterogeneity on groundwater flow and transport as well as the remediation of contaminated aquifers. Mylopoulos et al. (1999) performed a simulation-optimization study for a P&T remediation system on a real aquifer which was heterogeneous in terms of K. Because of the high degree of hydrogeologic uncertainty, they applied stochastic simulation through Monte Carlo technique (200 realizations). System constraints did not include any term related to the contaminant concentration. The results showed the spatial distribution of K-field, in other words the relative locations of
high and low K regions, had a significant impact on the pumping rates and operating cost of cleanup wells.

Although there are studies investigating the effect of K heterogeneity on the optimal P&T remediation design and costs in literature, none of the studies mentioned above focused on the systematic analysis of the impact of $\lambda$ of K. This study did not only focus on the effect of $\lambda$ of K on the P&T remediation design and cost but also on the impact of $\lambda$ of K on the remediation time. For time-to-compliance analysis, the effect of number of wells used for the remediation was investigated in addition to the effect of $\lambda$. A comparison of two different P&T remediation designs was made in order to find a more robust design approach when heterogeneity was present. For both remediation designs and associated cost and time analyses, importance of spatial distribution of K was explored by working on three different realizations of K. This study also considered the influence of different initial plume masses and configurations on the remediation design and cost. Therefore, validity of the results for different initial plume conditions was evaluated. Furthermore, the effect of anisotropy in $\lambda$ of K on the P&T remediation design and cost was analyzed.

2.7. Impact of $K_d$ Heterogeneity on Contaminant Transport and the Performance of Pump and Treat Remediation

Heterogeneity in $K_d$ and its correlation with other aquifer properties, such as K, is another important issue in the contaminant transport and groundwater remediation studies. Hu et al. (2004) investigated the effect of heterogeneity of K and $K_d$ on solute transport process. They found that under natural flow conditions, solute dispersion increased with the increase in $\sigma^2$ in both K and $K_d$ and the effect of $\sigma^2$ in $K_d$ was more obvious than that in K. They also studied the influence of $\lambda$ of K and $K_d$. Their results showed that solute dispersion decreased with the decrease in $\lambda$ of both K and $K_d$. Bosma et al. (1993) conducted numerical Monte Carlo simulations
to investigate transport of adsorbing solute in a porous media which was heterogeneous in terms of $K$ and $K_d$. They studied the effect of $\sigma^2_{\ln K}$, $\sigma^2_{\ln K_d}$ and $\lambda_{\ln K_d}$ on solute spreading. They found that decrease in $\lambda_{\ln K_d}$ while keeping $\lambda_{\ln K}$ constant, diminished the plume spreading in the longitudinal direction. Accordingly, an increase in $\lambda_{\ln K_d}$ enhanced the longitudinal spreading. They explained this situation with the larger distance between low and high $K_d$ regions with increasing $\lambda_{\ln K_d}$. Transverse spreading was not affected by the change in $\lambda_{\ln K_d}$.

They observed significant enlargement of the plume in the longitudinal direction with a relatively mild increase in $\sigma^2_{\ln K_d}$. On the other hand, transverse spreading was, once again, found to be independent from the chemical heterogeneity. They also observed enhanced longitudinal spreading with larger $\sigma^2_{\ln K}$. Unlike $K_d$ case, increase in $\sigma^2_{\ln K}$ increased the transverse spreading. Bosma et al. (1993) also assessed the effect of correlation between $K$ and $K_d$ assuming both negative and positive correlations in addition to the uncorrelated case. They found that plume spreading in the longitudinal direction was enhanced in the case of negative correlation compared to the uncorrelated case as can be expected from the theory. Because the high $K$s combined with low sorption and low $K$s combined with high sorption resulted in large solute spreading. On the other hand, longitudinal plume spreading was smaller for the positively correlated case compared to the uncorrelated case. They also revealed that the magnitude of the effect of correlation between $K$ and $K_d$ on longitudinal spreading was different for different geometric means of $K_d$. Their results on plume spreading in the transverse direction showed that correlation between $K$ and $K_d$ did not have an effect on it.

Findings of Hu et al. (1995b) was similar to that of Bosma et al. (1993) when the effect of correlation between $K$ and $K_d$ on longitudinal plume spreading was considered. However for transverse spreading, unlike Bosma et al. (1993), Hu et al. (1995b) found that positive correlation decreased the spreading while negative correlation enhanced it. Cvetkovic and Shapiro (1990) performed a stochastic solute arrival time analysis on a sorptive solute on heterogeneous porous media. For the equilibrium sorption assumption, they assumed constant $K_d$ as well as
heterogeneous $K_d$ which was uncorrelated and negatively correlated with $K$. The results showed that heterogeneity in $K_d$ caused notably longer mass arrival time and this effect was greater when $K$ and $K_d$ were negatively correlated compared to the case where $K$ and $K_d$ were uncorrelated. They also pointed out that the effect of $K_d$ heterogeneity was less pronounced for smaller $\sigma^2$s.

Above studies focused on the impact of $K$ and $K_d$ heterogeneity on plume migration under natural flow conditions. Aksoy and Culver (2004) investigated the effect of $K_d$ heterogeneity, in combination with $K$ heterogeneity, on optimal P&T remediation design and costs. They found that lower $K_d$ heterogeneity ($\sigma^2_{\ln K_d} = 0.007$) resulted in similar remediation costs with the homogenous $K_d$ assumption but higher $K_d$ heterogeneity ($\sigma^2_{\ln K_d} = 0.177$) caused significant increase in the remediation cost up to 50%. They also added that increasing $K$ heterogeneity may have decreased the impact of $K_d$ heterogeneity. Rabideau and Miller (1994) made simulations for fields having heterogeneous characteristics in both $K$ and $K_d$ in the vertical direction. First, $\sigma^2_{\ln K_d}$ was the same with $\sigma^2_{\ln K}$ and there was no correlation between $K$ and $K_d$. For this case, they found no significant difference in P&T performance in terms of cleanup time. The simulations performed with correlated $\ln K$ and $\ln K_d$ fields showed that a perfect positive correlation between $\ln K_d$ and $\ln K$ resulted in considerably shorter cleanup times while a perfect negative correlation significantly increased it. This was because the negative correlation resulted in the presence of a higher fraction of sorbed contaminant mass in the low conductivity regions where the groundwater flow was slow. They also stated that since the type of correlation had a significant impact on P&T remediation performance, serious consideration of spatial structure of sorption capacity was necessary for the sites where P&T remediation was planned to be implemented.

Schäfer and Kinzelbach (1992) investigated the effect of heterogeneity in $K$ and $K_d$ on the performance of in-situ bioremediation, which was composed of one injection and one pumping well, by Monte Carlo analysis. The performance of the
remediation was measured by the time to achieve 90% pollutant removal (RMT$_{90}$) and compared with the homogeneous case. Four different heterogeneity conditions were tested. The first one was the heterogeneity in both K and K$_d$ with a high $\sigma$ and long $\lambda$. In the second condition, both K and K$_d$ were heterogeneous with low $\sigma$ in order to test the effect of $\sigma$ in these parameters. For the third condition, K$_d$ was assumed as homogenous while K was heterogeneous with high $\sigma$. The fourth, and the last, condition was to show the sensitivity of the results to $\lambda$ such that $\lambda$ of both K and K$_d$ was decreased by half while $\sigma$ remained as high. They measured the relative dominance of the pollutant removal by biodegradation and extraction and found 80% removal by biodegradation and 20% removal by extraction. Aquifer heterogeneity in all of the four cases decreased the microbial activity and resulted in prolonged RMT$_{90}$ compared to the homogeneous case. An increase in $\sigma$$_{\ln K}$ and $\sigma$$_{\ln K_d}$ (comparison of first and the second condition) had a significant effect on RMT$_{90}$ as remediation with very long durations became more probable. RMT$_{90}$ increased with $\sigma$$_{\ln K}$ and $\sigma$$_{\ln K_d}$ exponentially. Assuming K$_d$ heterogeneity instead of homogeneity (comparison of the first and the third condition) had also a clear unfavorable effect on RMT$_{90}$. When K and K$_d$ were assumed to be negatively correlated, further deterioration of the remediation performance was observed by a considerable increase in RMT$_{90}$ compared to the uncorrelated case. Shorter $\lambda$ led to a shorter RMT$_{90}$ but the effect was not as noticeable as the effects of $\sigma$ and the presence of K$_d$ heterogeneity. This result was attributed to the increased probability of channeling with large K which connected the injection and pumping wells when $\lambda$ was longer. When there was such a short-circuiting, DO distribution in the aquifer was not favorable for an efficient remediation and most of the injected DO was extracted without reaching to some polluted regions of the aquifer.

Up to now, there is a single study in literature (Aksoy and Culver, 2004) investigating the effect of K$_d$ heterogeneity on P&T remediation design and associated costs. However, they did not consider the impact of $\lambda$ of K$_d$. In addition,
they studied on just a single K realization as a background K heterogeneity condition. However, changing K distribution, when K_d is heterogeneous, might be important for the understanding of the relative importance of K and K_d heterogeneities and may have significant impact on the remediation design and cost. This study also considered the effect of correlation between K and K_d on the remediation. Rabideau and Miller (1994) made a similar study but considering only the vertical heterogeneity and its impact on cleanup time. Schäfer and Kinzelbach (1992) studied the effect of λ_{lnK} and λ_{lnK_d} together on the cleanup time of an in-situ bioremediation system. Their analysis was basically about the performance of in-situ bioremediation system based on the remediation time. They only considered negative correlation but not positive correlation between K and K_d. Moreover, they applied Monte Carlo analysis and did not investigate the impact of realizations itself on the results. Therefore, this study is the first one investigating the impact of λ of K_d for different degrees of heterogeneity conditions together with different K realizations on optimal P&T remediation design and cost. In addition, the study is novel in terms of studying the effect of both positive and negative correlation between K and K_d in horizontal scale on optimal P&T remediation design and cost.

2.8. Impact of Rate-limited Mass Transfer and the Heterogeneity in Mass Transfer Rate Coefficient on Contaminant Transport and the Performance of Pump and Treat Remediation

The effect of rate-limited mass transfer or nonequilibrium sorption and the heterogeneity in mass transfer rate coefficient on contaminant transport and groundwater remediation is the last issue reviewed. Studies in the literature have shown that neglecting rate-limited mass transfer or nonequilibrium sorption may cause erroneous results in both solute transport and remediation design. For example, Zhang and Brusseau (1999) simulated the TCE plume behavior subjected to P&T remediation in Tucson, AZ. When equilibrium sorption was assumed, it
was seen that the simulation results did not match the observed data. When nonequilibrium sorption defined by the two-site model was taken into account, a slightly improved match was obtained, at least for a certain part of the remediation period. Therefore, nonequilibrium sorption affected the TCE transport. Andersson and Destouni (2001) conducted a risk-cost analysis in groundwater transport and found that ambiguous risk and cost estimates may have been obtained if kinetic sorption (described by the first-order nonequilibrium sorption desorption process) was disregarded and only equilibrium sorption was assumed. Their results also showed that estimation errors in risk and cost may have even been higher when sorption was completely ignored. Aksoy and Culver (2000) investigated the effect of sorption assumptions on P&T remediation design and cost. They showed that the optimal design found with the use of equilibrium sorption assumption may not satisfy the remediation goals in a mass transfer limited aquifers in the same remediation period. On the other hand, in literature, there are also examples which shows that inclusion of nonequilibrium sorption do not provide improvement in the prediction of solute behavior. Brusseau and Srivastava (1997) studied the impact of rate-limited sorption on PCE plume displacement in Borden aquifer under natural flow conditions. When homogeneous K was assumed, rate-limited sorption and local scale heterogeneity/mass transfer had a minimal impact on plume displacement. Both equilibrium and rate-limited sorption simulations did not match the observed data. When K and K_d heterogeneities were taken into account, for both equilibrium and rate-limited sorption cases, it was seen that heterogeneity in K and K_d, which were negatively correlated, did not improve the match between the simulated and the observed data for the center of plume mass displacement, either.

In addition to consideration of rate-limited mass transfer, the value of mass transfer coefficient may be important in terms of both solute transport and remediation design and has been studied by some researchers. For example, Berglund (1997) investigated the effect of rate-limited mass transfer (described by
a linear expression) from the DNAPL phase to the aqueous phase within an analytical framework on DNAPL transport in heterogeneous aquifers. The breakthrough curves obtained with different mass transfer rate coefficients showed that lower mass transfer rate coefficients resulted in enhanced tailing. Breakthrough curve changed its character from simulating the equilibrium conditions to rate-limited mass transfer conditions over a relatively small interval of mass transfer rate coefficient. This showed that concentration change over time was highly sensitive to this parameter. When the same analysis was performed on an aquifer with higher degree of K heterogeneity, it was seen that an increase in $\sigma^2_{\ln K}$ led to enhanced tailing for all mass transfer rate coefficients. The effect of $\sigma^2_{\ln K}$ on the later stages of breakthrough became more pronounced with the increasing mass transfer rate coefficient. Therefore, increase in the degree of K heterogeneity and advection related tailing decreased the sensitivity of DNAPL transport to mass transfer rate coefficient at the later stages of breakthrough.

Berglund and Cvetkovic (1995) studied the effect of rate-limited mass transfer (described by a first-order linear expression) on P&T remediation time. They stated that cleanup times were significantly longer for mass transfer rate-limited case compared to the nonreactive case. When the mass transfer was taken into account, only a small decrease in cleanup times with increasing pumping rate was observed. Unlikely, for the nonreactive case the cleanup times gradually declined with the increasing pumping rate. For the mass transfer limited case, the cleanup time increased as the rate coefficient decreased such that for very small rate coefficients the cleanup time was significantly long. In addition, as the mass transfer became slower, the sensitivity of the cleanup time to the pumping rate became less. In another study presented by Brogan and Gailey (1995) very similar findings with the study of Berglund and Cvetkovic (1995) were obtained. Brogan and Gailey (1995) found that there was a significant influence of the nonequilibrium solute transport (described by reversible first-order expression) on the cleanup time and cleanup time increased with the decreasing mass transfer rate.
coefficient. They also showed less sensitive cleanup time to pumping rate for slow mass transfer conditions. In their study, Aksoy and Culver (2000) showed that P&T remediation time exponentially increased while mass transfer rate decreased and the heterogeneity in K resulted in a reduction in the magnitude of the effect of mass transfer. Rabideau and Miller (1994) modeled P&T remediation in a vertically heterogeneous aquifer assuming nonequilibrium sorption conditions. They found that slow mass transfer rates dramatically increased the projected cleanup time and the cleanup time got longer as the rate of mass transfer got slower. The relative significance of the mass transfer rate effect was slightly decreased as the degree of heterogeneity in K increased. On the other hand, the relative significance of sorption nonequilibrium and K heterogeneity depended on the values of the parameters defining these processes. Either of them may dominate over the other depending on the values of these parameters in elongating the cleanup times. Harvey et al. (1994) compared slow and rapid mass transfer (described by a first-order model) for the performance evaluation of P&T remediation with pulsed pumping. They found that rapid mass transfer rates resulted in much shorter remediation time whereas for slow mass transfer rates remediation time was very long. In addition, they pointed out that for rapid mass transfer, equilibrium was reached just at the beginning of the resting periods while for slow mass transfer, concentration came to only 18% of equilibrium during the resting periods. Pumping more water did not result in shorter cleanup period by the same ratio since rate-limited mass transfer put a lower limit on the length of the cleanup period. Haggerty and Gorelick (1994) found that total pumping rate increased with the decreasing mobile-immobile phase mass transfer rate. For a 3-year cleanup, the effect of mass transfer could be seen more obviously compared to a 15-year cleanup. Thus they stated that long term remediation schemes were less affected by the mass transfer limitations.

The effect of heterogeneity in mass transfer rate coefficient and its correlation with other aquifer parameters, such as K, may be as critical as the value of it for
transport and remediation studies. Mishra et al. (1999) investigated the solute transport in the case of spatially variable sorption and desorption rates used in the linear kinetic model. They found that spatially variable rates resulted in lower peak concentrations, shifted peak positions and longer tails in the breakthrough curve showing that understanding of the heterogeneity in the sorption and desorption rates is important in predicting the transport behaviors of the solutes. In another study, Mishra and Gutjahr (1999) examined the effect of spatially varying sorption and desorption rates on the spreading of the linearly sorbing solute plume in transverse direction. They stated that when $\sigma^2$ of the sorption rates was small, the variability in groundwater velocity, or in other words variability in K, had more pronounced effect on the transverse dispersion than the sorption rate variability. Li and Brusseau (2000) studied the effect of heterogeneous rate-limited mass transfer described by the two-region model on solute transport. Their results showed that when the mean rate coefficient was too small or large, the effect of heterogeneity in rate-limited mass transfer was minimal. However, for intermediate rate coefficients, the effect was observable with greater tailing for heterogeneous case. This implied that assuming the rate coefficient as homogenous may result in overestimated mass removal and underestimated cleanup times. Cvetkovic and Shapiro (1990) performed a stochastic solute arrival time analysis to a sorptive solute on heterogeneous porous media by considering both equilibrium and nonequilibrium sorption governed by the first-order linear kinetics. The results of the equilibrium sorption case were given above. For the nonequilibrium sorption case, they assumed variability in forward and reverse rate coefficients and in K with depth. They also assumed that forward and reverse rate coefficients were negatively correlated with K. They found that the cumulative mass arrival time with variable forward and reverse rate coefficients was generally larger than the cumulative mass arrival time with constant sorption parameters. The effect of sorption coefficient variability was greater for larger $\sigma^2_{\ln K}$. Destouni and Cvetkovic (1991) assumed negative, positive and no correlation between K and sorption and desorption rate coefficients of the kinetic sorption model in order to investigate the
effect of spatially variable sorption parameters on the field scale mass arrival of a sorbing solute. For the negative correlation case, when the rate coefficients were spatially variable, an increased and early peak in the breakthrough curve was observed compared to the case with constant rate coefficient. In addition, for large rate coefficients, double-peak behavior was noticed. For the positive correlation case, an increased and narrowed peak was observed in the breakthrough curve. In the case of no correlation, the effect was similar to the negative correlation case in which double-peak behavior was detected.

Aksoy and Culver (2004) considered the spatial variability in the mass transfer rate coefficient of the two-site nonequilibrium sorption model for the optimum design and cost of P&T remediation. They took both K and K_d as spatially variable. When the mass transfer coefficient heterogeneity was taken into account, it was seen that nonequilibrium sorption heterogeneity affected the remediation design and cost for low K heterogeneity but this effect was negligible for high K heterogeneity. Berglund (1997) evaluated the effect of rate-limited mass transfer from DNAPL phase to aqueous phase on the P&T remediation time and found that sensitivity of cleanup times to K heterogeneity decreased with decreasing mass transfer rate coefficient. Berglund (1997) also assumed rate coefficient as spatially variable and positively correlated with mean groundwater velocity (i.e. K) and found that spatial variability in the rate coefficient resulted in enhanced tailing and prolonged cleanup times.

Among the above studies, only the study of Aksoy and Culver (2004) investigated the effect of α heterogeneity on the P&T remediation design and associated costs. They considered a single σ^2_{lnα} but this study considered two different σ^2_{lnα} in order to see the effect of changing σ^2_{lnα} on the P&T remediation design and cost. They also did not explore the impact of λ. Berglund (1997) evaluated the effect of spatially variable rate-limited mass transfer coefficient on the P&T remediation time, but the mass transfer model used in Berglund’s (1997) study described the
mass transfer from DNAPL phase to aqueous phase, not the transfer due to nonequilibrium sorption and it only considered the P&T remediation time as the comparison indicator. In addition to the effect of $\sigma_{\text{int}}^2$ and $\lambda$, this study also aims to explore the effect of correlation between $\alpha$ and $K_d$. This analysis was also extended to the effect of correlation between $\alpha$ and $K$ by the use of the positive and negative correlation between $K$ and $K_d$. Different from Berglund’s (1997) study, this study considered the effect of correlation of $\alpha$ with both $K$ and $K_d$ under nonequilibrium sorption conditions on the P&T remediation design and cost.

Furthermore, the effect of $f$ value on the P&T remediation design and cost was investigated. In literature, there are studies comparing equilibrium and rate-limited mass transfer in terms of both transport and remediation of contaminants but there is no single study, to author’s knowledge, investigating the effect of $f$ value which specifies the fraction of equilibrium sorption sites in two-site nonequilibrium sorption model on the P&T remediation design and cost. This study is unique because of these mentioned features. Therefore, this study aims to fill the gaps in the mentioned subjects above in the literature.

2.9. Genetic Algorithms and Their Use in Pump and Treat Remediation Problems

Genetic algorithms (GAs) are probabilistic search algorithms which were first introduced in the 1960’s by John Holland. However, the first important theoretical analysis presented by Holland was in 1975 (Holland, 1975). GAs are based on the mechanics of natural selection and natural genetics. The inspiration of them comes from the modification of successive generations to reach an optimum form and the survival of the fittest (Hopgood, 2001).

GAs differ from the traditional optimization methods in some particular ways. They use probabilistic rules rather than the deterministic rule as in the case of
traditional optimization methods. They do not require the objective function to have certain characteristics such as differentiability or convexity since they use directly the objective function information. They search from a population of policies instead of a single policy as in the traditional methods. Besides these favorable characteristics which have made GAs a common method for the optimization of large-scale, complex problems, they also have some weak points in their application. The real performance of a particular algorithm can be problem specific. Some experimentation with the GA parameters, such as population size, crossover and mutation probability, may be necessary to reach the optimum form of the algorithm. A globally optimum solution is not guaranteed with GA but they generate near-optimal solutions robustly (Weck et al., 1999). Their operation may be computationally intensive but this problem can be surpassed with the implementation on parallel computers.

The first step of a basic GA is the random creation of an initial population of strings which represents the set of decision variables or a set of possible solutions. Strings are composed of bits. Binary encoding which represents the decision variables as 1s and 0s is the most often used type of encoding. The initial population of strings is then evaluated according to the objective function and the constraints to determine how well each string fits the objectives of the problem. A temporary mating pool is formed based on the fitness values of the strings. The strings with higher fitness values have higher probability of being in the mating pool. Following selection, crossover operator works on randomly selected pairs of strings, called as the parent strings, with a certain probability. Information is exchanged between two strings by crossover operation to generate two new strings for the next generation. The purpose of the crossover is to combine the useful segments of the parents on new individuals (Goldberg, 1989). The simplest crossover type is one-point crossover. During one-point crossover a single location is randomly chosen on the selected strings and bits beyond this point are swapped between the parent strings. In two-point crossover, two locations on the selected
strings are determined randomly and the bits between these crossover sites are exchanged. In uniform crossover each bit position of the two parents are considered for swapping. A detailed description of uniform and two-point crossover operators can be found in Section 3.4.1. The last operator is the mutation in which the value of a randomly selected bit on a randomly selected string is altered with a small probability. The aim of mutation is to put diversity into the population and to prevent the probable loss of some useful genetic material (Goldberg, 1989). After the mutation a new generation of strings is created. This cycle of selection, crossover and mutation continues until the stopping criterion is met. Figure 2.4 shows the flow diagram showing all steps of GAs.

Figure 2.4. Flow diagram showing the steps of GAs
GAs have been in use for more than a decade for the solution of P&T remediation problems which might have discontinuous, nonlinear and nonconvex cost functions (McKinney and Lin, 1994; Liu et al., 2000; Zheng and Wang, 2002; Aksoy and Culver, 2004; Ayvaz and Karahan, 2008). The complexity of a P&T remediation system optimization problem depends on several factors including the choice for objective function, associated constraints, the number and the type of decision variables. The objective function can take a form of minimization of the P&T system cost (i.e. pumping, well construction, water treatment costs or various combinations of these), minimization of the cleanup time, minimization of the sum of pumping rates or pumping volumes assuming linear relationship between these two and the cost of remediation or maximization of contaminant removal. The remediation system may aim to contain the contaminant plume hydraulically or prevent the increase in the downgradient contaminant concentration or any point in the aquifer above a certain limit. The goal of the remediation system is generally integrated with constraints functions of the optimization model (Rogers and Dowla, 1994). Therefore, constraints can be related with the groundwater quality (e.g. maximum contaminant concentration at monitoring points or any point in the aquifer, maximum contaminant mass remained in the aquifer), pumping rates (e.g. maximum pumping rate in a well, maximum total pumping rate in all extraction wells) or hydraulic head (e.g. maximum drawdown observed in the pumping wells) (Cunha, 2002; Mayer et al., 2002). The decision variables generally include pumping rate, number of wells and their locations or time of the cleanup.

In this study, two different optimization models are used. The aim of the first one is to minimize the total cost of remediation including both installation and operating costs of pumping wells and aboveground treatment unit. The second model aims to minimize the cleanup time. For both problems, the objective function includes nonlinear and discontinuous cost terms as will be given in Sections 3.4.1 and 3.4.2. Inclusion of the nonlinear and discontinuous terms complicates the optimization problem but the power of GA lies behind the success
of solving these kinds of problems. Inclusion of nonlinear pumping cost term is especially important for heterogeneous aquifers since optimal pumping rates and well locations may easily be affected from the drawdown which may greatly change by the local $K$ (Huang and Mayer, 1997). Constraints are the other factors determining the complexity of the optimization problem. In this study, both concentration and hydraulic constraints are considered. As Mayer et al. (2002) stated, the introduction of contaminant constraints increases the complexity of the problem considerably. Unlike many other studies (Espinoza et al., 2005; Sinha and Minsker, 2007; McKinney and Lin, 1994; Wang and Zheng, 1997; Chang and Hsiao, 2002; Aral and Guan, 1996; Zheng and Wang, 2002; Ko et al., 2005), in this study the dissolved contaminant concentration constraint is applied to all points in the aquifer, not to a few monitoring points. In addition, a total concentration constraint is used in order to prevent the concentration rebound which is considered as one of the drawbacks of P&T remediation systems since it is not considered in the designs. This approach was used in only a few studies in literature (Aksoy, 2000; Aksoy and Culver, 2000; Aksoy and Culver, 2004). In summary, the objective function and the constraints of this study were selected to obtain more realistic optimum solutions in comparison to other P&T optimization studies in literature.
CHAPTER 3

METHODOLOGY

3.1. Generation of Heterogeneous Fields

Random field generation is a commonly used technique to create fields describing continuous (or discrete) distribution of aquifer parameters. In this study, the turning bands method was used in order to generate the heterogeneous fields. The turning bands method was first developed by Matheron (1973). The method involves the generation of two- or higher-dimensional random fields by generating a sequence of one-dimensional line processes (Fenton, 1990; Harter, 1994). The details of the method can be found elsewhere (e.g. Mantoglou and Wilson, 1982; Tompson et al., 1989).

In order to generate the random fields, a two dimensional turning bands code, Turn2D.F, written in Fortran and developed by Tompson et al. (1989) was used. This code generates the line processes using the standard spectral integration method. It can simulate both isotropic and anisotropic fields. For this reason, it is deemed to be sufficient for the generation of various fields of heterogeneity characteristics for this study.

The random fields that were used in this study represent a two dimensional aquifer of 300 m × 300 m. The fields consist of 1600 square elements with 1681 grid points. The grid spacing between the grid points is 7.5 m in both x and y directions. In the study, three different realizations were generated for each
heterogeneous field. The seed used for the generation of a specific random field is referred to as a realization. Fields generated using the same seed have the similar parameter distribution pattern in terms of respective locations of high and low values throughout the field.

In order to label the heterogeneous fields, a naming convention was used. This convention can be described as follows:

1) The first component is 1-2 characters which defines the type of the heterogeneous field; K, Kd and r for K, Kd and α-fields, respectively.
2) The second component is a number indicating $\sigma^2$, in other words, the degree of heterogeneity. As the number increases, $\sigma^2$, the distance between the minimum and the maximum values of the specific aquifer parameter increases.
3) The third component is a number representing $\lambda$. Similar to the convention used for $\sigma^2$, as the number increases, the magnitude of $\lambda$ increases.
4) The fourth and the last component is the realization indicator given by a letter. This indicator defines the seed used in the generation of heterogeneous fields. The low and high values are spatially distributed similarly (in respective locations) in the fields having the same realization indicator. Upper case letters (A, B, C), lower case letters (a, b, c) and roman numerals (i, ii, iii) are used to define the different realizations of K, Kd and α-fields, respectively. For the correlated fields the realization indicator of the field with which they are correlated is used.
5) For the combination of different heterogeneity cases, individual labels representing each heterogeneous field and a sign defining the relation (i.e. correlation) between these heterogeneous fields are used together. The signs -, + and / were used for negatively correlated, positively correlated and uncorrelated cases, respectively.
Given the above labeling convention, K11A stands for the heterogeneous K-field having the lowest $\sigma^2$ and the smallest $\lambda$ for the first realization (realization A) while K33A represents the field having the highest $\sigma^2$ and the largest $\lambda$. For the combination of K-field of the medium $\sigma^2$ and the medium $\lambda$ in realization A with Kd-field of the highest $\sigma^2$ and the highest $\lambda$ in realization b, the label used is K22A/Kd32b. For the representation of the use of the K-field having the lowest $\sigma^2$ and the smallest $\lambda$ and the Kd-field which is positively correlated with the K-field, K11A+Kd11A is used as the label.

3.1.1. K-fields

Isotropic, log-normally distributed K-fields were generated with the geometric mean ($K_g$) of $4.5 \times 10^{-5}$ m/s (mean of ln K = -10) based on the values given for fields in the literature (Table 2.4). This value is typical for a sandy aquifer (Domenico and Schwartz, 1990; Freeze and Cherry, 1979). $K_g$ in the range of $5.6 \times 10^{-6}$–$1.2 \times 10^{-3}$ m/s have been used in the example groundwater management problems in literature (e.g. McKinney and Lin, 1996; Lee et al., 2000; Aksoy and Culver, 2004; Chan Hilton and Culver, 2005; Elder et al., 2002). In order to get different degrees of heterogeneity in terms of $\sigma_{\ln K}^2$ and $\lambda_{\ln K}$, three different $\sigma_{\ln K}^2$ (0.2500, 0.7225 and 1.3225) and three different $\lambda_{\ln K}$ values (15, 22.5 and 30 m) were used. The $\sigma_{\ln K}^2$ values represent approximately 50%, 100% and 150% coefficient of variation (CV), respectively. K values range over approximately 1.5 orders of magnitude for $\sigma_{\ln K}^2$ of 0.2500 while they spanned nearly 2.5 and 3.5 orders of magnitude for $\sigma_{\ln K}^2$ of 0.7225 and $\sigma_{\ln K}^2$ of 1.3225, respectively. $\lambda_{\ln K}$ values were selected based on two criteria given by Tompson et al. (1989). The first is related with the size of the domain such that the size of the domain in any direction should necessarily be much larger than the $\lambda$ in the same direction, nominally by a factor of 10 or more, to estimate the spatial statistics. In this study, since the domain size is 300 m in both x and y directions the largest $\lambda_{\ln K}$ was chosen as 30 m. The second criterion is related with the grid size such that the grid
spacing in any direction should be less than $\lambda$ in the same direction, preferably by a factor of 0.5 or less. In this study, since the grid spacing is 7.5 m in both x and y directions the smallest $\lambda_{lnK}$ was chosen as 15 m. Table 3.1 shows the summary of the properties of these heterogeneous K-fields, as $\lambda_{lnK}$, the range of the K, the arithmetic mean, $\sigma_K$, $K_g$ and $\sigma^2_{lnK}$. In literature, heterogeneity has generally been reported as the $\sigma^2_{lnK}$ but some researchers also report it in terms of $\sigma_K$. Similarly, although the mean value of K in the field is commonly given with $K_g$ value, there are some studies reported arithmetic mean values. Therefore, all these values are presented in Table 3.1.

After generating the heterogeneous K-fields, the covariance function obtained from the random field generator for each field was compared with the theoretical negative exponential covariance function given in Equation 2.8. Figures 3.1 to 3.3 show this comparison for each realization. According to the Equation 2.8, $\lambda$ is equal to the lag distance where the covariance function reaches the value of ($\sigma^2/e$) (Figure 2.3). In these figures, it was observed that the covariance functions obtained from the random field generator almost perfectly fitted the theoretical ones.

The K-fields, obtained using the random field generator, were visualized using MATLAB® and presented in Figures A.1 - A.3 in Appendix A. Examples of these fields are shown in Figures 3.4 to 3.9. In the figures, the green color represents the K values around $4.5 \times 10^{-5}$ m/s, which is $K_g$, while blue and red colors show low and high ends of the K range, respectively. When Figures 3.4 and 3.5 are compared, the impact of the degree of heterogeneity in K values throughout the aquifer can be seen. In these figures, the respective locations of the higher and lower Ks are similar because of the use of the same seed for the random field generation. However, the magnitude difference between the low and high K values is greater for the more heterogeneous case (K21A) than the less heterogeneous one.
Table 3.1. Summary of the statistical properties of the heterogeneous K-fields (The unit of K is m/s)

<table>
<thead>
<tr>
<th>Field</th>
<th>$\lambda_{\text{lnK}}$ (m)</th>
<th>Range of K</th>
<th>Ar. Mean</th>
<th>$\sigma_K$</th>
<th>$K_m$</th>
<th>$\sigma^2_{\text{lnK}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K11A</td>
<td>15</td>
<td>7.5x10^{-6} – 2.5x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.6x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K11B</td>
<td>15</td>
<td>9.0x10^{-6} – 2.9x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.9x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K11C</td>
<td>15</td>
<td>6.9x10^{-6} – 2.3x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.7x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K12A</td>
<td>22.5</td>
<td>7.7x10^{-6} – 1.8x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.5x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K12B</td>
<td>22.5</td>
<td>5.5x10^{-6} – 1.9x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.6x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K12C</td>
<td>22.5</td>
<td>1.1x10^{-5} – 3.7x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.8x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K13A</td>
<td>30</td>
<td>9.4x10^{-6} – 1.8x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.5x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K13B</td>
<td>30</td>
<td>7.5x10^{-6} – 2.1x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.7x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K13C</td>
<td>30</td>
<td>9.6x10^{-6} – 2.7x10^{-4}</td>
<td>5.1x10^{-5}</td>
<td>2.7x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K21A</td>
<td>15</td>
<td>2.1x10^{-6} – 8.1x10^{-4}</td>
<td>6.4x10^{-5}</td>
<td>6.0x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K21B</td>
<td>15</td>
<td>2.9x10^{-6} – 1.1x10^{-3}</td>
<td>6.5x10^{-5}</td>
<td>7.5x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K21C</td>
<td>15</td>
<td>1.8x10^{-6} – 7.0x10^{-4}</td>
<td>6.4x10^{-5}</td>
<td>6.6x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K22A</td>
<td>22.5</td>
<td>2.3x10^{-6} – 4.5x10^{-4}</td>
<td>6.3x10^{-5}</td>
<td>5.6x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K22B</td>
<td>22.5</td>
<td>1.2x10^{-6} – 5.1x10^{-4}</td>
<td>6.4x10^{-5}</td>
<td>6.0x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K22C</td>
<td>22.5</td>
<td>3.9x10^{-6} – 1.6x10^{-5}</td>
<td>6.5x10^{-5}</td>
<td>7.6x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K23A</td>
<td>30</td>
<td>3.1x10^{-6} – 5.0x10^{-4}</td>
<td>6.3x10^{-5}</td>
<td>5.4x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K23B</td>
<td>30</td>
<td>2.1x10^{-6} – 6.2x10^{-4}</td>
<td>6.5x10^{-5}</td>
<td>6.4x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K23C</td>
<td>30</td>
<td>3.3x10^{-6} – 9.5x10^{-4}</td>
<td>6.4x10^{-5}</td>
<td>6.8x10^{-5}</td>
<td>4.5x10^{-5}</td>
<td>0.7225</td>
</tr>
<tr>
<td>K31A</td>
<td>15</td>
<td>7.3x10^{-7} – 2.3x10^{-4}</td>
<td>8.4x10^{-5}</td>
<td>1.2x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K31B</td>
<td>15</td>
<td>1.1x10^{-6} – 3.3x10^{-3}</td>
<td>9.1x10^{-5}</td>
<td>1.8x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K31C</td>
<td>15</td>
<td>6.0x10^{-7} – 1.8x10^{-5}</td>
<td>8.6x10^{-5}</td>
<td>1.4x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K32A</td>
<td>22.5</td>
<td>7.8x10^{-7} – 1.0x10^{-3}</td>
<td>8.3x10^{-5}</td>
<td>1.1x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K32B</td>
<td>22.5</td>
<td>3.5x10^{-7} – 1.2x10^{-3}</td>
<td>8.5x10^{-5}</td>
<td>1.2x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K32C</td>
<td>22.5</td>
<td>1.6x10^{-6} – 5.7x10^{-5}</td>
<td>9.0x10^{-5}</td>
<td>2.0x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K33A</td>
<td>30</td>
<td>1.2x10^{-6} – 1.2x10^{-3}</td>
<td>8.1x10^{-5}</td>
<td>1.0x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K33B</td>
<td>30</td>
<td>7.3x10^{-7} – 1.6x10^{-3}</td>
<td>8.7x10^{-5}</td>
<td>1.3x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K33C</td>
<td>30</td>
<td>1.3x10^{-6} – 2.8x10^{-3}</td>
<td>8.7x10^{-5}</td>
<td>1.5x10^{-4}</td>
<td>4.5x10^{-5}</td>
<td>1.3225</td>
</tr>
</tbody>
</table>
Figure 3.1. Comparison of the theoretical covariance function with the covariance function of the K-fields generated in this study for realization A (a) $\lambda_{\ln K,x} = 15$ m, (b) $\lambda_{\ln K,y} = 15$ m, (c) $\lambda_{\ln K,x} = 22.5$ m, (d) $\lambda_{\ln K,y} = 22.5$ m, (e) $\lambda_{\ln K,x} = 30$ m, (f) $\lambda_{\ln K,y} = 30$ m
Figure 3.2. Comparison of the theoretical covariance function with the covariance function of the K-fields generated in this study for realization B (a) $\lambda_{\ln K,x} = 15$ m, (b) $\lambda_{\ln K,y} = 15$ m, (c) $\lambda_{\ln K,x} = 22.5$ m, (d) $\lambda_{\ln K,y} = 22.5$ m, (e) $\lambda_{\ln K,x} = 30$ m, (f) $\lambda_{\ln K,y} = 30$ m
Figure 3.3. Comparison of the theoretical covariance function with the covariance function of the K-fields generated in this study for realization C (a) $\lambda_{\ln K,x} = 15$ m, (b) $\lambda_{\ln K,y} = 15$ m, (c) $\lambda_{\ln K,x} = 22.5$ m, (d) $\lambda_{\ln K,y} = 22.5$ m, (e) $\lambda_{\ln K,x} = 30$ m, (f) $\lambda_{\ln K,y} = 30$ m

(K11A). This is represented by the contrast between the blue and red colors. Figures 3.5 to 3.7 show the K distribution for three different realizations of the
field K11. Although these fields have the same $K_g$, $\sigma^2_{\ln K}$ and $\lambda_{\ln K}$ the locations of low and high K values are different for different realizations. Figures 3.7 to 3.9 show the effect of changing $\lambda_{\ln K}$s on the K-field distribution (K11C, K12C and K13C). As $\lambda_{\ln K}$ increases, the distance between the areas of high and low K zones increases. At the same time, the areas of such zones grow as well.

Figure 3.4. Distribution of K values for field K21A
Figure 3.5. Distribution of K values for field K11A

Figure 3.6. Distribution of K values for field K11B
Figure 3.7. Distribution of K values for field K11C

Figure 3.8. Distribution of K values for field K12C
3.1.2. Anisotropic K-fields

In order to investigate the effect of $\lambda$ anisotropy on P&T remediation system design and cost, K-fields with anisotropy ratio of 1.5:1 ($\lambda_{\ln K,x} = 22.5\text{m}$: $\lambda_{\ln K,y} = 15\text{m}$) and 2:1 ($\lambda_{\ln K,x} = 30\text{m}$: $\lambda_{\ln K,y} = 15\text{m}$) were generated for realization B. The covariance functions of anisotropic fields of realization B provided better fits with the theoretical covariance functions compared to realizations A and C. These covariance functions are presented in Figure B.1 in Appendix B. These anisotropic fields were generated for two different $\sigma^2_{\ln K}$, 0.2500 and 1.3225. Colored representations of anisotropic fields are given in Figure A.4 in Appendix A. Table 3.2 shows the statistical summary of anisotropic K-fields.
Table 3.2. Summary of the statistical properties of the anisotropic heterogeneous K-fields (The unit of K is m/s)

<table>
<thead>
<tr>
<th>Field</th>
<th>$\lambda_{\ln K,x}$ (m)</th>
<th>$\lambda_{\ln K,y}$ (m)</th>
<th>Range of K</th>
<th>Ar. Mean</th>
<th>$\sigma_K$</th>
<th>$K_g$</th>
<th>$\sigma^2_{\ln K}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K10B_AN1</td>
<td>22.5</td>
<td>15</td>
<td>1.0×10^{-3} – 2.3×10^{-4}</td>
<td>5.1×10^{-5}</td>
<td>2.6×10^{-5}</td>
<td>4.5×10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K10B_AN2</td>
<td>30</td>
<td>15</td>
<td>1.0×10^{-3} – 2.0×10^{-4}</td>
<td>5.1×10^{-5}</td>
<td>2.6×10^{-5}</td>
<td>4.5×10^{-5}</td>
<td>0.2500</td>
</tr>
<tr>
<td>K30B_AN1</td>
<td>22.5</td>
<td>15</td>
<td>1.6×10^{-6} – 1.9×10^{-3}</td>
<td>8.5×10^{-5}</td>
<td>1.2×10^{-4}</td>
<td>4.5×10^{-5}</td>
<td>1.3225</td>
</tr>
<tr>
<td>K30B_AN2</td>
<td>30</td>
<td>15</td>
<td>1.5×10^{-6} – 1.4×10^{-3}</td>
<td>8.5×10^{-5}</td>
<td>1.2×10^{-4}</td>
<td>4.5×10^{-5}</td>
<td>1.3225</td>
</tr>
</tbody>
</table>

3.1.3. $K_d$-fields

For the $K_d$-fields, the geometric mean ($K_d g$) value was selected as 0.36 cm$^3$/g based on the study of Aksoy (2000). On the other hand, based on laboratory measurements, Allen-King et al. (2006) reported $K_d g$ for PCE as 0.35 mL/g for Borden aquifer. This shows that the selected $K_d$ value is compatible with the field scale studies in literature as well. Similar to K-fields, a log-normal distribution was assumed for $K_d$-fields based on the findings of the field scale studies (e.g. Hoffman, 1995; Painter et al., 2001) and the assumptions used in modeling studies (e.g. Bosma et al., 1993; Tompson, 1993). Fields having three different $\sigma^2_{\ln K_d}$ values (0.0256, 0.0740 and 0.1354) and two different $\lambda_{\ln K_d}$ (15 and 30 m) for each $\sigma^2_{\ln K_d}$ values were generated by the random field generator. At these $\sigma^2_{\ln K_d}$ values, CV was 16%, 28% and 38%, respectively. For each $K_d$-field, three different realizations were considered. Table 3.3 shows the statistical summary of the heterogeneous $K_d$-fields. The covariance function obtained from the random field generator for each $K_d$-field was compared with the theoretical negative exponential covariance function given in Equation 2.8 and almost a perfect fit was observed for these two. This comparison is given in Figures B.2 - B.4 in Appendix B. The colored representations of the $K_d$-fields are given in Figures A.5 to A.7 in Appendix A. These heterogeneous $K_d$-fields were used in combination with the
selected heterogeneous K-fields to investigate the effect of $\lambda_{\ln K_d}$ on P&T remediation design and cost.

### Table 3.3. Summary of the statistical properties of the heterogeneous $K_d$-fields

(The unit of $K_d$ is cm$^3$/g)

<table>
<thead>
<tr>
<th>Field</th>
<th>$\lambda_{\ln K_d}$ (m)</th>
<th>Range of $K_d$ Ar. Mean</th>
<th>$\sigma_{K_d}$</th>
<th>$K_d_{\mu}$</th>
<th>$\sigma^2_{\ln K_d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kd11a</td>
<td>15</td>
<td>0.21 – 0.60</td>
<td>0.36</td>
<td>0.0588</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd11b</td>
<td>15</td>
<td>0.21 – 0.59</td>
<td>0.36</td>
<td>0.0589</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd11c</td>
<td>15</td>
<td>0.21 – 0.61</td>
<td>0.36</td>
<td>0.0586</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd12a</td>
<td>30</td>
<td>0.20 – 0.64</td>
<td>0.36</td>
<td>0.0587</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd12b</td>
<td>30</td>
<td>0.23 – 0.62</td>
<td>0.36</td>
<td>0.0591</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd12c</td>
<td>30</td>
<td>0.23 – 0.62</td>
<td>0.36</td>
<td>0.0590</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd21a</td>
<td>15</td>
<td>0.15 – 0.85</td>
<td>0.37</td>
<td>0.1036</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd21b</td>
<td>15</td>
<td>0.14 – 0.84</td>
<td>0.37</td>
<td>0.1039</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd21c</td>
<td>15</td>
<td>0.14 – 0.88</td>
<td>0.37</td>
<td>0.1031</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd22a</td>
<td>30</td>
<td>0.13 – 0.95</td>
<td>0.37</td>
<td>0.1037</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd22b</td>
<td>30</td>
<td>0.16 – 0.90</td>
<td>0.37</td>
<td>0.1046</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd22c</td>
<td>30</td>
<td>0.16 – 0.91</td>
<td>0.37</td>
<td>0.1042</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd31a</td>
<td>15</td>
<td>0.11 – 1.15</td>
<td>0.38</td>
<td>0.1466</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd31b</td>
<td>15</td>
<td>0.10 – 1.13</td>
<td>0.38</td>
<td>0.1471</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd31c</td>
<td>15</td>
<td>0.10 – 1.21</td>
<td>0.38</td>
<td>0.1456</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd32a</td>
<td>30</td>
<td>0.09 – 1.34</td>
<td>0.38</td>
<td>0.1474</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd32b</td>
<td>30</td>
<td>0.12 – 1.24</td>
<td>0.38</td>
<td>0.1486</td>
<td>0.36</td>
</tr>
<tr>
<td>Kd32c</td>
<td>30</td>
<td>0.13 – 1.26</td>
<td>0.38</td>
<td>0.1477</td>
<td>0.36</td>
</tr>
</tbody>
</table>

### 3.1.4. Correlated $K_d$-fields

Since both positive and negative correlation between $K$ and $K_d$ were observed in the literature (see Section 2.5), both types of correlation were considered in this study. In order to construct $K_d$-fields which are correlated with $K$-fields either positively or negatively, the following model of correlation was used.
\[ \ln K_d = a \pm b \ln K \]  

(3.1)

Here, \( K_d \) is log-normally distributed and varies with the “b” power of K. In this equation, “a” and “b” define the mean of \( \ln K_d \) and \( \sigma_{\ln K_d}^2 \), respectively. This type of model has been applied to the field measurements conducted at Borden site in order to define the correlation between K and \( K_d \) of strontium (Robin et al., 1991) and PCE (Allen-King et al., 1998; Tompson, 1993). Tompson (1993) has reported the value of “b” in Equation 3.1 as -0.32 based on the K and \( K_d \) measurements associated with PCE sorption at LLNL site (see Section 2.5). This value is also used in the study of Tompson et al. (1998). Motivated by these early studies, -0.32 and +0.32 were used as the “b” term of Equation 3.1 in order to represent the negative and positive correlation between K and \( K_d \) in this study. The “a” values were selected as -4.225 for negative and 2.181 for positive correlation cases in order to make \( K_d \) as 0.36 cm\(^3\)/g. In the light of this information, the following equations were used for the generation of negatively and positively correlated \( K_d \)-fields.

\[ \ln K_d = -4.225 - 0.32 \ln K \]  

(3.2)

\[ \ln K_d = 2.181 + 0.32 \ln K \]  

(3.3)

Correlated \( K_d \)-fields were constructed in correlation with the K-fields of all three \( \sigma_{\ln K}^2 \) (0.2500, 0.7225 and 1.3225) and three realizations but for two \( \lambda_{\ln K_d} \)s (15 and 30 m) (Section 3.1.1) as only these two \( \lambda_{\ln K_d} \)s were used to generate the uncorrelated \( K_d \)-fields in Section 3.1.3. Since the correlated \( K_d \)-fields constructed at this step have the same spatial structure with the K-fields with which these fields are correlated, their covariance functions are the same with that of K-fields (Figures 3.1 to 3.3). Table 3.4 shows the statistical summary of correlated \( K_d \)-fields. It is worth to note that the realization indicators of K-fields were used to label the correlated \( K_d \)-fields. Because the distribution of the low and high \( K_d \)
### Table 3.4. Summary of the statistical properties of the negatively and positively correlated heterogeneous $K_d$-fields (The unit of $K_d$ is cm$^3$/g)

<table>
<thead>
<tr>
<th>Field</th>
<th>$\lambda_{\text{Kd}}$ (m)</th>
<th>Range of $K_d$</th>
<th>Ar. Mean</th>
<th>$\sigma_{K_d}$</th>
<th>$K_d$$_g$</th>
<th>$\sigma_{\ln K_d}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K11A-Kd11A</td>
<td>15</td>
<td>0.21 – 0.64</td>
<td>0.36</td>
<td>0.0593</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K11B-Kd11B</td>
<td>15</td>
<td>0.20 – 0.60</td>
<td>0.36</td>
<td>0.0583</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K11C-Kd11C</td>
<td>15</td>
<td>0.21 – 0.66</td>
<td>0.36</td>
<td>0.0593</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K13A-Kd12A</td>
<td>30</td>
<td>0.23 – 0.59</td>
<td>0.36</td>
<td>0.0597</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K13B-Kd12B</td>
<td>30</td>
<td>0.22 – 0.64</td>
<td>0.36</td>
<td>0.0585</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K13C-Kd12C</td>
<td>30</td>
<td>0.20 – 0.59</td>
<td>0.36</td>
<td>0.0589</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K21A-Kd21A</td>
<td>15</td>
<td>0.14 – 0.95</td>
<td>0.37</td>
<td>0.1054</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K21B-Kd21B</td>
<td>15</td>
<td>0.13 – 0.86</td>
<td>0.37</td>
<td>0.1026</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K21C-Kd21C</td>
<td>15</td>
<td>0.15 – 1.00</td>
<td>0.37</td>
<td>0.1057</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K23A-Kd22A</td>
<td>30</td>
<td>0.17 – 0.84</td>
<td>0.37</td>
<td>0.1061</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K23B-Kd22B</td>
<td>30</td>
<td>0.16 – 0.95</td>
<td>0.37</td>
<td>0.1028</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K23C-Kd22C</td>
<td>30</td>
<td>0.14 – 0.83</td>
<td>0.37</td>
<td>0.1040</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K31A-Kd31A</td>
<td>15</td>
<td>0.10 – 1.35</td>
<td>0.39</td>
<td>0.1505</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K31B-Kd31B</td>
<td>15</td>
<td>0.09 – 1.17</td>
<td>0.38</td>
<td>0.1451</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K31C-Kd31C</td>
<td>15</td>
<td>0.11 – 1.44</td>
<td>0.39</td>
<td>0.1518</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K33A-Kd32A</td>
<td>30</td>
<td>0.13 – 1.14</td>
<td>0.39</td>
<td>0.1513</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K33B-Kd32B</td>
<td>30</td>
<td>0.12 – 1.35</td>
<td>0.38</td>
<td>0.1457</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K33C-Kd32C</td>
<td>30</td>
<td>0.10 – 1.12</td>
<td>0.39</td>
<td>0.1472</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K11A+Kd11A</td>
<td>15</td>
<td>0.20 – 0.62</td>
<td>0.36</td>
<td>0.0580</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K11B+Kd11B</td>
<td>15</td>
<td>0.22 – 0.65</td>
<td>0.36</td>
<td>0.0593</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K11C+Kd11C</td>
<td>15</td>
<td>0.20 – 0.60</td>
<td>0.36</td>
<td>0.0583</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K13A+Kd12A</td>
<td>30</td>
<td>0.22 – 0.57</td>
<td>0.36</td>
<td>0.0575</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K13B+Kd12B</td>
<td>30</td>
<td>0.20 – 0.59</td>
<td>0.36</td>
<td>0.0589</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K13C+Kd12C</td>
<td>30</td>
<td>0.22 – 0.64</td>
<td>0.36</td>
<td>0.0585</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>K21A+Kd21A</td>
<td>15</td>
<td>0.14 – 0.91</td>
<td>0.37</td>
<td>0.1014</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K21B+Kd21B</td>
<td>15</td>
<td>0.15 – 0.99</td>
<td>0.37</td>
<td>0.1055</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K21C+Kd21C</td>
<td>15</td>
<td>0.13 – 0.87</td>
<td>0.37</td>
<td>0.1026</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K23A+Kd22A</td>
<td>30</td>
<td>0.15 – 0.78</td>
<td>0.37</td>
<td>0.0995</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K23B+Kd22B</td>
<td>30</td>
<td>0.14 – 0.83</td>
<td>0.37</td>
<td>0.1040</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K23C+Kd22C</td>
<td>30</td>
<td>0.16 – 0.96</td>
<td>0.37</td>
<td>0.1028</td>
<td>0.36</td>
<td>0.0740</td>
</tr>
<tr>
<td>K31A+Kd31A</td>
<td>15</td>
<td>0.09 – 1.26</td>
<td>0.38</td>
<td>0.1425</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K31B+Kd31B</td>
<td>15</td>
<td>0.11 – 1.43</td>
<td>0.39</td>
<td>0.1512</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K31C+Kd31C</td>
<td>15</td>
<td>0.09 – 1.18</td>
<td>0.38</td>
<td>0.1451</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K33A+Kd32A</td>
<td>30</td>
<td>0.11 – 1.02</td>
<td>0.38</td>
<td>0.1383</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K33B+Kd32B</td>
<td>30</td>
<td>0.10 – 1.12</td>
<td>0.39</td>
<td>0.1472</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
<tr>
<td>K33C+Kd32C</td>
<td>30</td>
<td>0.12 – 1.35</td>
<td>0.38</td>
<td>0.1458</td>
<td>0.36</td>
<td>0.1354</td>
</tr>
</tbody>
</table>
values over the field is exactly the same with that of K-field with which it is correlated.

3.1.5. \( \alpha \)-fields

Heterogeneous \( \alpha \)-fields were generated with the geometric mean (\( \alpha_g \)) value of 0.0025 d\(^{-1} \) based on the study of Aksoy (2000). Two different \( \sigma^2_{\text{int}} \) (0.0057 and 0.0299) and two different \( \lambda_{\text{int}} \) (15 and 30 m) for each \( \sigma^2_{\text{int}} \) value were used for the generation of the fields. CV was 7.5\% and 17.5\% with these \( \sigma^2_{\text{int}} \)s. Similar to K and \( \lambda \)-fields, for each \( \alpha \)-field, three different realizations were considered. Table 3.5 shows the statistical summary of the \( \alpha \)-fields and colored visualizations of them are given in Figures A.8 to A.10 in Appendix A. As in the case of K and \( \lambda \)-field generation, the covariance function obtained from the random field generator for each \( \alpha \)-field was compared with the theoretical one and graphs of this comparison are shown in Figures B.5 to B.7 in Appendix B.

3.1.6. Correlated \( \alpha \)-fields

Since only negative correlation between \( \alpha \) and \( \lambda \) were reported in the literature, (see Section 2.5), only negative correlation was considered in this study. Review of literature about the correlation between \( \alpha \) and \( \lambda \) has shown that there is an inverse log-log linear relationship between these two parameters (for details of the literature review, see Section 2.5). However, in order to be compatible with the model of correlation given for the K and \( \lambda \) (Equation 3.1) ln-ln linear relationship was preferred over log-log linear relationship. Shifting from log-log relationship to ln-ln relationship does not change the “b” value which defines \( \sigma^2_{\text{int}} \). Since “a” value of this relationship will already have to be different from the value given in literature in order for the adjustment of \( \alpha_g \) value to 0.0025 d\(^{-1} \), this shift does not affect anything in terms of the compatibility with the literature value. The \( f_{\text{oc}} \) of the
Table 3.5. Summary of the statistical properties of the heterogeneous $\alpha$-fields (The unit of $\alpha$ is d$^{-1}$)

<table>
<thead>
<tr>
<th>Field</th>
<th>$\lambda_{\text{mix}}$ (m)</th>
<th>Range of $\alpha$</th>
<th>Ar. Mean</th>
<th>$\sigma_\alpha$</th>
<th>$\alpha_g$</th>
<th>$\sigma_{\ln\alpha}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>r11i</td>
<td>15</td>
<td>0.0020 – 0.0033</td>
<td>0.0025</td>
<td>0.0002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>r11ii</td>
<td>15</td>
<td>0.0020 – 0.0032</td>
<td>0.0025</td>
<td>0.0002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>r11iii</td>
<td>15</td>
<td>0.0019 – 0.0033</td>
<td>0.0025</td>
<td>0.0002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>r12i</td>
<td>30</td>
<td>0.0015 – 0.0047</td>
<td>0.0025</td>
<td>0.0004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>r12ii</td>
<td>30</td>
<td>0.0015 – 0.0042</td>
<td>0.0025</td>
<td>0.0004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>r12iii</td>
<td>30</td>
<td>0.0014 – 0.0047</td>
<td>0.0025</td>
<td>0.0004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>r21i</td>
<td>15</td>
<td>0.0020 – 0.0032</td>
<td>0.0025</td>
<td>0.0002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>r21ii</td>
<td>15</td>
<td>0.0019 – 0.0033</td>
<td>0.0025</td>
<td>0.0002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>r21iii</td>
<td>15</td>
<td>0.0020 – 0.0032</td>
<td>0.0025</td>
<td>0.0002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>r22i</td>
<td>30</td>
<td>0.0015 – 0.0043</td>
<td>0.0025</td>
<td>0.0004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>r22ii</td>
<td>30</td>
<td>0.0014 – 0.0046</td>
<td>0.0025</td>
<td>0.0004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>r22iii</td>
<td>30</td>
<td>0.0015 – 0.0045</td>
<td>0.0025</td>
<td>0.0004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
</tbody>
</table>

Aquifer material of this study was calculated as 0.14% when $K_{oc}$ of PCE was taken as 251 mL/g which was the representative $K_{oc}$ value for a range of 44 to 525 mL/g (European Commission, 2005). Based on the correlation equation reported for a sandy aquifer material with $f_{oc} = 0.13\%$ by Brusseau and Rao (1991) (Equation 2.14), the following equation which relates $\alpha$ to $K_d$ has been used for the generation of the negatively correlated $\alpha$-fields.

$$\ln \alpha = -6.47 - 0.47 \ln K_d \quad (3.4)$$

The “$a$” value was selected as -6.47 in order to make $\alpha_g$ as 0.0025 d$^{-1}$. Correlated $\alpha$-fields were constructed in correlation with the correlated $K_d$-fields with $K$ (Section 3.1.4) of two $\sigma^2_{\ln K_d}$ (0.0256 and 0.1354), two $\lambda_{\ln K_d}$ (15 and 30 m) and three realizations. Since the correlated $\alpha$-fields constructed at this step have the same spatial structure with the correlated $K_d$-fields with $K$ with which these fields
are correlated, their covariance functions are the same with that of correlated \( K_d \)-fields with \( K \). Table 3.6 shows the statistical summary of correlated \( \alpha \)-fields.

Table 3.6. Summary of the statistical properties of the correlated heterogeneous \( \alpha \)-fields (The unit of \( \alpha \) is \( d^{-1} \))

<table>
<thead>
<tr>
<th>Field</th>
<th>( \lambda_{\text{loc}} ) (m)</th>
<th>Range of ( \alpha )</th>
<th>Ar. Mean</th>
<th>( \sigma_{\alpha} )</th>
<th>( \alpha_{g} )</th>
<th>( \sigma_{\ln \alpha}^{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>K11A-Kd11A-r11A</td>
<td>15</td>
<td>0.0019 – 0.0032</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K11B-Kd11B-r11B</td>
<td>15</td>
<td>0.0020 – 0.0033</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K11C-Kd11C-r11C</td>
<td>15</td>
<td>0.0019 – 0.0032</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K13A-Kd12A-r12A</td>
<td>30</td>
<td>0.0020 – 0.0031</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K13B-Kd12B-r12B</td>
<td>30</td>
<td>0.0019 – 0.0032</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K13C-Kd12C-r12C</td>
<td>30</td>
<td>0.0020 – 0.0033</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K31A-Kd31A-r21A</td>
<td>15</td>
<td>0.0013 – 0.0045</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K31B-Kd31B-r21B</td>
<td>15</td>
<td>0.0014 – 0.0048</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K31C-Kd31C-r21C</td>
<td>15</td>
<td>0.0013 – 0.0044</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K33A-Kd32A-r22A</td>
<td>30</td>
<td>0.0015 – 0.0041</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K33B-Kd32B-r22B</td>
<td>30</td>
<td>0.0013 – 0.0043</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K33C-Kd32C-r22C</td>
<td>30</td>
<td>0.0015 – 0.0047</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K11A+Kd11A-r11A</td>
<td>15</td>
<td>0.0019 – 0.0033</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K11B+Kd11B-r11B</td>
<td>15</td>
<td>0.0019 – 0.0032</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K11C+Kd11C-r11C</td>
<td>15</td>
<td>0.0020 – 0.0033</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K13A+Kd12A-r12A</td>
<td>30</td>
<td>0.0020 – 0.0032</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K13B+Kd12B-r12B</td>
<td>30</td>
<td>0.0020 – 0.0033</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K13C+Kd12C-r12C</td>
<td>30</td>
<td>0.0019 – 0.0032</td>
<td>0.0025</td>
<td>0.002</td>
<td>0.0025</td>
<td>0.0057</td>
</tr>
<tr>
<td>K31A+Kd31A-r21A</td>
<td>15</td>
<td>0.0014 – 0.0047</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K31B+Kd31B-r21B</td>
<td>15</td>
<td>0.0013 – 0.0044</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K31C+Kd31C-r21C</td>
<td>15</td>
<td>0.0014 – 0.0048</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K33A+Kd32A-r22A</td>
<td>30</td>
<td>0.0015 – 0.0043</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K33B+Kd32B-r22B</td>
<td>30</td>
<td>0.0015 – 0.0047</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
<tr>
<td>K33C+Kd32C-r22C</td>
<td>30</td>
<td>0.0013 – 0.0043</td>
<td>0.0025</td>
<td>0.004</td>
<td>0.0025</td>
<td>0.0299</td>
</tr>
</tbody>
</table>
3.2. Groundwater flow and contaminant transport simulation model

In this study, BIO2D-KE (Culver et al., 1996; Earles, 1996), a two-dimensional, depth averaged, finite element groundwater flow and contaminant transport model was used as the simulation model. It can simulate the advective and dispersive transport of contaminants that may undergo abiotic and/or biotic degradation and equilibrium and/or kinetic sorption. In this study biodegradation was assumed to be negligible with respect to advection, dispersion, and sorption for the fate and removal of the contaminant. This provided a more conservative approach since biodegradation helps P&T remediation by decreasing the amount of contaminant mass present in the aquifer. The outputs from the model are the hydraulic heads and contaminant concentrations. It was assumed that the hydrological system responds quickly and reaches a steady state within a pumping period. Therefore, within a pumping period, the steady state, saturated flow is described by the following equation:

$$\frac{\partial}{\partial x} \left( T \frac{\partial H}{\partial x} \right) + Q_w = 0$$  \hspace{1cm} (3.5)

where $T = \text{transmissivity} \ [L^2/T]$; $H = \text{hydraulic head} \ [L]$; and $Q_w = \text{well flow rate} \ [L^3/T]$.

In addition to groundwater flow, BIO2D-KE can also simulate the contaminant transport by assuming that the transport of contaminant is governed by advection, dispersion and sorption. In order to describe the mass transfer limited sorption process, the two-site model is used. The details about the two-site sorption concept are given in Section 2.2. As a result, the governing equation for solute transport undergoing rate-limited sorption is expressed with the following equation which is equal to the combination of Equations 2.3 and 2.4.
\[ b_s(n + \rho_b fK_d) \frac{\partial C}{\partial t} = b_s Dn \frac{\partial^2 C}{\partial x^2} - b_s v_n \frac{\partial C}{\partial x} - b_s \alpha \rho b [(1 - f)K_d C - S_k] \]  \hspace{1cm} (3.6)

where \( b_s \) = saturated aquifer depth \([L]\); and \( S_k \) = mass of contaminant sorbed kinetically per unit mass of soil \([M/M]\).

Before starting the model runs, the simulation model was checked for numerical accuracy according to two criteria (dimensionless numbers) and some model parameters were selected based on them. The first criterion is the “Peclet Number”, which determines the dominance of advective and dispersive fluxes. A grid Peclet number for the two coordinate directions are (Kinzelbach, 1986)

\[ Pe_x = \left( v_x \Delta x \right) / D_{xx} = (v_x \Delta x) / v_x \alpha_L = \Delta x / \alpha_L \] \hspace{1cm} (3.7)

\[ Pe_y = \left( v_y \Delta y \right) / D_{yy} = (v_y \Delta y) / v_y \alpha_T = \Delta y / \alpha_T \] \hspace{1cm} (3.8)

where \( Pe_{x,y} \) = the grid Peclet number in \( x \) and \( y \) directions, respectively \([-]\); \( v_{x,y} \) = velocity of groundwater in \( x \) and \( y \) directions \([L/T]\); \( \Delta x, \Delta y \) = size of the element in \( x \) and \( y \) direction \([L]\); \( D_{xx,yy} \) = dispersion coefficient \([L^2/T]\); and \( \alpha_{L,T} \) = longitudinal and transverse dispersivities \([L]\).

To avoid numerical problems \( Pe \) should be kept smaller than 2 everywhere in the simulation domain (Huyakorn and Pinder, 1983; Kinzelbach, 1986), although some references say that \( Pe \) smaller than 4 is also acceptable (Campbell et al., 1981; Anderson and Woessner, 1992). In this study, the size of the elements, \( \Delta x \) and \( \Delta y \), are selected as 7.5 m. In order to keep \( Pe \) smaller than 2 in \( y \)-direction, \( \alpha_T \) was taken as 4 m. Since \( \alpha_L \) can be 5-20 times bigger than \( \alpha_T \) (Freeze and Cherry, 1979) \( \alpha_L \) was taken as 20 m. According to Kinzelbach (1986), to control numerical dispersion, the size of elements should not exceed \( \alpha_L \). By taking \( \alpha_L \) as 20 m, this condition was also satisfied.
The “Courant Number” which should be satisfied in the selection of the time step, \(\Delta t\), is the second criterion. The Courant number for the two coordinate directions is (Kinzelbach, 1986)

\[
Co_x = \left| \frac{\Delta t v_x}{\Delta x} \right| \\
Co_y = \left| \frac{\Delta t v_y}{\Delta y} \right|
\]

(3.9)  
(3.10)

where \(Co_{x,y}\) = Courant numbers in x and y directions, respectively [-]; and \(\Delta t\) = time step [T].

In physical terms, the criterion says that “not more pollutant mass can leave the cell via convection (advection) during the time interval \([t, t+\Delta t]\) than is inside it at the beginning of the time interval” (Kinzelbach, 1986). This means that \(Co\) should be smaller than 1 (Huyakorn and Pinder, 1983; Kinzelbach, 1986; Anderson and Woessner, 1992). In order to satisfy this criterion, several model simulations were performed under the pumping conditions expected to occur during simulation optimization model runs with changing time steps. According to the results of these simulations, \(\Delta t\) was selected as 1 day.

3.3. Problem Description

The aquifer for which the simulation-optimization model was applied is a confined aquifer with the dimensions of 300 m \(\times\) 300 m. 1600 uniform square elements with 1681 grid points were used to discretize it. Constant head boundaries of 35.0 and 33.0 m on the west and east sides of the aquifer, respectively, form a steady flow in the east direction. No-flow conditions existed on the north and south boundaries. This aquifer configuration is commonly used in groundwater remediation research (Huang and Mayer, 1997; Hsiao and Chang, 2002; Aksoy and Culver, 2004; McKinney and Lin, 1996; Morgan et al., 1993; Ricciardi et al., 2007; Chan Hilton and Culver, 2005; Guan and Aral, 1999; Uçankuş and Ünlü,
The bottom of the aquifer had a 1% slope from west (d = 61m) to east (d = 64m). Constant concentration (0 mg/L) boundaries were used on the east and west sides of the aquifer. The physical properties of the aquifer are given in Table 3.7.

Table 3.7. Aquifer physical properties

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_g$ (m/s)</td>
<td>$4.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>Longitudinal dispersivity, $\alpha_L$ (m)</td>
<td>20</td>
</tr>
<tr>
<td>Transverse dispersivity, $\alpha_T$ (m)</td>
<td>4</td>
</tr>
<tr>
<td>Saturated thickness, $b_s$ (m)</td>
<td>30.5</td>
</tr>
<tr>
<td>Effective porosity, $n$</td>
<td>0.2</td>
</tr>
<tr>
<td>Soil bulk density, $\rho_b$ (g/cm$^3$)</td>
<td>1.81</td>
</tr>
</tbody>
</table>

PCE, a chlorinated organic compound, was selected as the contaminant to be used in this study. PCE is the second most frequently treated contaminant by P&T remediation at Superfund sites in the United States after TCE (USEPA, 2007). Several long-term transport and sorption field studies, such as at the Borden site, have shown that PCE can be fairly conservative at the field scale (Roberts et al., 1986; Harmon and Roberts, 1994; Cushey and Rubin, 1997; Brusseau and Srivastava, 1997).

Initial PCE plumes were generated by BIO2D-KE simulating a continuous area source over a period of 7 years with a peak concentration of 30 mg/L. Contamination source is assumed to be removed before remediation period starts. Equilibrium sorption with a $K_d$ value of 0.36 cm$^3$/g was assumed during the plume generation simulations. Assuming that site characterization has been completed and that a contaminant transport simulation model has been calibrated to the initial conditions of the plume, PCE plume was generated for each heterogeneous $K$-field.
(Section 3.1.1) separately, resulting in 27 different PCE plumes. Then, a single PCE plume was created by taking the average of these 27 plumes. This averaging approach was used in previous studies in literature (Aksoy and Culver, 2004; Chan Hilton and Culver, 2005). Both the plumes which have been originally generated for each heterogeneous K-field and the single plume which is the average of all 27 different plumes were used as the initial concentration conditions for the optimization model runs. The former is called as the “original plume” while the latter is named as the “average plume”. The average plume used in the model runs is presented in Figure 3.10 while the plumes for 27 different heterogeneous fields are shown in Figures 3.11 to 3.13. Non-equilibrium sorption was assumed during the simulation-optimization model runs.

Figure 3.10. The average plume used in the optimization model runs (Triangular area shows the contamination source, circles depict the potential well locations and the numbers for the optimization runs)
Figure 3.11. PCE plumes for the heterogeneous fields K11A, K11B, K11C, K12A, K12B, K12C, K13A, K13B and K13C
Figure 3.12. PCE plumes for the heterogeneous fields K21A, K21B, K21C, K22A, K22B, K22C, K23A, K23B and K23C
After creating the PCE plumes, the representative center point of the PCE plume mass, called as the center of mass (CoM), for both original plumes and average plume was calculated. CoM can be described as the first moment of inertia of the mass at each sampling location within the plume about specified x and y axes (Hyman and Dupont, 2001). Here, in this study, every single grid point on the aquifer area was taken as a sampling point for the calculation of CoM. The CoM
of the plumes was calculated using the Equations (3.11) and (3.12) (Hyman and Dupont, 2001). Then, a line was drawn between the source and the CoM in order to find the centerline of the plume.

\[
X = \frac{\sum_{i=1}^{GP} x_i \times \text{mass}_i}{\sum_{i=1}^{GP} \text{mass}_i} \tag{3.11}
\]

\[
Y = \frac{\sum_{i=1}^{GP} y_i \times \text{mass}_i}{\sum_{i=1}^{GP} \text{mass}_i} \tag{3.12}
\]

where \(X = x\) coordinate of the CoM; \(Y = y\) coordinate of the CoM; \(x_i = x\) coordinate of the grid point \(i\); \(y_i = y\) coordinate of the grid point \(i\); and \(\text{mass}_i = \) amount of contaminant mass at grid point \(i\).

The total amount of mass over the aquifer area was calculated as follows:

\[
\sum_{i=1}^{GP} \text{mass}_i = \sum_{i=1}^{GP} A_i \times b_s \times ((C_i \times n) + (C_i \times K_d \times p_b)) + 1000 \tag{3.13}
\]

where \(A_i = \) Surface area associated with each grid point (3.75×3.75 m² for corner grid points, 7.5×3.75 m² for side grid points and 7.5×7.5 m² for inside grid points).

### 3.4. Optimization Model

In this study, the simulation-optimization approach is used. GA were selected as the optimization method while PGAPack (Levine, 1996), a GA library, was used as an optimization model. In general, there are two sets of variables in a P&T remediation system: decision variables and state variables. Decision variables,
which can be specified and controlled by the system engineer, include well locations, number of the wells, pumping rates, length of the remediation period and the treatment technology capacity. The state variables are the hydraulic head and the solute concentration where the former is a dependent variable in the groundwater flow equation, and the latter is a dependent variable in the transport equation (Wang and Zheng, 1997; Aksoy and Culver, 2004). In the simulation-optimization approach, decision variables which are assigned by the optimization model are used as inputs into the simulation model in order to update the state variables. In this study, PGAPack, the GA library, selects the candidate values for the decision variables and sends them to BIO2D-KE. BIO2D-KE evaluates the response of the aquifer to the specified decision variables and reflects in the values of the state variables. Then, the fitness of the policy under consideration is evaluated through an objective function which is dependent on both the decision variables and the state variables returned by the simulation model. Figure 3.14 represents simulation-optimization approach schematically using one of the optimization models of this study as an example.

![Simulation model diagram](image)

**Figure 3.14.** Schematic diagram of the simulation-optimization approach (adapted from Ko et al., 2005)
In this study, two different optimization models were used: the optimal design model and the time-to-compliance model. The optimal design model was used in every step of this study with all kinds of heterogeneous fields while time-to-compliance model was just used for the optimization model runs conducted for cases of K heterogeneity only.

3.4.1. The Optimal Design Model

The aim of the optimal design model is to find the best P&T remediation policy with the minimum cost, including the operating and the capital costs, within a fixed management time while satisfying the specified constraints. The decision variables are the well locations, the number of the wells and the pumping rates. In order to cleanup the contaminated aquifer, 25 candidate pumping wells were placed arbitrarily to cover the plume area of relatively higher contaminant concentrations (Figures 3.10 to 3.13). The distance between the wells is 22.5 m in both x and y direction. GA determines the active pumping well(s) by the help of a pointer which is 1 if a well is active and 0 if it is inactive. In order to reduce the computational demand, it was assumed that active pumping wells operate at the same pumping rate. The details of this GA procedure will be given later in this section. Remediation (management) time was selected as 1260 days (Aksoy and Culver, 2004). GAC, the second most common P&T aboveground treatment technology after air stripping (USEPA, 2004), was used to treat the contaminated groundwater on the ground.

The constraints for the optimal design model are:

- upper bound on the maximum aqueous concentration in the aquifer at the end of the remediation time,
- upper bound on the maximum total concentration in the aquifer at the end of the remediation time,
• upper bound on the maximum allowable hydraulic head decline, and
• upper and lower bounds for pumping rates.

The optimization model adapted from Aksoy and Culver (2004) is mathematically expressed as

\[
\text{Minimize } \left[ C_{\text{pump}} + \sum_{t=1}^{ST} C_{\text{carbon},t} + \sum_{e=1}^{E} C_{\text{capwell},e} + C_{\text{cap treat}} \right] \times [1 + \text{Pen}] \quad (3.14)
\]

where;

\[
C_{\text{pump}} = \frac{0.002725 S \rho t_m}{\varepsilon} \sum_{e=1}^{E} \left[ Q_e (H_z - h_e + 0.7 \text{Pa}) \right] \quad (3.15)
\]

\[
C_{\text{carbon},t} = \frac{S t_e \beta (C_t)^n Q_{\text{tot}}}{d_e} \quad (3.16)
\]

\[
C_{\text{capwell},e} = 5,543 \ I_z (d_z)^{0.299} \quad (3.17)
\]

\[
C_{\text{cap treat}} = A n_{\text{ads}} \quad (3.18)
\]

\[
n_{\text{ads}} = \text{integer} \left[ \left( \frac{t_e}{V_a} Q_{\text{tot}} \right) + 0.5 \right] \quad (3.19)
\]

\[
Q_{\text{tot}} = \sum_{e=1}^{E} Q_e \quad (3.20)
\]

\[
C_t = \frac{1}{Q_{\text{tot}}} \sum_{e=1}^{E} Q_e \left( \frac{C_{e,t0} - C_{e,t1}}{2} \right) \quad (3.21)
\]

\[
\text{Pen} = \sum_{b} \omega_b V_b \quad (3.22)
\]

subject to;
\( C_{aq \max} \leq C_{aq}^* = 1 \text{ mg/L} \qquad (3.23) \)
\( C_{tot \max} \leq C_{tot}^* = C_{aq}^* \left( K_d \rho b + n \right) = 0.852 \text{ mg/ (L aquifer)} \quad (3.24) \)
\[ \max \left| h_{o,gp} - h_{f,gp} \right| \leq 15 \text{ m; gp} = 1,\ldots,GP \quad (3.25) \]
\( 0.0 \leq Q_z \leq 691.2 \text{ m}^3/\text{day; } z \in \mathbb{Z} \quad (3.26) \)

where \( C_{pump} = \) pumping operational costs for management period [\$]; \( C_{carbon,t} = \) operational cost of GAC treatment facility during simulation time step \( t \) [\$]; \( C_{capwell,z} = \) capital and installation cost for well \( z \) [\$]; \( C_{captreat} = \) capital cost of GAC adsorbers [\$]; \( Z = \) total number of potential pumping wells [-]; \( E = \) total number of active pumping wells [-]; \( ST = \) total number of simulation time steps [-]; \( t_m = \) length of management period \( m \) [T]; \( Q_e = \) volumetric pumping rate at active well \( e \) \([L^3/T] \); \( Q_z = \) volumetric pumping rate at potential well \( z \) \([L^3/T] \); \( h_e = \) hydraulic head relative to well depth at end of management period \( m \) at pumping well \( e \) [L]; \( t_s = \) length of simulation time step [T]; \( d_z = \) depth of well \( z \) [L]; \( C_i = \) weighted average influent concentration to adsorbers for simulation time step \( t \) \([M/L^3] \); \( Q_{tot} = \) total pumping rate during management period \([L^3/T] \); \( n_{ads} = \) number of adsorbers required for treatment system [-]; \( C_{e,10} = \) aqueous contaminant concentration at pumping well \( e \) at beginning of simulation time step \( t \) \([M/L^3] \); \( C_{e,11} = \) aqueous contaminant concentration at pumping well \( e \) at end of simulation time step \( t \) \([M/L^3] \); \( I_z = \) pointer \([=1 \text{ if well is active, } =0 \text{ if well is inactive}] \); \( GP = \) number of grid points [-]; \( h_{o,gp} = \) initial head at grid point \( gp \) [L]; \( h_{f,gp} = \) final head at grid point \( gp \) [L]; \( C_{aq}^* = \) aqueous concentration goal \([M/L^3] \); \( C_{tot}^* = \) total concentration goal \([M/L^3 \text{ aquifer}] \); \( C_{aq \max} = \) maximum aqueous concentration in aquifer at end of remediation period \([M/L^3] \); \( C_{tot \max} = \) maximum total concentration in aquifer at end of remediation period \([M/L^3 \text{ aquifer}] \); \( Pen = \) total penalty due to constraint violations; \( \omega_b = \) constraint weight on \( b^{th} \) constraint; and \( v_b = \) constraint violation on \( b^{th} \) constraint.

The descriptions of other parameters associated with the GAC cost and design are given in Table 3.8. The cost and design parameters in Table 3.8 are based on
Culver and Shenk (1998) while Freundlich isotherm parameters for PCE are from the study of Faust and Aly (1987). Equation 3.26 is not included in the penalty function as its violation is impossible since the pumping rate is one of the decision variables of the model and the range of values the pumping rate can get is defined by the user. The total concentration constraint (Equation 3.24) equalizes the maximum total concentration to the total concentration in the aquifer when the system is in equilibrium with the maximum allowable aqueous concentration. This approach helps the selection of a remediation policy which prevents concentration rebound after remediation ceases (Aksoy and Culver, 2000).

Table 3.8. Granulated activated carbon cost and design parameters

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy cost, $S_p ($/kWh)</td>
<td>0.07</td>
</tr>
<tr>
<td>Wire to pump efficiency, $\varepsilon$</td>
<td>0.5</td>
</tr>
<tr>
<td>Depth to datum, $H_z$ (m)</td>
<td>61</td>
</tr>
<tr>
<td>Pressure required for adsorber, $P_a$ (psi)</td>
<td>15</td>
</tr>
<tr>
<td>Fraction of carbon used at time of removal, $d_c$</td>
<td>0.9</td>
</tr>
<tr>
<td>Carbon cost coefficient, $S_c$ ($/kg)</td>
<td>2.2</td>
</tr>
<tr>
<td>Cost per adsorber unit, $A$ ($/unit)</td>
<td>100,000</td>
</tr>
<tr>
<td>Freundlich isotherm coefficient for PCE-carbon, $\beta$</td>
<td>0.017</td>
</tr>
<tr>
<td>Freundlich isotherm exponent for PCE-carbon, $\eta$</td>
<td>0.52</td>
</tr>
<tr>
<td>Required contact time, $t_a$ (min)</td>
<td>15</td>
</tr>
<tr>
<td>Pore volume of adsorber, $V_a$ (m$^3$)</td>
<td>20</td>
</tr>
</tbody>
</table>

For the handling of constraint violations, the multiplicative penalty method was used (Chan Hilton and Culver, 2000). This approach was shown to be a robust method for constraint enforcement in GA applications for groundwater remediation problems. In this method, a penalty factor was calculated in proportion to the magnitude of the violations of each constraint. Actual cost was then multiplied by this factor given below.
\[
\text{Pen} = \sum_{b=1}^{B} \omega_b v_b = B \\
v_b = \max[0, g_b(x) - B_b]
\]

where \(B\) = total number of constraints; \(B_b\) = constant constraint bound for constraint \(b\); and \(g_b(x)\) = value corresponding to the violation in \(b^{th}\) constraint.

If there is no constraint violation, then the total cost of the potential policy would be equal to the true value of the evaluation cost function. Otherwise, the cost will be increased by a factor of \((1 + \text{Pen})\) as shown in Equation 3.14. In this study, the constraint weights for each constraint, \(\omega_b\), were selected as 50 based on the study of Aksoy (2000).

The GA steps followed by optimization model PGAPack are as follows:

- First, a set of decision variables represented by an initial population of strings is created randomly. The population size was selected as 120 as a result of a sensitivity analysis. Binary representation in which the bits of strings are shown as 1s and 0s was used for the representation of the decision variables. The length of an individual string is determined according to the number of decision variables as well as discretization of these variables. In the optimal design model, it is assumed that there are 25 candidate wells to remediate the contaminated aquifer and active wells pump at the same rate. Thus, a single decision variable, represented by the first 6 bits in a GA string, was used for the pumping rate. The next 25 bits were the pointers that specify whether a candidate well is active or not. The pointer value “1” represents an active well pumping with the rate determined by the first 6 bits of GA string. On the other hand, the pointer value “0” shows that the candidate well is not active. Therefore, each individual GA string has 31 bits (Figure 3.15).
The translation of a string value to the actual value of the decision variable (in this case, pumping rate) is performed as follows. First, the number of possible pumping rates for the decision variable is calculated by

\[ N_y = 2^{k_y} \]  

(3.29)

where \( N_y \) = number of possible values; and \( k_y \) = length of the string for decision variable \( y \).

For this study, \( 2^6 = 64 \) different pumping rates could be considered. Then the translation could be performed according to the following formula

\[ x_y = x_y^{\text{min}} + j\frac{(x_y^{\text{max}} - x_y^{\text{min}})}{N_y - 1} \quad j = 0, \ldots, N_y-1 \]  

(3.30)

where \( x_y \) = value of the decision variable \( y \); \( x_y^{\text{max}} \) = maximum value of the decision variable \( y \); \( x_y^{\text{min}} \) = minimum value of the decision variable \( y \); and \( j \) = integer indicating the \( j \)th possible value for the decision variable \( y \).
In this study, coding of the bits in a binary string to an integer value, in other words calculation of the value of \( j \), is done in two different ways. The first method is the “binary coding” in which a binary string is decoded into an integer \( m \in [0, N_y - 1] \) according to

\[
m = \sum_{i=1}^{k_y} b_i 2^{i-1}
\]  

(3.31)

where \( b_i \) is the value of the \( i^{th} \) bit.

In this method, binary representations of two numbers may be far from each other although they are contiguous in their decimal representations. For example, 7 and 8 are two consecutive integers but their four-bit binary representations, 0111 and 1000 respectively, differ in the maximum number of bit positions (the far left of the string). This may decrease the probability of convergence to the most optimal solution and affect the performance of GA. In order to overcome this problem another method of coding, called as the “Gray code” or sometimes as the “reflected binary code”, was used. Gray code uses different, and may be a preferable (Reeves and Rowe, 2003), mapping of binary strings to an integer value than given by Equation 3.31 such that only one bit changes between subsequent numbers. The code is called as reflected since it can be generated by reflecting the bits. Reflection is done by listing the original bits in reverse order and coupling the reversed bits to the original ones. Then a binary 0 and binary 1 are added as a first bit to the original and reflected bits, respectively (Wilf, 1989). The schematic demonstration of this process is given in Figure 3.16. More details about Gray coding can be found in Wilf (1989).
Table 3.9 shows the mapping of the integers 0 to 15 with both binary coding and Gray code representations. Gray coding is known to overcome the problem of “Hamming cliffs” which is observed in binary coding. The distance between two strings is measured by Hamming distance which can simply be defined as the number of bits that differ. The Hamming distance is always one in Gray coding. This means that if two adjacent integers are represented bitwise, there will be a single bit difference. However, for binary coding, there are Hamming cliffs where all bits change with a change of one unit in the integer value. In other words, in binary coding complementary bits can represent adjacent integers. For example, binary representations of 7 (0111) and 8 (1000) are complements of each other (Mathias and Whitley, 1994; Rowe et al, 2004; Chakraborty and Janikow, 2003).

- Next, the initial population of strings is evaluated via the objective function and the constraints in order to find the fitness of the policies represented by the strings. A ranking fitness value is given to each string based on its evaluation value. A specified number of strings with the best fitness values are always
copied to the new generation to preserve the good solutions in the population for longer than one generation. This approach used in this study is called an “elitist approach”. According to the results of a sensitivity analysis on convergence, this number was chosen as 10% of the initial population, which was 12. After the ranking process, the selection process begins. Tournament selection was chosen as the selection method. In this method, two strings are selected randomly and the one with the better ranking fitness value is copied into a temporary mating pool as a parent string in order to be used in the crossover operation (Dumitrescu et al., 2000). This procedure is repeated until the number of strings in the temporary mating pool reaches the desired number of replacement strings.

- The selection process is followed by crossover to exchange the bits between two strings. In this study, uniform crossover with 50% crossover probability was selected since it outperformed two-point crossover in the sensitivity analysis for convergence. The detailed results of the sensitivity analysis are given in Section 4.1. Two-point crossover is an enhancement over the one-point crossover in which a single bit position was considered for information swapping. Two-point crossover supplied enhanced diversity in the population.
Providing that a template identifying the similarities at certain bit positions among strings is referred to as the “schema” (Holland, 1975), one-point crossover may not combine all possible schemas in a search. Moreover, one-point crossover may destroy the schemas with long defining lengths (Mitchell, 1996). This situation was called as the “positional bias” by Eshelman et al. (1989). Two-point crossover, on the other hand, may have less probability of breaking the schemas with long defining lengths and higher probability of combining more schemas. However, it is not free of positional bias. Conversely, uniform crossover provides no positional bias. Yet, uniform crossover may be computationally intensive (Mitchell, 1996; Ashlock, 2000).

In two-point crossover, two locations are determined on parent strings and the bits between these crossover sites are exchanged (Figure 3.17(a)). In uniform crossover, each bit position of the two parent strings are considered for information swapping based on a randomly generated crossover mask. If the mask value for the corresponding bit location in the string is 1, then the bits of the parents are not swapped. However, if it is 0, the bits at the corresponding locations are exchanged (Chipperfield, 1997). An example application is depicted in (Figure 3.17(b)). Strings that do not undergo crossover will also be the members of the next generation without any modification unless they are subject to mutation.

- After crossover, the mutation process is operated with a certain probability and some of the bits on the strings are altered. The aim of mutation is to maintain population diversity and minimize premature convergence to a local minimum. Mutation probability is generally applied with a low percentage, 1% to 4% (Wang and Zheng, 1997). In this study it was employed as 3% according to the sensitivity analysis on convergence. The mutation results in a new generation of strings with the same number of strings as the previous generation.
Figure 3.17. Schematic representation of (a) two-point crossover (b) uniform crossover

- All of the above steps, except the random generation of the initial population, are repeated until a stopping criterion is satisfied (Figure 2.4). For this study, it was set to no change after 30 consecutive generations. This means that the GA procedure is terminated if there is no change in the value of the best evaluation after 30 consecutive generations.
For the optimal design model, the best solution obtained among at least 5 replicates is regarded as the optimal policy for a given problem. This approach is used since the GA is a random search method and under the complexity of the optimization problem studied, the possibility of convergence to a local minimum exists.

3.4.2. The Time-to-Compliance Model

The second optimization model employed in this study is the time-to-compliance model which focuses on finding the shortest remediation time to reach the target water quality criteria with a fixed remediation scheme. In this model, the objective function aims to minimize the capital and operational costs of P&T remediation system with a single decision variable which is the length of the remediation period while satisfying the constraints on the aqueous and total PCE concentration and allowable hydraulic head decline in the aquifer. This optimization model was applied for the fields with K heterogeneity only.

In order to cleanup the aquifer contaminated with PCE, two different remediation schemes were considered in order to compare the effect of the selection of the well locations and pumping rates on the optimal cleanup time. First scheme, called as the “7-well-policy”, consists of seven different wells (wells 3, 7, 9, 13, 17, 19 and 23) spread over the contaminant plume. The wells pump at a flow rate of 25 m³/day each where the total pumping rate equals to 175 m³/day. The second scheme, called as the “1-well-policy”, includes a single well (well 13) pumping at a flow rate of 175 m³/day. Therefore, the total pumping rate for these two different remediation schemes considered for the time-to-compliance model are the same. The locations of the wells are shown in Figure 3.18 on the average plume as an example. For this model, the maximum candidate remediation period is 7156 days or approximately 20 years. Similar to the optimal design model, GAC was selected as the aboveground treatment method.
The constraints for the time-to-compliance model are:

- upper bound on the maximum aqueous concentration in the aquifer at the end of the remediation time,
- upper bound on the maximum total concentration in the aquifer at the end of the remediation time,
- upper bound on the maximum allowable hydraulic head decline,
- upper and lower bounds for remediation time.
The mathematical expression of the time-to-compliance optimization model is

\[
\text{Minimize } t_m \left[ C_{pump} + \sum_{t=1}^{ST} C_{\text{carbon},t} + \sum_{e=1}^{E} C_{\text{capwell},e} + C_{\text{cap treat}} \right] \times [1 + \text{Pen}] 
\]

(3.32)

where;

\[
C_{pump} = \frac{0.002725 S_{p} t_m}{\varepsilon} \sum_{e=1}^{E} \left[ Q_e (H_z - h_e + 0.7 \text{Pa}) \right] 
\]

(3.33)

\[
C_{\text{carbon},t} = \frac{S_e t_s}{d_e} \beta(C_e)^n Q_{tot} 
\]

(3.34)

\[
C_{\text{capwell},e} = 5543 \ (d_e)^{0.299} 
\]

(3.35)

\[
C_{\text{cap treat}} = A_{ads} 
\]

(3.36)

\[
n_{ads} = \text{integer} \left[ \left( \frac{t_s}{V_a} Q_{tot} \right) + 0.5 \right] 
\]

(3.37)

\[
Q_{tot} = \sum_{e=1}^{E} Q_e 
\]

(3.38)

\[
C_t = \frac{1}{Q_{tot}} \sum_{e=1}^{E} Q_e \left( \frac{C_{s,10} - C_{s,11}}{2} \right) 
\]

(3.39)

\[
\text{Pen} = \frac{3.43}{\sum_{b=3.41}^{\theta_b}} 
\]

(3.40)

subject to;

\[
C_{aq,\max} \leq C^*_{aq} = 1 \text{ mg/L} 
\]

(3.41)

\[
C_{\text{tot, max}} \leq C^*_{\text{tot}} = C^*_{aq} (K_d \rho_b + n) = 0.852 \text{ mg/ (L aquifer)} 
\]

(3.42)

\[
\text{Max } |h_{e,gp} - h_{r,gp}| \leq 15 \text{ m}; \ gp = 1, \ldots, \text{GP} 
\]

(3.43)

\[
1 \leq t_m \leq 7156 \text{ days} 
\]

(3.44)
In time-to-compliance optimization model, since the well locations and pumping rates were selected beforehand, the only decision variable is the length of remediation period (management time) which is represented by a 10-bit string. The first 9 bit encodes the remediation time with a maximum value of 3578 days. The 1-bit code pointer was added as a 10th bit in order to multiply the remediation time with 1 or 2 to be able to get longer remediation periods when necessary. The GA steps followed in the optimal design model are also followed in time-to-compliance model. The GA parameters, such as population size, crossover probability, mutation probability and the methods used in the GA operations, such as tournament selection, uniform crossover, are all the same as for the optimal design model. The few differences in this model are that only Gray coding was used for coding of the binary strings to integer values and the best solution was obtained among the 3 replicates. The number of the replicates decreased because the problem in this model is simpler than the previous one so that GA generally reaches the same result almost in all replicates. Another reason was the computational time needed to reach the best result in time-to-compliance model. Since the remediation times in this model can be much longer than 1260 days, which is the remediation time of the optimal design model, the computational time of a single GA run with this model is longer than that of a single GA run compared to the optimal design model. The discussion about the computational times for both models will be given in Section 4.1.

3.5. Summary of the Main Titles Studied in This Work

3.5.1. Effect of Correlation Scale of K

Optimization runs were performed first assuming only K heterogeneity. Heterogeneous K-fields generated in Section 3.1.1 were used in order to investigate the effect of \( \lambda \) of K heterogeneity on P&T remediation design and cost, and P&T remediation time. For the first analysis, the optimal design model was
used while in the second analysis the time-to-compliance model was employed. Three different $\lambda_{\ln K}$ (15, 22.5 and 30 m) were used at this step. In order to see the effect of $\sigma^2_{\ln K}$ and the relative locations of high and low K zones, these GA runs were repeated for three different $\sigma^2_{\ln K}$ (0.2500, 0.7225 and 1.3225) and three different realizations of K-fields. $K_g$ was kept constant among the heterogeneous K-fields. In addition, optimization runs were performed with both original and average plume in order for the investigation of the effect of initial plume distribution on the results.

3.5.2. Effect of Correlation Scale Anisotropy of K

In order to investigate the effect of $\lambda$ anisotropy on P&T remediation system design and cost, two different anisotropy conditions were considered in this study. Two different $\sigma^2_{\ln K}$ (0.2500 and 1.3225) of a single realization were used. Only the average plume was used for this step of the study.

3.5.3. Effect of Heterogeneity in $K_d$

Optimization runs were performed for the heterogeneous $K_d$-fields generated in Section 3.1.3 in order to investigate the effect of $\lambda$ of $K_d$ on P&T remediation design and cost. For this purpose the optimal design model was used. Heterogeneous K-fields, selected based on the results of the optimization runs performed in Section 3.5.1, were used in combination with the heterogeneous $K_d$-fields. Two different $\lambda_{\ln K_d}$ (15 and 30 m) were used at this step. In order to see the effect of $\sigma^2$ and relative locations of high and low $K_d$ zones, runs were repeated for three different $\sigma^2_{\ln K_d}$ (0.0256, 0.0740 and 0.1354) and three different realizations of heterogeneous $K_d$-fields. Two approaches were used. In one of them $K_{d g}$ was kept constant among the heterogeneous $K_d$-fields. In the other, $K_{d g}$ was varied. The detailed descriptions of these approaches will be provided in the relevant
section of Chapter 4. For both approaches, only the average initial plume was considered.

3.5.4. Effect of Correlation between K and K_d

Since both negative and positive correlations between K and K_d are reported in literature (see Section 2.5), the effects of both types of correlation on P&T remediation design and cost were investigated in this study. For this purpose, optimization runs were performed on correlated K_d-fields generated in Section 3.1.4. Two different $\lambda_{\ln K_d}$ (15 and 30 m), three different $\sigma^2_{\ln K_d}$ (0.0256, 0.0740 and 0.1354) and three different realizations were considered. At this step, optimization runs were performed only for the initial average plume.

3.5.5. Effect of Heterogeneity in $\alpha$

Optimization runs were performed on heterogeneous $\alpha$-fields generated in Section 3.1.5 in order to study the effect of $\lambda$ of $\alpha$ on P&T remediation design and cost. For this purpose, the optimal design model was used. Heterogeneous K and K_d-fields, selected based on the results of the runs performed in Section 3.5.1 and 3.5.3, were used in combination with the heterogeneous $\alpha$-fields. Two different $\lambda_{\ln \alpha}$ (15 and 30 m) were investigated at this step. The optimization runs were repeated for two different $\sigma^2_{\ln \alpha}$ (0.0057 and 0.0299) and three different realizations of $\alpha$-fields considering only the initial average plume in order to see the effects of $\sigma^2$ and relative locations of high and low $\alpha$ zones on the remediation cost and design. $\alpha_g$ was kept constant among the heterogeneous $\alpha$-fields.

3.5.6. Effect of Correlation between $\alpha$ and K_d

Since only a negative correlation between $\alpha$ and K_d is reported in literature (see Section 2.5), the optimization runs were performed on $\alpha$-fields negatively
correlated with the heterogeneous correlated $K_a$-fields with $K$ considering the initial average plume. Two $\sigma^2_{\ln K}$ (0.0057 and 0.0299) and two $\lambda_{\ln K}$ (15 and 30 m) with three realizations were studied.

3.5.7. Effect of $f$ value

“$f$” value is one of the parameters of the two-site nonequilibrium sorption model. It is defined as the fraction of the equilibrium sorption sites. $f$ value used in the all of the optimization runs in this study is 0.75 (see Section 3.3 for details). In order to see the effect of $f$ value on P&T remediation design and cost, optimal design model runs for the heterogeneous $K$-fields (Section 3.1.1) were repeated with two other $f$ values, 0.5 and 0.25. These values were selected based on the literature survey summarized in Table 2.3. Optimization runs at this step were performed for three $\lambda_{\ln K}$ (15, 22.5 and 30 m) and the lowest and the highest $\sigma^2_{\ln K}$ values (0.2500 and 1.3225) considering both the original and the average initial plumes.
CHAPTER 4

RESULTS AND DISCUSSION

4.1. Results of the Sensitivity Analysis for the Determination of Crossover and Coding Method

Before starting optimization runs, a sensitivity analysis was performed to choose the best method of crossover and coding, which are two critical parameters for the performance of GA. In addition, two different crossover probability values for each crossover operator were tested to find the optimum crossover probability. For this purpose, nine different heterogeneous K-fields (K11A, K12A, K13A, K21A, K22A, K23A, K31A, K32A and K33A) were used. The selection was made between two-point and uniform crossover as the crossover method and binary and Gray coding as the coding method. The detailed information about these methods was given in Section 3.4.1. In PGAPack, the default crossover probabilities employed were 0.85 and 0.5 for two-point and uniform crossover, respectively. The probability of two-point crossover was defined as the probability that a selected string will undergo crossover while for uniform crossover it was the probability of a bit being selected from the first parent string (Levine, 1996). In the sensitivity analysis, these default values were used. In addition, crossover probabilities were exchanged so that probability values of 0.85 and 0.5 were tested for uniform and two-point crossover, respectively, as well. The GA simulations were first performed for optimal design model and then for the time-to-compliance model. The results of the sensitivity analysis executed for both models are presented as separate sections below.
4.1.1. The Optimal Design Model

In complex engineering problems, the best solution obtained through optimization is generally regarded as the “optimum” solution. This is due to the fact that for such problems mostly conditional, discontinuous, non-linear and non-convex functions may be of concern and this may result in convergence to a local optima. However, since the aim of the sensitivity analysis was to investigate the performance of GA for different GA parameters, the global optimum solution for a specific case was critical for the evaluation of the goodness of the result. Therefore, the global optimum P&T policies were determined using the trial-and-error approach where the starting point for search was the optimal GA solutions to the corresponding cases. Results obtained by GA optimization for different GA parameters and initial populations of strings were compared against the global optimum values. For comparison, an F value was defined which indicated the ratio of the best solution obtained within replicates to the global optimum for a specific K-field case.

The efficacy of GA for different GA parameters was also evaluated by the repeatability of the outcome for a K-field case or checking the variation in solutions obtained from replicate GA runs. In these replicate runs for a specific K-field case, the only difference was the initial populations of strings. All other assumptions were the same. The variations within the replicate runs were additionally defined by the relative errors (Andre et al., 2001). For a specified K-field case, first, the relative error for each individual simulation was calculated. Then, the average of replicates was taken to find out the average relative error for each K-field case. The relative error was estimated as follows:

\[
E_{rel} = \frac{S_{simulation} - S_{global}}{S_{global}}
\]  

(4.1)
where \( E_{rel} \) = relative error; \( S_{\text{simulation}} \) = solution obtained through optimization, and \( S_{\text{global}} \) = global optimum solution.

The last criterion used to assess the efficiency of GA optimization for P&T remediation design was the convergence rate. This was defined both by the CPU time spent during the simulations and the number of generations needed to reach the solution. The simulations were performed on Intel Xeon 5110 processors having 1.6 Ghz frequency.

For optimal design model, initially, simulations were conducted for binary coding using different crossover probabilities and types. Then based on the results obtained for binary coding, GA runs were employed for Gray coding. All results are summarized in Table 4.1. For optimal design model, five replicate runs were conducted for each K-field case.

As seen in Table 4.1, regardless of the crossover probabilities tested in this study, uniform crossover with Gray coding outperformed the others. In fact 49% of the 45 total runs for all K-field cases ended up with the global optimum values for the crossover probability of 0.85. For 0.5 crossover probability, this quantity was 51%.

It was possible to reach the global optimum solution within five replicates in all of the K-field cases using uniform crossover with Gray coding. This is also shown by F values in Figure 4.1. However, this was not the case for the other crossover and decision variable coding combinations. For example, two-point crossover with binary coding and 0.5 crossover probability was not sufficient to converge to the global optimum solution in any of the K-field cases (Figure 4.1). In 4 out of 9 K-fields cases it was possible to attain the global optimums for the crossover probability of 0.85. Therefore, for two-point crossover with binary coding, the crossover probability of 0.85 resulted in a better efficiency in terms of the number of runs reaching the global optimums compared to the crossover probability of 0.5.
<table>
<thead>
<tr>
<th>K-field</th>
<th>Cro(Prob)/Cod</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>K11A</td>
<td>TP(0.85)/Bin</td>
<td>162,741</td>
<td>161,614</td>
<td>161,614</td>
<td>162,741</td>
<td>161,614</td>
<td>161,614</td>
</tr>
<tr>
<td></td>
<td>TP(0.5)/Bin</td>
<td>189,505</td>
<td>166,290</td>
<td>190,638</td>
<td>189,574</td>
<td>189,709</td>
<td>166,290</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Bin</td>
<td>189,358</td>
<td>161,614</td>
<td>189,382</td>
<td>176,339</td>
<td>175,494</td>
<td>161,614</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>189,225</td>
<td>161,614</td>
<td>161,614</td>
<td>176,349</td>
<td>161,614</td>
<td>161,614</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>167,515</td>
<td>163,262</td>
<td>169,930</td>
<td>165,540</td>
<td>161,614</td>
<td>161,614</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Gr</td>
<td>161,614</td>
<td>162,741</td>
<td>161,614</td>
<td>162,741</td>
<td>161,614</td>
<td>161,614</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>162,740</td>
<td>163,262</td>
<td>167,515</td>
<td>175,199</td>
<td>161,614</td>
<td>161,614</td>
</tr>
<tr>
<td>K12A</td>
<td>TP(0.85)/Bin</td>
<td>165,038</td>
<td>165,038</td>
<td>165,038</td>
<td>165,038</td>
<td>165,038</td>
<td>165,038</td>
</tr>
<tr>
<td></td>
<td>TP(0.5)/Bin</td>
<td>165,052</td>
<td>193,044</td>
<td>172,600</td>
<td>193,044</td>
<td>193,226</td>
<td>165,052</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Bin</td>
<td>165,038</td>
<td>193,558</td>
<td>163,761</td>
<td>192,071</td>
<td>165,038</td>
<td>163,761</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>165,052</td>
<td>165,038</td>
<td>165,038</td>
<td>165,038</td>
<td>165,038</td>
<td>165,038</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>172,600</td>
<td>186,059</td>
<td>182,064</td>
<td>170,020</td>
<td>184,607</td>
<td>170,020</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Gr</td>
<td>163,761</td>
<td>163,761</td>
<td>163,761</td>
<td>163,761</td>
<td>163,761</td>
<td>163,761</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>163,761</td>
<td>163,761</td>
<td>163,761</td>
<td>163,761</td>
<td>163,761</td>
<td>163,761</td>
</tr>
<tr>
<td>K13A</td>
<td>TP(0.85)/Bin</td>
<td>169,800</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
</tr>
<tr>
<td></td>
<td>TP(0.5)/Bin</td>
<td>169,631</td>
<td>193,044</td>
<td>172,600</td>
<td>193,044</td>
<td>193,226</td>
<td>169,631</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Bin</td>
<td>169,631</td>
<td>193,558</td>
<td>163,761</td>
<td>192,071</td>
<td>169,631</td>
<td>163,761</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>170,646</td>
<td>169,631</td>
<td>192,864</td>
<td>173,825</td>
<td>171,289</td>
<td>169,631</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Gr</td>
<td>180,210</td>
<td>169,801</td>
<td>169,631</td>
<td>169,631</td>
<td>176,894</td>
<td>169,631</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>179,722</td>
<td>169,631</td>
<td>169,631</td>
<td>169,800</td>
<td>169,631</td>
<td>169,631</td>
</tr>
<tr>
<td>K21A</td>
<td>TP(0.85)/Bin</td>
<td>188,560</td>
<td>169,594</td>
<td>188,560</td>
<td>188,560</td>
<td>188,560</td>
<td>188,560</td>
</tr>
<tr>
<td></td>
<td>TP(0.5)/Bin</td>
<td>180,685</td>
<td>188,486</td>
<td>188,560</td>
<td>188,348</td>
<td>178,659</td>
<td>188,560</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Bin</td>
<td>165,299</td>
<td>187,614</td>
<td>189,049</td>
<td>188,560</td>
<td>189,161</td>
<td>165,299</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>180,938</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
<td>169,631</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>168,737</td>
<td>180,406</td>
<td>168,737</td>
<td>169,215</td>
<td>165,768</td>
<td>165,768</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Gr</td>
<td>180,210</td>
<td>169,801</td>
<td>169,631</td>
<td>169,631</td>
<td>176,894</td>
<td>169,631</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>179,722</td>
<td>169,631</td>
<td>169,631</td>
<td>169,800</td>
<td>169,631</td>
<td>169,631</td>
</tr>
<tr>
<td>K22A</td>
<td>TP(0.85)/Bin</td>
<td>183,007</td>
<td>183,007</td>
<td>195,079</td>
<td>185,882</td>
<td>185,541</td>
<td>183,007</td>
</tr>
<tr>
<td></td>
<td>TP(0.5)/Bin</td>
<td>191,853</td>
<td>195,245</td>
<td>195,735</td>
<td>195,816</td>
<td>169,814</td>
<td>169,814</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Bin</td>
<td>194,969</td>
<td>168,078</td>
<td>168,078</td>
<td>168,078</td>
<td>194,969</td>
<td>168,078</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>194,970</td>
<td>196,500</td>
<td>168,078</td>
<td>194,970</td>
<td>186,025</td>
<td>168,078</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>190,014</td>
<td>175,303</td>
<td>194,455</td>
<td>171,312</td>
<td>172,867</td>
<td>171,312</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Gr</td>
<td>168,078</td>
<td>169,814</td>
<td>168,078</td>
<td>169,814</td>
<td>169,814</td>
<td>169,814</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>169,813</td>
<td>168,079</td>
<td>168,078</td>
<td>168,078</td>
<td>168,078</td>
<td>168,078</td>
</tr>
<tr>
<td>K23A</td>
<td>TP(0.85)/Bin</td>
<td>183,007</td>
<td>183,007</td>
<td>195,079</td>
<td>185,882</td>
<td>185,541</td>
<td>183,007</td>
</tr>
<tr>
<td></td>
<td>TP(0.5)/Bin</td>
<td>198,982</td>
<td>194,649</td>
<td>210,168</td>
<td>205,188</td>
<td>195,790</td>
<td>194,649</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Bin</td>
<td>185,541</td>
<td>197,405</td>
<td>195,079</td>
<td>195,079</td>
<td>185,541</td>
<td>185,541</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>194,648</td>
<td>185,541</td>
<td>195,126</td>
<td>186,229</td>
<td>197,405</td>
<td>185,541</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>194,325</td>
<td>184,803</td>
<td>194,780</td>
<td>184,268</td>
<td>184,188</td>
<td>184,803</td>
</tr>
<tr>
<td></td>
<td>Uni(0.85)/Gr</td>
<td>188,027</td>
<td>184,803</td>
<td>184,268</td>
<td>183,007</td>
<td>183,007</td>
<td>183,007</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>184,268</td>
<td>183,598</td>
<td>183,599</td>
<td>183,007</td>
<td>184,268</td>
<td>183,007</td>
</tr>
</tbody>
</table>
This indicated that the crossover probability of 0.5 was not sufficient to explore the search space and the algorithm was not able to move away from the local optimum points when two-point crossover and binary coding were used given the other GA parameter values used in the study. When all K-fields were considered, 29% of the total 45 runs ended up at the global optimum for the crossover probability of 0.85. This value was 0% for the crossover probability of 0.5. When two-point crossover with the crossover probability of 0.85 was tested for Gray coding, in only 2 of the 9 K-field cases the global optimums were obtained within replicates. In overall runs for all fields, just 4% of 45 runs had the global optimum. Therefore, in this context, Gray coding deteriorated the performance of GA for two-point crossover. Uniform crossover with binary coding had...
intermediate performance compared to two-point crossover with binary coding and uniform crossover with Gray coding. For the crossover probabilities of 0.85 and 0.5, 6 and 5 K-field cases, respectively, resulted in the global optimum values. In overall, in 22% and 20% of the total 45 runs for all K-fields, it was possible to get the global optimum for the crossover probabilities of 0.85 and 0.5, respectively.

Figure 4.2 shows the average, minimum and maximum of five replicate simulations conducted for 9 different K-field cases for different decision variable coding alternatives, crossover methods and crossover probability values. In this figure, the difference between the minimum and the maximum remediation costs shows the extent of the variations in the optimal results when different initial
Figure 4.2. The average, minimum and maximum P&T remediation costs based on five replicate simulations for different K-field cases for the optimal design model population of strings is considered. Table 4.2 summarizes the relative error in each run with respect to the global optimum. In Figure 4.2, when all K-fields were considered, the average variation in remediation costs achieved within five replicates (i.e. difference between the maximum and minimum solutions within 5 replicates) was $8,123 for the combination of binary coding and two-point crossover with a crossover probability of 0.85. The second and third rankings for the smallest variations in solutions within replicates were for the crossover probabilities of 0.5 and 0.85, respectively, for uniform crossover with Gray coding. The respective values were $9,847 and $10,303. The worst difference was $23,656 for binary coding and uniform crossover with the crossover probability of 0.85. Yet, these values alone are not conclusive in terms of the efficacy of a certain GA parameters combination. For example, replicates for a certain combination of GA parameters may end up in the same local optimum which would results in a variation of $0. In fact, when Table 4.2 is examined, it is noticed that the minimum
Table 4.2. Average $E_{rel}$ (%) within 5 replicate runs for different K-field cases for the optimal design model

<table>
<thead>
<tr>
<th>K-fields</th>
<th>TP(0.85) /Bin</th>
<th>TP(0.5) /Bin</th>
<th>Uni(0.85) /Bin</th>
<th>Uni(0.5) /Bin</th>
<th>TP(0.85) /Gr</th>
<th>Uni(0.85) /Gr</th>
<th>Uni(0.5) /Gr</th>
</tr>
</thead>
<tbody>
<tr>
<td>K11A</td>
<td>0.3</td>
<td>14.6</td>
<td>10.4</td>
<td>5.3</td>
<td>2.5</td>
<td>0.3</td>
<td>2.8</td>
</tr>
<tr>
<td>K12A</td>
<td>0.8</td>
<td>12.0</td>
<td>7.4</td>
<td>0.8</td>
<td>9.4</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>K13A</td>
<td>0.0</td>
<td>13.5</td>
<td>9.8</td>
<td>0.2</td>
<td>3.6</td>
<td>2.1</td>
<td>1.2</td>
</tr>
<tr>
<td>K21A</td>
<td>11.8</td>
<td>12.1</td>
<td>11.3</td>
<td>6.9</td>
<td>3.2</td>
<td>4.0</td>
<td>2.8</td>
</tr>
<tr>
<td>K22A</td>
<td>3.2</td>
<td>12.9</td>
<td>6.4</td>
<td>11.9</td>
<td>7.6</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>K23A</td>
<td>1.9</td>
<td>9.8</td>
<td>4.8</td>
<td>4.8</td>
<td>3.0</td>
<td>0.9</td>
<td>0.4</td>
</tr>
<tr>
<td>K31A</td>
<td>8.0</td>
<td>12.7</td>
<td>11.5</td>
<td>12.6</td>
<td>8.8</td>
<td>3.6</td>
<td>4.1</td>
</tr>
<tr>
<td>K32A</td>
<td>12.2</td>
<td>13.6</td>
<td>4.9</td>
<td>10.4</td>
<td>3.9</td>
<td>1.6</td>
<td>0.1</td>
</tr>
<tr>
<td>K33A</td>
<td>7.7</td>
<td>21.0</td>
<td>14.5</td>
<td>9.6</td>
<td>15.5</td>
<td>12.4</td>
<td>6.6</td>
</tr>
<tr>
<td>AVG</td>
<td>5.1</td>
<td>13.6</td>
<td>9.0</td>
<td>6.9</td>
<td>6.4</td>
<td>2.8</td>
<td>2.1</td>
</tr>
</tbody>
</table>

average $E_{rel}$ values (2.1% and 2.8%) are for uniform crossover with Gray coding. For two-point crossover with the crossover probability of 0.85, Gray coding increased the average $E_{rel}$ to 6.4%. The highest average $E_{rel}$ (13.6%) was for the combination of two-point crossover, binary coding, and crossover probability of 0.5. The next highest average $E_{rel}$ quantities (9.0% and 6.9%) were for the combinations constituting of uniform crossover and binary coding with different crossover probabilities.

Figure 4.3 depicts the average CPU time and the average number of GA generations required to reach the solution in all runs conducted for a specific combination of GA parameters. In general, the uniform crossover consumed more CPU time compared to two-point crossover regardless of the coding and crossover probability. This observation is in line with Ashlock’s (2000). However, in return of higher CPU time for simulations, a higher percentage of the total runs with a specific combination of GA parameters ended up in the global optimum solution. For example, only an average of 23.7 hours of CPU was spent for runs with two-point crossover, crossover probability of 0.5, and binary coding. Yet, all of the
Figure 4.3. Average CPU times on Intel Xeon 5110 processors having 1.6 Ghz frequency and the generation numbers realized to reach the solutions (including all runs for all K-fields) for the optimal design model

runs finalized at local optimum points. With the crossover probability of 0.5, it was not possible for the GA algorithm to jump into another search region for the mutation rate and stopping criteria applied. The highest CPU hours were for the uniform crossover with Gray coding. On the average, 54.9 and 51.4 hours were required for the crossover probabilities of 0.85 and 0.5, respectively. For these cases, 22 and 23 of the runs (out of 45), respectively, resulted in the global optimum value. The number of generations required to reach the solutions were in agreement with the CPU times. In general, compared to two-point crossover, uniform crossover required higher number of GA generations to reach the solutions. Two-point crossover, binary coding and crossover probability of 0.5 converged in an average of 13.5 generations for all K-field cases. Yet, none of the final solutions were the global optimums. For uniform crossover, Andre et al. (2001) and Sharma and Irwin (2003) reported that the use of Gray coding increased the convergence rate of GA in terms of less number of evaluations required for the optimal solution. On the other hand, Haupt and Haupt (1998) stated that Gray code slowed down the GA optimization. Results obtained from
this sensitivity analysis showed that Gray coding and uniform crossover demanded higher CPU time but in return, it was possible to obtain the global optimum with higher possibility. According to the results of this sensitivity analysis, it was decided to use the uniform crossover with 0.5 probability and Gray coding for the rest of the study because of its distinct outperformance compared to other alternatives.

4.1.2. The Time-to-Compliance Model

Since the time-to-compliance model was simpler in terms of the number of the decision variables and the string length used for coding of the decision variables, 3 replicate runs were conducted for each GA parameter set and the K-field case. For the time-to-compliance model, comparison was made between coding and crossover types. However, only a single crossover probability value was chosen for each crossover type. This value was 0.85 and 0.5 for two-point and uniform crossovers, respectively, based on the results of the optimal design model.

In general, for this simpler optimization problem relative to the optimal design model, both crossover types performed equally well with either binary or Gray coding as summarized in Table 4.3. It was possible to reach the global optimum values for all K-field cases except K11A. However, for K11A the difference between the best solution and the global optimum was only one day which is negligible compared to the total remediation time of 3459 days for the optimal solution (Table 4.3). Figure 4.4 shows the variation of solutions for each K-field case within the three replicates. Except for uniform crossover for K23A, the variation among the solutions was either negligibly small or did not exist. This indicated that both coding and crossover types were successful in finding the global optimum solution within three replicates. Figure 4.5 depicts the efficiency of algorithms in terms of both the CPU time spent during the simulations and the number of generations needed to reach the solution. For all four different
Table 4.3. Results of the sensitivity analysis for the time-to-compliance model

<table>
<thead>
<tr>
<th>K-field</th>
<th>Cro(Prob)/Cod</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>K11A</td>
<td>TP(0.85)/Bin</td>
<td>3459</td>
<td>3474</td>
<td>3473</td>
<td>3459</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>3460</td>
<td>3459</td>
<td>3459</td>
<td>3459</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>3473</td>
<td>3460</td>
<td>3460</td>
<td>3460</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>3459</td>
<td>3459</td>
<td>3460</td>
<td>3459</td>
</tr>
<tr>
<td>K12A</td>
<td>TP(0.85)/Bin</td>
<td>3642</td>
<td>3628</td>
<td>3628</td>
<td>3628</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>3628</td>
<td>3628</td>
<td>3628</td>
<td>3628</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>3642</td>
<td>3628</td>
<td>3628</td>
<td>3628</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>3628</td>
<td>3628</td>
<td>3628</td>
<td>3628</td>
</tr>
<tr>
<td>K13A</td>
<td>TP(0.85)/Bin</td>
<td>4048</td>
<td>4048</td>
<td>4048</td>
<td>4048</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>4048</td>
<td>4048</td>
<td>4048</td>
<td>4048</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>4048</td>
<td>4048</td>
<td>4048</td>
<td>4048</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>4048</td>
<td>4048</td>
<td>4048</td>
<td>4048</td>
</tr>
<tr>
<td>K21A</td>
<td>TP(0.85)/Bin</td>
<td>3684</td>
<td>3698</td>
<td>3698</td>
<td>3684</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>3684</td>
<td>3684</td>
<td>3684</td>
<td>3684</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>3684</td>
<td>3684</td>
<td>3684</td>
<td>3684</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>3684</td>
<td>3684</td>
<td>3684</td>
<td>3684</td>
</tr>
<tr>
<td>K22A</td>
<td>TP(0.85)/Bin</td>
<td>3922</td>
<td>3922</td>
<td>3922</td>
<td>3922</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>3922</td>
<td>3922</td>
<td>3922</td>
<td>3922</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>3922</td>
<td>3922</td>
<td>3922</td>
<td>3922</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>3922</td>
<td>3922</td>
<td>3922</td>
<td>3922</td>
</tr>
<tr>
<td>K23A</td>
<td>TP(0.85)/Bin</td>
<td>4384</td>
<td>4482</td>
<td>4384</td>
<td>4384</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>4384</td>
<td>4384</td>
<td>4482</td>
<td>4384</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>4384</td>
<td>4482</td>
<td>4384</td>
<td>4384</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>4384</td>
<td>4384</td>
<td>4482</td>
<td>4384</td>
</tr>
<tr>
<td>K31A</td>
<td>TP(0.85)/Bin</td>
<td>3936</td>
<td>3936</td>
<td>3936</td>
<td>3936</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>3936</td>
<td>3936</td>
<td>3936</td>
<td>3936</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>3936</td>
<td>3936</td>
<td>3936</td>
<td>3936</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>3936</td>
<td>3936</td>
<td>3936</td>
<td>3936</td>
</tr>
<tr>
<td>K32A</td>
<td>TP(0.85)/Bin</td>
<td>4258</td>
<td>4258</td>
<td>4258</td>
<td>4258</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>4258</td>
<td>4258</td>
<td>4258</td>
<td>4258</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>4258</td>
<td>4258</td>
<td>4258</td>
<td>4258</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>4258</td>
<td>4258</td>
<td>4258</td>
<td>4258</td>
</tr>
<tr>
<td>K33A</td>
<td>TP(0.85)/Bin</td>
<td>4146</td>
<td>4146</td>
<td>4146</td>
<td>4146</td>
</tr>
<tr>
<td></td>
<td>TP(0.85)/Gr</td>
<td>4146</td>
<td>4146</td>
<td>4146</td>
<td>4146</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Bin</td>
<td>4146</td>
<td>4146</td>
<td>4146</td>
<td>4146</td>
</tr>
<tr>
<td></td>
<td>Uni(0.5)/Gr</td>
<td>4146</td>
<td>4146</td>
<td>4146</td>
<td>4146</td>
</tr>
</tbody>
</table>
Figure 4.4. Variation of the optimal remediation time within three replicates for different K-field cases for the time-to-compliance model

Figure 4.5. Average CPU times on Intel Xeon 5110 processors having 1.6 Ghz frequency and the generation numbers realized to reach the solutions (including all runs for all K-fields) for the time-to-compliance model
combinations of crossover and coding types, the average simulation time was almost the same showing that none of the crossover and coding types provided an advantage over the other in terms of convergence rate. All of these results showed that for this simpler problem, any of the four options can be used and optimization result will be insensitive to the GA parameters tested in this sensitivity analysis. Therefore, it was decided to use the uniform crossover with 0.5 of probability and Gray coding for the rest of the study.

The rationale behind the better performance of uniform crossover over the two-point crossover, for relatively complex P&T optimization problem (optimal design model), may be due to the fact that uniform crossover can put the features together without considering their relative locations on the string. This ability, in turn, can offset the disruptive behavior of uniform crossover on the good features of the population (Dumitrescu et al., 2000; Mitchell, 1996). De Jong and Spears (1992) compared two-point and uniform crossover in terms of “crossover productivity”. They defined productivity as the ability of a crossover operator to destroy the homogeneity of the population. They found that uniform crossover was more productive than two-point crossover for the uniform crossover probability of 0.5. De Jong and Spears (1992) also mentioned about the superiority of uniform crossover over n-point crossover operators in terms of the exploratory power. They stated that an offspring can be created with uniform crossover anywhere in the space but two-point crossover is restricted to smaller subsets. In this study, this exploratory power of uniform crossover may also be the reason of the better performance over two-point crossover. As De Jong and Spears (1992) stated, there should be a balance between exploration and exploitation for an efficient algorithm and this balance point may change depending on the complexity of the problem, the population size, selection pressure and mutation rate. On the other hand, Gray coding eliminates the Hamming cliffs problem and significantly alters the number of local optima (Mathias and Whitley, 1994). Elimination of Hamming cliffs, in
other words the process followed in the representation of adjacent numbers by the Gray code, may improve the GA performance.

Since the best GA operator parameters to reach the optimal solution were selected through the sensitivity analysis, from herein the best solution found thorough GA optimization will be referred to as the optimum solution.

4.2. PCE Plume Simulations on Heterogeneous K-fields

Before analyzing the results of the optimization runs, the steady-state distributions of PCE and hydraulic head under different heterogeneity conditions were investigated. First, the distributions of PCE plume and head under the homogeneous aquifer condition with the K value of $4.5 \times 10^{-5}$ m/s were found in order to compare them with the ones obtained for the heterogeneous field conditions. Distributions for the homogeneous case are shown in Figure 4.6. In a steady-state homogeneous aquifer, hydraulic head changed only along the x direction for the conditions assumed in this study (i.e. constant head boundaries on the west and east sides and no-flow conditions on the north and south boundaries) and this created one-dimensional, uniform groundwater flow. Under such conditions the head distribution was independent of K. Head contours were placed equally throughout the aquifer and parallel to each other. Under uniform flow conditions, the shape of the plume was regular and elliptic.

The steady-state PCE plume and head distributions simulated on the heterogeneous K-fields are shown in Figure 4.7 to 4.15 with the heterogeneous K distributions at the background. These plumes were called as the “original plume” and used in the optimization runs as the initial condition of the PCE plume (see Section 3.3). One of the determinants of the shape and the extent of the plume is the head distribution in the aquifer. On the other hand, distribution of hydraulic
Figure 4.6. (a) PCE plume and (b) hydraulic head distributions for the homogenous K-field (K = 4.5×10^{-5} m/s)
Figure 4.7. PCE plume and hydraulic head distributions for the heterogeneous fields K11A, K12A, K13A
Figure 4.8. PCE plume and hydraulic head distributions for the heterogeneous fields K11B, K12B, K13B
Figure 4.9. PCE plume and hydraulic head distributions for the heterogeneous fields K11C, K12C, K13C
Figure 4.10. PCE plume and hydraulic head distributions for the heterogeneous fields K21A, K22A, K23A
Figure 4.11. PCE plume and hydraulic head distributions for the heterogeneous fields K21B, K22B, K23B
Figure 4.12. PCE plume and hydraulic head distributions for the heterogeneous fields K21C, K22C, K23C
Figure 4.13. PCE plume and hydraulic head distributions for the heterogeneous fields K31A, K32A, K33A
Figure 4.14. PCE plume and hydraulic head distributions for the heterogeneous fields K31B, K32B, K33B
Figure 4.15. PCE plume and hydraulic head distributions for the heterogeneous fields K31C, K32C, K33C
For the heterogeneous K-fields, the shape of head contours became more irregular with increasing $\sigma^2_{\ln K}$ such that the spacing between them changed more and the number of the bends increased. The shape of the head contours were affected by the change in $\lambda_{\ln K}$ since change in $\lambda_{\ln K}$ caused the change in locations of high and low K zones. However there was no noticeable trend as in the case of $\sigma^2_{\ln K}$. These findings are in line with the findings of Uçankuş and Ünlü (2008).

Non-uniform flow conditions observed in heterogeneous aquifers resulted in irregular shape and distribution of contaminant plumes. As the heterogeneity condition changed, the plume shape and distribution changed, too. When $\sigma^2_{\ln K}$, in other words difference between high and low K values, increased, distortion in the plume shape increased and the plume distribution was affected from this change more remarkably. For the K-fields having the lowest $\sigma^2_{\ln K}$, the plume was more or less elliptic while it became more irregular depending on the distribution of low and high K zones as $\sigma^2_{\ln K}$ increased. These findings are in line with the literature. Storck et al. (1997) stated that in aquifers with large $\sigma^2_{\ln K}$, contaminant plumes had more irregular shapes and the travel direction of the plume became more uncertain. On the other hand, in a more homogeneous aquifer, the contaminant plumes had more uniform shapes and followed more predictable pathways. Hemsi and Shackelford (2006) evaluated the effect of K heterogeneity on the plume patterns for four different levels of heterogeneity. For higher $\sigma_{\ln K}$, distinct contrasts between plume shapes emerged either as strongly divergent or strongly convergent plumes but for lower $\sigma_{\ln K}$, the contrast diminished and plumes diverged or converged in a narrower range. Uçankuş and Ünlü (2008) studied the effect of K heterogeneity in terms of CV on the behavior of a BTEX plume which was subjected to biodegradation. They obtained more irregular and distorted plume shapes with increasing CV.

As $\lambda_{\ln K}$ increases, the distance between the areas of high and low K zones increased. At the same time, the areas of such zones grown. Therefore, distribution
and the location of low and high K zones were different for different $\lambda_{\text{lnK}}$ even the same seed was used to generate them. The plume distribution was inevitably affected by these differences but it was not possible to see a general trend for the distribution of contaminant plume with changing $\lambda_{\text{lnK}}$ as this was the case for head contours. The general behavior of the plume was consistent with the head distribution. Plume elongated through the high K regions while low K regions on the way of the plume prevented it from spreading. The plumes of fields K32A and K33A (Figure 4.13) can be taken as the examples to explain this phenomenon. In field K32A, where $\lambda_{\text{lnK}}$ was 22.5 m, there was a wide high K region along the flow path of the plume. The presence of this high K zone caused the plume to gain length along x direction. On the other hand, in field K33A, which had $\lambda_{\text{lnK}}$ of 30 m, there was a large low K region almost at the same place with the high K region of K32A. The existence of low K region suppressed the expansion of the plume, made it shorter in width compared to K32A. The effect of the location and the shape of the high and low K regions on plume shape was significant. For example in fields K12C (Figure 4.9), K22C (Figure 4.12) and K32C (Figure 4.15), the presence of low K region just north of the PCE plume made the upper edge of the plume to bend inside. This effect became more significant with increasing $\sigma^2_{\text{lnK}}$. In literature, Uçankuş and Ünlü (2008) studied the effect of $\lambda_{\text{lnK}}$ on the behavior of a BTEX plume which was subjected to biodegradation for a single K realization. They detected smaller plumes for higher CV and $\lambda_{\text{lnK}}$. Although the present study did not consider biodegradation, it showed that this may or may not be the case depending on the K realization. Because, the change in location of high and low K regions with changing realization and $\lambda_{\text{lnK}}$ may significantly affect the shape of the plume. For example, for realization B, plume shrunk with increasing $\lambda_{\text{lnK}}$ for $\sigma^2_{\text{lnK}}$ of 0.2500 (i.e. fields K11B, K12B and K13B in Figure 4.8) but for realization C, it expanded with increasing $\lambda_{\text{lnK}}$ for the same $\sigma^2_{\text{lnK}}$ (i.e. fields K11C, K12C and K13C in Figure 4.9). On the other hand, the plume shrunk with increasing $\sigma^2_{\text{lnK}}$ for realization B and $\lambda_{\text{lnK}}$ of 30 m (K13B, K23B and K33B in Figures 4.8, 4.11 and
4.14) whereas it expanded with increasing $\sigma_{\ln K}^2$ for realization C and $\lambda_{\ln K}$ of 30 m (i.e. fields K13C, K23C and K33C in Figures 4.9, 4.12 and 4.15).

Since plumes were generated assuming the contaminant source as the constant concentration boundary condition, which is a common practice in groundwater and contaminant transport modeling (Bakr et al., 2003), the amount of mass emanated from the source during the 7 years of simulation time was different for each heterogeneous K-field. Even for the K-fields where the amount of contaminant mass was similar, the distribution of this mass over the aquifer area was different because of the different heterogeneity conditions. Presence of different amounts of mass and different distributions of the plume also influenced the area of the PCE plume. The amount of mass emanated from the source and present in the each heterogeneous aquifer at the beginning of the GA simulations was calculated and its change with respect to $\lambda_{\ln K}$ was shown in Figure 4.16. The area delineated by 1 mg/L contour line of plume was also found and its change with respect to $\lambda_{\ln K}$ was shown in Figure 4.17.

Comparison of Figures 4.16 and 4.17 shows that the areal extents of the PCE plumes were directly correlated with the total (sorbed + aqueous) PCE mass and exhibited similar trends with respect to $\lambda_{\ln K}$. When different realizations were considered, there was no common trend between the initial total PCE mass (and also the area covered by the plume) and $\lambda_{\ln K}$. For instance, for realization B, the initial total PCE mass increased for $\lambda_{\ln K}$ of 22.5 m compared to 15 m. Then, among the three $\lambda_{\ln K}$ considered, the minimum initial plume mass was achieved for $\lambda_{\ln K}$ of 30 m. However, this trend was not unique and dependent on the heterogeneity condition. For realization C, for example, the initial contaminant mass increased for greater $\lambda_{\ln K}$ values. Since the locations and the size of the high and low K regions change with changing $\lambda_{\ln K}$, this situation might be expected. On the other hand, as shown in Figures 4.16 and 4.17, $\sigma_{\ln K}^2$ resulted in variation in the
Figure 4.16. Change in initial mass of PCE with respect to $\lambda_{\ln K}$
Figure 4.17. Change in area of the PCE plume with respect to $\lambda_{\ln K}$. 

Realization A

Realization B

Realization C

$\sigma^2_{\ln K} = 0.2500$

$\sigma^2_{\ln K} = 0.7225$

$\sigma^2_{\ln K} = 1.3225$
initial plume mass and area as well. When $\lambda_{\text{ln}K}$ was 22.5 m the mass and the area of the plume increased with increasing $\sigma^2_{\text{ln}K}$ for all three realizations but this regular trend could not be observed for $\lambda_{\text{ln}K}$ of 15 and 30 m for all realizations. This might also be the result of different K distributions in different realizations. The variation in PCE mass and plume area with respect to $\sigma^2_{\text{ln}K}$ was expected since higher $\sigma^2_{\text{ln}K}$ meant higher contrast between the low and high K values in the field which led to enhanced preferential pathways for the contaminant transport. For the same $K_g$, as $\sigma^2_{\text{ln}K}$ increased, K values in the high conductivity zones became even higher. On the other hand, the resistance of the low K zones to the groundwater flow increased. Therefore, the distribution of high and low K zones in terms of respective locations (represented by realization) had a major impact on movement of the contaminant plume as well as $\sigma^2_{\text{ln}K}$ and $\lambda_{\text{ln}K}$.

A statistical analysis was conducted for the K values of the area where PCE plumes sit on in order to see if there was any relation between the extent of the plume and the statistical properties of K in the corresponding area. Figure 4.18 shows the change in $K_g$ in the plume area with respect to $\lambda_{\text{ln}K}$. The change in $K_g$ in the plume area and the area of the PCE plume (Figure 4.17) with respect to $\lambda_{\text{ln}K}$ were in close agreement. $K_g$ of the plume area of field K33C was the highest among 27 heterogeneous fields with $7.6 \times 10^{-5}$ m/s. This field also had the largest plume area and the highest amount of initial mass. When the colored representation of this field was investigated (Figure 4.15), it was seen that there was hardly any low K region in the plume area. On the contrary, there was a wide high K zone on the flow path of the plume. The high K resulted in an increase in the groundwater velocity and plume spreading. The field which had the lowest $K_g$ of plume area was K33B. The area of the plume of this field was the smallest with the lowest amount of contaminant mass. The colored representation of this field (Figure 4.14) revealed that there was no high K region in the plume area. This slowed down the movement of the plume and prevented it from spreading. As a
Figure 4.18. Change in $K_g$ in the plume area with respect to $\lambda_{\ln K}$
support to this discussion, the number of elements with small $K$ values in the plume areas were counted. Results showed that 81% of the total number of elements had a $K$ value smaller than the overall $K_g$ value (i.e. $4.5 \times 10^{-5}$ m/s) on field K33B. 81% was the highest percentage among 27 heterogeneous fields. On the other hand, for K33C, this value was 26% which was the smallest percentage value among 27 fields. These results showed that the total mass and the area of the contaminant plume were in correlation with the $K_g$ of the plume area, not the $K_g$ of the whole aquifer. Therefore, although all heterogeneous 300m $\times$ 300m fields had the same $K_g$, plume formations were diverse and local $K$ values had a significant impact on plume distribution.

4.3. Effect of Correlation Scale of $K$

In the following sections, the effect of $\lambda_{\ln K}$ on P&T remediation design and cost and time-to-compliance were investigated. The optimization runs of this step were conducted both with original plume, the plume of the corresponding field, and average plume, the average of 27 different original plumes (see Section 3.3 for the details).

In the original plume case, both the mass and the area of the contaminant plume over the aquifer changed depending on the heterogeneity condition (i.e. $\sigma_{\ln K}^2$ and $\lambda_{\ln K}$) and the distribution of $K$ for the same continuous contaminant source and contamination period as discussed in Section 4.2. It was assumed that characteristics of the site and plume configurations were fully known and the calibration of the model was made accordingly. The impact of heterogeneity both on contamination and remediation was taken into consideration at the same time. Hence, the original plume case represented the conditions where we were fully aware of the heterogeneity conditions and therefore the plume conditions (i.e. migration).
The average plume case, on the other hand, examined the impact of heterogeneity and $\lambda_{\ln K}$ for the same initial mass. As declared in Section 3.3, the initial plume for the average plume case was generated by averaging the initial plumes of the 27 plumes of the original plume case. Therefore, it may be possible that the average plume disregarded the local deviations in $K$ for the initial plume formation. However, such a bias can be expected in real life remediation designs as well, due to improper sampling and field characterization.

4.3.1. Results of the Optimal Design Model

4.3.1.1. Results of the Original Plume Case

The results of the optimization runs conducted with original plumes showed that the single-well designs predominated on the 27 different heterogeneous fields. The only design which consisted of 2 wells was the one for K23A. Among 26 different single well designs, well 13 (Figure 3.11 to 3.13) was the most selected active well in 10 different cases. When the locations of the selected wells were analyzed, it was seen that for most of the K-fields, the active pumping wells were the wells either on the centerline of the plumes or the wells adjacent to the wells on the centerline. In addition, selected wells were also very close or at down gradient of the CoM for all K-fields. These findings were similar to Chan Hilton and Culver’s (2005) and Huang and Mayer’s (1997).

When the total remediation costs of the optimal designs were analyzed (Figure 4.19), it was observed that the relationships between costs and $\lambda_{\ln K}$ did not follow a regular trend for different realizations of the heterogeneous fields. However, trends in initial mass of PCE with respect to $\lambda_{\ln K}$ were in close agreement with the trends in total cost of remediation with respect to $\lambda_{\ln K}$ except for field K23A. Since the remediation goal for all fields was the same, higher contaminant mass was
Figure 4.19. Change in total remediation costs with respect to $\lambda_{\ln K}$ for original plume case
...removed in fields that had higher initial contaminant mass. As a result, the remediation cost increased accordingly. The deviation in the similar trend in total cost with the initial mass of PCE versus $\lambda_{lnK}$ was due to field K23A. For field K23A, 2-well design was used unlike all other 26 fields for which single-well designs were chosen. Although $\sigma^2_{lnK}$ of field K33A was higher than field K23A and the initial PCE mass was almost the same for both fields, the single-well design was used for field K33A whereas 2-well design was chosen for field K23A. This may be due to the fact that the area of the initial plume for K33A was 93% of that for K23A (Figure 4.17). This slight difference may result in the selection of two wells for field K23A. In addition, from the figures of initial plumes (Figures 4.10 and 4.13) it can be understood that there was less PCE mass in the low K region, located in the center of the aquifer area, in field K33A when compared to field K23A. This may be another reason why 2 wells were chosen for field K23A but not for field K33A.

The minimum and the maximum total remediation costs for all 27 designs were $146,000 (for field K33B) and $183,000 (for field K23A), respectively. Therefore, the total cost changed up to 25% with respect to the minimum cost, depending on the heterogeneity condition, the respective locations of high and low K zones and the contaminant mass initially present in the aquifer. When the variation in remediation costs for different heterogeneity conditions were examined within a specific realization, the percent change in remediation costs for different heterogeneous K-fields are 13% for realization A, 16% for realization B and 13% for realization C.

The effect of heterogeneity condition on P&T remediation system cost could be understood more clearly if the elements of the total cost (i.e. pumping cost, operational cost of GAC treatment facility which is referred to as “treatment cost” from now on, capital and installation costs for wells and capital cost of GAC treatment facility) were investigated individually. This approach was necessary
since all optimal designs included a single GAC adsorber and the capital cost of GAC unit ($100,000) constituted a great percentage, 55-68%, of the total cost. When the capital cost of GAC unit was excluded from the total cost and a similar analysis was performed, it was seen that the cost could change up to 80% among all realizations depending on the heterogeneity condition, the respective locations of high and low K zones and the contaminant mass initially present in the aquifer. The percent change among different heterogeneous cases was 35% for realization A, 51% for realization B and 36% for realization C. On the other hand, the capital and installation cost of a well depended only on the number of the wells and the well depth. The change in depth of active wells for different K-fields was not very significant because of the 1% slope of the aquifer bottom. As an example, the well installation cost changed only by $20 between two adjacent wells (i.e. distance between these wells was 22.5 m). When the locations of active wells for different K-fields were considered (wells 8, 9, 13, 14, 17, 18, 19, and 23 in Figures 3.10 to 3.13), the maximum downstream distance between these wells was 67.5 m. Therefore, the capital costs, including the installation costs of GAC treatment facility and the pumping wells, were almost the same as long as the numbers of active wells were the same (Figure 4.20). However, as for field K23A, increased number of active wells resulted in a significant increase in the overall remediation cost as depicted in Figure 4.19 for realization A.

Under these conditions, it was not surprising that treatment and pumping cost determined the general trend of total remediation cost with respect to $\lambda_{\ln K}$ for the single well designs. Figure 4.21 shows the change in treatment costs with respect to $\lambda_{\ln K}$. The trends were similar with the trend in total cost except for K23A. It was also noticeable that the trends in the treatment cost were the same with the trends in the amount of PCE mass removed from the aquifer except for the field K23A (Figure 4.22). The reason of the difference in the treatment cost for field K23A was the use of two wells. Treatment cost was a function of both PCE concentration
Figure 4.20. Change in capital costs with respect to $\lambda_{\ln K}$ for original plume case
Figure 4.21. Change in treatment costs with respect to $\lambda_{\ln K}$ for original plume case
Figure 4.22. Change in total mass of PCE removed from the aquifer with respect to $\lambda_{\ln K}$ for original plume case.
coming to the GAC unit and the total pumping rate. For field K23A, the total pumping rate was significantly lower compared to other $\sigma^2_{\ln K}$ cases for realization A and $\lambda_{\ln K}$ of 30 m because of the use of two wells. Total pumping rate was 615.6 and 680.4 m$^3$/day for K13A and K33A, respectively while it was 475.2 m$^3$/day for K23A. It seems that pumping from two different locations of the aquifer with a smaller pumping rate was enough to satisfy the remediation goal despite higher total cost. As a result, the incoming water to the GAC column was more concentrated for K23A. In fact, when all heterogeneous K-fields were considered, K23A exhibited the highest level of mass of PCE removed per each unit of water withdrawn from the aquifer. The range of PCE mass removed per volume of water withdrawn for different fields was 1.1 gr/m$^3$ to 2.0 gr/m$^3$. The maximum rate of removal for single well designs was 1.9 gr/m$^3$.

There was also a direct correlation between PCE mass initially present in the aquifer and the total PCE mass removed during remediation. The trends with respect to $\lambda_{\ln K}$ and $\sigma^2_{\ln K}$ were the same for initial PCE mass (Figure 4.16) and PCE mass removed from the aquifer (Figure 4.22). Since the remediation goal for all fields was the same, higher contaminant mass was removed in fields that had higher initial contaminant mass.

Figure 4.23 summarizes the variation in the total remediation costs for 27 different fields having different heterogeneity conditions. For each $\lambda_{\ln K}$, the average, standard deviation, minimum and maximum values obtained for fields of different $\sigma^2_{\ln K}$ and realizations were considered. In Figure 4.23 there was a slight increase in the average value when $\lambda_{\ln K}$ increased from 15 m to 22.5 m. The average cost value remained constant between $\lambda_{\ln K}$ of 22.5 m and 30 m. The noticeable trend in Figure 4.23 was that when $\lambda_{\ln K}$ increased, the variation of cost values around the average also increased. This might be understood better if the variation of initial mass and plume area with respect to $\lambda_{\ln K}$ was investigated in the same way. Figure
Figure 4.23. Variation in the total remediation costs with respect to $\lambda_{\ln K}$ (error bars represent one standard deviation): original plume case

4.24 shows these analyses. The trend was a little different than the trend of total cost such that average mass and area decreased when $\lambda_{\ln K}$ increased from 22.5 to 30 m. This was because the high cost of field K23A made the average of total cost for $\lambda_{\ln K}$ of 30 m higher. Similar to total cost, variation around the average of initial PCE mass and plume area increased with increasing $\lambda_{\ln K}$. Therefore, although the impact of a realization of a heterogeneous K-field on the results was shown, in overall, high $\lambda_{\ln K}$ promoted more variation in the costs. For larger $\lambda_{\ln K}$, the distance between the high and low K zones and the areas associated with these zones were larger. Therefore, together with the relative locations of high and low K zones, $\lambda_{\ln K}$
Figure 4.24. Variation in the area and the initial mass of initial plume with respect to $\lambda_{\ln K}$ (error bars represent one standard deviation): original plume case
of the field impacted the spreading and then the remediation of contamination. This in turn, resulted in either higher or lower remediation costs.

When the variation in the unit cost of PCE removal was analyzed with respect to $\lambda_{\ln K}$ (Figure 4.25), it was noted that the observed trend was negatively correlated with the relationships between the area of PCE plume and $\lambda_{\ln K}$ and the PCE mass and $\lambda_{\ln K}$ as given in Figure 4.24. Yet, the maximum variation was still observed for the highest $\lambda_{\ln K}$. For fields having $\lambda_{\ln K}$ of 15 m, the lowest and highest remediation cost per mass of PCE removal were $160/kg PCE and $188/kg PCE, respectively. These values were $125/kg PCE and $162/kg PCE for $\lambda_{\ln K}$ of 22.5 m, and $129/kg PCE and $239/kg PCE for $\lambda_{\ln K}$ of 30 m, respectively. 91% variation (with respect to minimum) in the unit cost of PCE mass removal was observed for different heterogeneity conditions. Therefore, $\lambda_{\ln K}$ impacted the migration and mass of the contamination and, therefore, the unit cost of remediation.

4.3.1.2. Results of the Average Plume Case

For the average plume case, the optimal remediation designs for 25 of the 27 heterogeneous fields resulted in the selection of a single active well. For fields K23A and K33A, 2 wells were required for the cleanup. Among 25 different single well designs, well 13 was the most frequently selected active well for 13 K-fields. In 10 of the 27 fields (37%), the locations of the active wells for the average plume case were the same as for the original plume case. Nevertheless, for majority of these fields (8 out of 10), the pumping rates were different compared to the original plume case. In 17 of the fields, different locations were selected for active wells compared to the original plume case. Therefore, the change in the configuration of the initial plume and heterogeneity governed the optimum remediation design and costs. Realization B exhibited the highest resemblance between the optimal remediation designs for original and average plume cases.
Figure 4.25. Variation in the unit cost of PCE removal with respect to $\lambda \ln K$ (error bars represent one standard deviation): original plume case compared to other realizations. Similar to the original plume case, active pumping wells in all designs (wells 7, 8, 13, 14, 17, 18) were the wells either on the centerline of the plumes or the wells adjacent to the wells on the centerline (Figure 4.26).

The only fields for which two wells were required for the cleanup were K23A and K33A. For K23A two wells were chosen for both original and average plume case but the well locations were different (wells 14 and 18 for original plume case but wells 13 and 18 for average plume case). In Figure 4.27, it was seen that average plume covered the low K region at the center of the aquifer as it was in the original
Figure 4.26. Selected wells for average plume case along with the CoM (red cross) and centerline (blue line) of the average plume

Figure 4.27. Initial plume location and K distributions for fields K23A and K33A for the average plume case
plume case. This might be the reason of the selection of the same number of wells for the average plume case but different plume shapes and masses might cause selection of different well locations. The other difference between average and original plume case for the remediation system design for K23A was the pumping rate of the wells. For average plume case pumps operated at a lower rate (216 m$^3$/day) compared to the original plume case (237.6 m$^3$/day) at active wells. This was because the total mass initially present in the aquifer was less for average plume case (Figure 4.27) compared to the original plume case (Figure 4.10). For K33A single well (well 13) was selected in the original plume case but two wells (wells 14 and 18) were selected for the average plume case. Although initial mass was higher for K33A in original plume case, more costly 2-well design was chosen in the average plume case. This might be due to the slightly larger plume area and potentially unrealistic accumulation of contaminants (especially the sorbed phase) in the low K zones (Figures 4.13 and 4.27). Therefore, as stated before, it may be possible that the average initial plume disregarded the local deviations in K for initial plume formation. This showed that although the amount of PCE mass initially present in the aquifer was very important in terms of P&T design and cost, the location and size of the high and low K regions as well as the magnitude of K was also important.

The minimum and maximum total remediation cost for all 27 designs were $156,100 (for field K22C) and $177,100 (for field K23A), respectively, when the initial plume was the same for all heterogeneous fields (Figure 4.28). Therefore, the total cost changed by up to 13% with respect to the minimum cost depending on the heterogeneity condition and the respective locations of high and low K zones. This percent variation was the half of the percent variation observed for the original plume case and showed the decrease in variation in the cost when average plume was used in the simulations. The levels of percent change in the remediation costs for different heterogeneity conditions were 11% for realization A, 4% for
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Figure 4.28. Change in total remediation costs with respect to $\lambda_{\ln K}$ for average plume case
realization B and 7% for realization C. When the capital cost of GAC unit was excluded, the remaining costs changed by up to 38% among all realizations depending on the heterogeneity condition and the respective locations of high and low K zones. This value was 30% for realization A, 11% for realization B and 19% for realization C, individually.

When the total remediation costs presented in Figure 4.28 was investigated, it was observed that the relationships between costs and $\lambda_{\ln K}$ were divergent for different realizations of the heterogeneous fields, as also observed for the original plume case. However, since the initial contaminant mass was similar, the extent of variation for different $\lambda_{\ln K}$ values was less significant compared to the original plume case.

Total cost got higher with increasing $\sigma_{\ln K}^2$ for some fields but there were also fields for which total cost was the same for different $\sigma_{\ln K}^2$. Aksoy and Culver (2004) found the optimum well locations and the pumping rates in order to minimize the cost of remediation of a single contaminant plume on heterogeneous aquifers with different $\sigma_{\ln K}^2$ values and different K distributions (i.e. realizations). Their results showed that for one of the realizations cost increased with increasing $\sigma_{\ln K}^2$ but for the other two realizations a slight decrease was observed at low $\sigma_{\ln K}^2$ values. The findings of this study were in line with that of Aksoy and Culver (2004) such that a slight decrease may be observed with increasing $\sigma_{\ln K}^2$ as it was for realization C with $\lambda_{\ln K}$ of 22.5 and 30 m.

Similar to the original plume case, treatment and pumping costs determined the general trend of total remediation costs with respect to $\lambda_{\ln K}$ for the single well designs (Figures 4.29 and 4.30). All optimal designs employed only one GAC adsorber. Figure 4.31 shows the change in capital costs (i.e. sum of capital cost of well(s) and GAC unit) with respect to $\lambda_{\ln K}$. Except fields K23A and K33A, which
Figure 4.29. Change in treatment costs with respect to $\lambda_{\ln K}$ for average plume case
Figure 4.30. Change in pumping costs with respect to $\lambda_{\ln K}$ for average plume case
Figure 4.31. Change in capital costs with respect to $\lambda_{\ln K}$ for average plume case
used two active wells, capital costs were similar. When the locations of active wells for different K-fields were considered (wells 7, 8, 13, 14, 17, 18 in Figure 3.10), the maximum downstream distance between these wells was 45 m. Therefore, the capital costs, including the installation costs of GAC treatment facility and the pumping wells, were almost the same as long as the numbers of active wells were the same. Figures 4.29 and 4.30 show the change in treatment and pumping costs with respect to $\lambda_{\text{inK}}$. The trends were similar with the total cost for both pumping and treatment costs except K23A and K33A. Treatment cost was a function of both PCE concentration coming to the GAC unit and the total pumping rate while pumping cost depended on pumping rate and the hydraulic head relative to well depth at end of management period. For fields K23A and K33A, the pumping rate was lower than field K13A because of the use of two wells and this made these costs lower. Total pumping rate was 540 m$^3$/day for K13A but it was 432 and 410.4 m$^3$/day for K23A and K33A, respectively.

The amount of PCE removed from the aquifer was fairly constant among different heterogeneity conditions since mass of PCE initially present in the aquifer was constant for the average plume case (Figure 4.32). The quantity of PCE removed from the aquifer to reach the remediation goals for the original plume case had the range of 610 to 1400 kg. This range was 970 to 1070 kg for the average plume case. The minimum unit remediation costs to reach the water quality standards were $125/kg PCE and $156/kg PCE for the original and average plume cases, respectively. The respective values for the maximum unit remediation costs were $239/kg and $183/kg. Therefore, when all heterogeneity conditions were considered for the average plume case, the variation (with respect to minimum) in the unit cost of PCE mass removal was 17% which was significantly low compared to the 91% variation observed for the original plume case. The range of PCE mass removed per volume of water withdrawn for different fields was 1.3
Figure 4.32. Change in total mass of PCE removed from the aquifer with respect to $\lambda_{\ln K}$ for average plume case
gr/m$^3$ to 2.0 gr/m$^3$. The maximum rate of removal was obtained for the fields which had the lowest total pumping rates (K32C and K22C). These fields also had the lowest total remediation costs among the all fields.

Figure 4.33 summarizes the deviation in the optimal remediation costs with respect to $\lambda_{\ln K}$. No regular continuously increasing or decreasing trend was observed as $\lambda_{\ln K}$ increased. Yet, the variation in costs for a given $\lambda_{\ln K}$ was not as significant for different $\sigma^2_{\ln K}$ values and realizations for the average plume case, compared to the original plume case (Figure 4.23). This was due to the same initial mass for cleanup.

Figure 4.33. Variation in the total remediation costs with respect to $\lambda_{\ln K}$ (error bars represent one standard deviation): average plume case
In Figure 4.33, the trend in the variation in the total remediation costs with respect to $\lambda_{\ln K}$ was not similar to the one observed for the original plume case (Figure 4.23). However, similarly, the highest variation in costs was observed for $\lambda_{\ln K}$ of 30 m for heterogeneous K-fields of different realizations and $\sigma_{\ln K}^2$ values. The difference in the trends observed for the relationship between the total remediation costs and $\lambda_{\ln K}$ of the field was probably due to the distribution of contaminant mass in the aquifer. Unlike original plume case, the initial mass and the area of the PCE plume were constant in average plume case. Yet, the results obtained from the average plume case supported that together with the typical geostatistical parameters used to define a heterogeneous field, the respective locations of high and low K zones and the accumulation or spreading of the contaminant within these zones would be important in fate of the cleanup process and remediation design.

Optimal remediation design and cost were found for the homogenous K-field (i.e. all K values in the aquifer equaled to $K_g$ of the heterogeneous fields) as well that had the average plume as the initial condition. Then optimal remediation designs for heterogeneous fields were compared with the optimum policy for the homogeneous K-field assumption. A single well design (well 13 in Figure 3.10) was adequate for the homogeneous K-field. This active well was chosen as the active well for 13 of the 27 heterogeneous K-fields as well. Therefore, 48% of the heterogeneous fields used the active well of the homogeneous K-field. Yet, the pumping rates at this well for the heterogeneous K-fields varied compared to the homogeneous K-field. For the homogeneous K assumption, the active well pumped at a rate of 432 m$^3$/day. This same well pumped at a rate ranging between 432 and 594 m$^3$/day for heterogeneous aquifer conditions. Only, field K12A had the same pumping rate with the homogeneous K-field assumption. All other K-fields that used well 13 required higher pumping rates that resulted in up to 38% more water withdrawal from the aquifer. The total remediation cost for the homogeneity assumption in K was $157,700. Providing that the costs for the
heterogeneous aquifers ranged between $156,100 and $177,100, heterogeneity resulted in variation in the remediation costs. Heterogeneity generally caused an increase in the remediation cost such that only the remediation costs for 4 K-fields ($157,600 for K12A, $157,300 for K12C, $156,100 for K22C and $156,100 for K32C) were less than the cost for the homogeneous K-field. The unit cost of remediation of the contaminant plume for the homogeneous K-field was $160/kg PCE removed while this value ranged between $156/kg PCE and $183/kg PCE for heterogeneous fields. Therefore, once again, it was shown that neglecting heterogeneity in K and using the simplifying assumption of homogeneity would result in errors both in the remediation design and prediction of the remediation costs.

### 4.3.2. Results of the Time-to-Compliance Model

In time-to-compliance optimization model, two different prespecified remediation designs having different pumping schemes were applied to both original and average plume cases. The first design (1-well-policy) included well 13, which was the most frequently selected well in optimal design model for both original and average plume cases under heterogeneous field conditions and the optimum well for homogenous K-field for the average plume case. It pumped at a fixed rate of 175 m$^3$/day, which was relatively low compared to the optimum pumping rates found as a result of optimal design model runs. The second design (7-well-policy) consisted of 7 different wells, wells 3, 7, 9, 13, 17, 19 and 23, pumping at the same rate of 25 m$^3$/day so that the total pumping rate equaled to 175 m$^3$/day. The locations of the wells were shown in Figure 3.18. The aim of selecting two different designs was to find out the effect of different pumping schemes (number of pumping wells, their locations and pumping rates) on time-to-compliance. Maskey et al. (2002) tried to optimize cleanup time on a heterogeneous aquifer by selecting different candidate well locations for the optimization problem. They tried potential well locations outside the plume area and both outside and inside
the plume area. Their results showed that when potential well locations were selected both outside and inside the plume area, well locations inside the plume were selected as active. Shorter cleanup times were achieved for inside wells when compared to potential well locations just outside the plume area. In their modeling study, Bakr et al. (2003) found that selection of the pumping wells inside the plume gave better remediation performance in terms of mass removed from the aquifer with the same total pumping rate and resulted in more reliable remediation for a heterogeneous aquifer. However in none of these studies, the effect of number of wells used for the remediation was investigated. In Section 4.3.1 of this study, where the results of optimal design model were presented, it was seen that the selected optimal wells were always inside the plume area although some of the potential wells were outside the plume area (Figure 3.10 to 3.13). Based on the previous findings of this study and the literature, the selection of pumping well locations inside the plume where the contaminant concentration was higher was an appropriate choice in terms of finding the optimum cleanup times.

As Maskey et al. (2002) expressed well locations were important for finding the optimal system design. It must be stated that the designs used in this part of the study may not be the optimum designs for a given heterogeneous field and the optimal remediation times and their change with respect to different heterogeneity conditions may differ when different pumping well locations are chosen.

4.3.2.1. Results of the Original Plume Case

The results of the optimization runs conducted with original plumes for 1-well-policy on heterogeneous K-fields showed that the optimal remediation times varied between 1920 (for field K23B) and 7142 days (for field K33A). On the other hand, the minimum and maximum time-to-compliance was 2696 days (for field K31C) and 5560 days (for field K32C), respectively, for 7-well-policy. Remediation times for both policies were quite longer than 1260 days, which was
the length of the remediation period in the optimal design model. This was because
the location of wells selected for 1-well and 7-well policies might not be the
optimum for some of the heterogeneous K-fields. In addition, the total pumping
rate (175 m$^3$/day) used in these policies was quite lower than the selected pumping
rates found by GA in the optimal design model (in the range of 324 to 680.4
m$^3$/day).

Figures 4.34 and 4.35 show the change in time-to-compliance with respect to $\lambda_{\ln K}$
for 1-well and 7-well policies, respectively. As it was the case for the total
remediation cost in the optimal design model, there was no regular trend in
remediation time with respect to $\lambda_{\ln K}$ for both policies. For 7-well-policy,
remediation time seemed fairly constant with respect to $\lambda_{\ln K}$ especially for
realization A and B. It varied much more for realization C. For both policies, time-
to-compliance generally got higher with increasing $\sigma_{\ln K}^2$ but there were also few
fields for which the opposite or the equality among different $\sigma_{\ln K}^2$ was observed.

When time-to-compliance values were compared for 1-well and 7-well policies, it
was seen that remediation time was generally higher for 1-well-policy compared to
7-well-policy while the magnitude of the difference changed from field to field.
On the other hand, the opposite was observed for fields K23B and K33B for which
remediation time for 1-well-policy was well below the time for 7-well-policy. In
addition, for fields K13C, K23C and K33C the remediation times were almost the
same for both policies.

For 1-well-policy, time-to-compliance changed by up to 272% with respect to
minimum remediation period depending on the heterogeneity condition and the
respective locations of high and low K zones. When the realizations were
investigated individually, the percent change among different heterogeneous cases
was 86% for realization A, 156% for realization B and 104% for realization C. For
Figure 4.34. Change in the length of remediation periods with respect to $\lambda_{\ln K}$ for 1-well-policy and for original plume
Figure 4.35. Change in the length of remediation periods with respect to $\lambda_{\ln K}$ for 7-well-policy and for original plume
7-well-policy, on the other hand, time-to-compliance changed by up to 106% with respect to minimum time-to-compliance depending on the heterogeneity condition and the respective locations of high and low K zones. When the realizations were investigated individually, the percent change among different heterogeneous cases was 27% for realization A, 17% for realization B and 106% for realization C. Although 106% change in time-to-compliance for 7-well-policy was still very high, it was less than half of the percentage value found for 1-well-policy (272%). These percentage values, which were extremely high especially for 1-well-policy, showed that if a remediation system design was made without considering the heterogeneity conditions and contaminant mass to be cleaned up, the remediation time might show great variations and might be well above the expected length of remediation period.

When Figure 4.34 was compared with Figure 4.16, which shows the change in initial mass of PCE with respect to $\lambda\ln K$, it was seen that there was not a correlation between initial mass and time-to-compliance, except for realization B, for 1-well design. On the other hand, as explained in Section 4.3.1.1, there was a correlation between initial mass and total remediation cost. The difference for time-to-compliance model might be the use of fixed and possibly non-optimal well location and pumping rate for the remediation. When the optimal designs found in Section 4.3.1.1 were investigated thoroughly, it was seen that well 13 was selected in 5 of the 9 fields for realization B but only 3 and 1 of the 9 fields for realization A and C, respectively. In other words, the use of well 13 was the most appropriate for realization B compared to the other realizations at least in terms of well location. This might the reason of a correlation between initial mass and time-to-compliance for realization B. Comparison of Figure 4.35 with Figure 4.16 showed that no correlation between initial mass and time-to-compliance existed for any of the realizations for 7-well-policy.
Figure 4.36 presents the variation in time-to-compliance for 27 different fields having different heterogeneity conditions and for 1-well-policy. For each $\lambda_{\ln K}$, the average, standard deviation, minimum and maximum time-to-compliance values obtained for fields of different $\sigma^2_{\ln K}$ and realizations were considered. The trend observed in Figure 4.36 was very similar to that of area of PCE plume and initial mass of PCE in Figures 4.24. There was a slight increase in the average value when $\lambda_{\ln K}$ increased from 15 m to 22.5 m. The average remediation time value showed a very slight decrease between $\lambda_{\ln K}$ of 22.5 m and 30 m. Indeed, this trend was not very different from the trend of total remediation cost (Figure 4.23). The reason of this resemblance might be the dominancy of single well designs in optimal design model. The obvious trend in this figure was that when $\lambda_{\ln K}$ increased the spread of remediation time values around average was getting bigger. This was also the same with Figures 4.23 and 4.24. The result of increasing $\lambda_{\ln K}$ was the increase in the distance between high and low velocity regions and the areas of these regions and this might be the reason of increasing variation in time-to-compliance with increasing $\lambda_{\ln K}$.

Similar to 1-well-policy, the change of average, minimum, maximum and standard deviation value of time-to-compliance with respect to $\lambda_{\ln K}$ for 7-well-policy and original plume case is presented in Figure 4.37. The trend in the change of average value of time-to-compliance with respect to $\lambda_{\ln K}$ for 7-well-policy was quite similar to that of 1-well-policy in Figure 4.36. However, the trend in variation of cost values around average was not alike. Unlike 1-well-policy, the variation of remediation time around average value was not the highest when $\lambda_{\ln K}$ was the longest. It increased when $\lambda_{\ln K}$ increased from 15 m to 22.5 m and reached the highest value. With the increase in $\lambda_{\ln K}$ from 22.5 m to 30 m, the variation returned almost the same value of standard deviation with $\lambda_{\ln K}$ of 15 m. In addition, the magnitude of the variation around the average and the standard deviation was not as high as it was in 1-well policy. The result of this change might be the use of
Figure 4.36. Variation in the time-to-compliance with respect to $\lambda_{\ln K}$ (error bars represent one standard deviation): 1-well-policy and for original plume case.

Figure 4.37. Variation in the time-to-compliance with respect to $\lambda_{\ln K}$ (error bars represent one standard deviation): 7-well-policy and for original plume case.
seven pumping wells spread over the plume unlike all previous cases (i.e. optimal design model and time-to-compliance model with 1-well-policy). When the wells were spread on the plume over a 90 × 45 m region they could take PCE mass from very different locations of the aquifer. Enlarging of the active well area might reduce the effect of changing heterogeneity conditions on remediation time.

4.3.2.2. Results of the Average Plume Case

According to the results of the optimization runs conducted with the average plume on heterogeneous K-fields, the maximum and minimum optimal remediation time were 3137 days (for field K12A) and 7422 days (for field K33A), respectively, for the 1-well-policy. Moreover, for 7-well-policy, optimal remediation times varied between 3144 days (for field K31B) and 5168 days (for field K32C). As it was for the original plume case, remediation times for both policies were quite longer than 1260 days. Total pumping rate being much lower than the optimal pumping rates found in optimal design model (between 205.2 and 658.8 m³/day) and the different well locations were the reasons of these long remediation times.

Figures 4.38 and 4.39 show the change in time-to-compliance with respect to $\lambda_{\ln K}$ for 1-well and 7-well policies, respectively. As it was in the original plume case, there was no regular trend in remediation time with changing $\lambda_{\ln K}$ for both policies. Remediation time was generally getting higher with increasing $\sigma^2_{\ln K}$ but there were also few fields for which the opposite or the equality was valid. Aksoy and Culver (2004) employed the simulation-optimization approach in order to explore the change in time-to-compliance with respect to different $\sigma^2_{\ln K}$ values for a given P&T remediation design (7 wells at fixed locations and with fixed pumping rates). They used three different realizations of K-fields and found that time-to-compliance increased with increasing $\sigma^2_{\ln K}$ for one of the realizations. But, it was
Figure 4.38. Change in the length of remediation periods with respect to $\lambda_{\ln K}$ for 1-well-policy and for average plume
Figure 4.39. Change in the length of remediation periods with respect to $\lambda_{\ln K}$ for 7-well-policy and for average plume
fairly insensitive to K heterogeneity for the others. In general, findings of this study for both 1-well and 7-well policies and original and average plumes were in line with the findings of Aksoy and Culver (2004) such that the trend in the change of time to compliance with respect to $\sigma^2_{\ln K}$ was not constant for different realizations. This study also found that the change of time to compliance with respect to $\lambda_{\ln K}$ was not constant for different realizations, either.

Comparison of time-to-compliance for 1-well and 7-well policies showed that remediation time was generally higher for 1-well-policy compared to 7-well-policy while the magnitude of the difference changed from field to field. On the other hand, the opposite was observed for fields having $\lambda_{\ln K}$ of 22.5 m for realization A (K12A, K22A and K32A) and for fields having $\lambda_{\ln K}$ of 22.5 m and 30 m for realization C (K12C, K22C, K32C, K13C, K23C and K33C). But the differences were not significant.

For 1-well-policy, time-to-compliance changed by up to 136% with respect to the minimum remediation time depending on the heterogeneity condition and the respective locations of high and low K zones. When the realizations were investigated individually, the percent change among different heterogeneous cases was 136% for realization A, 64% for realization B and 50% for realization C. Furthermore, for 7-well-policy, time-to-compliance changed by up to 64% depending on the heterogeneity condition and the respective locations of high and low K zones. When the realizations were investigated individually, the percent change among different heterogeneous cases was 27% for realization A, 47% for realization B and 57% for realization C. Comparison of overall percent changes in time-to-compliance for both original and average plumes is given in Figure 4.40. The percent change in time-to-compliance was greater for 1-well-policy than 7-well-policy for both original and average plumes. It seems that the use of a number of wells instead of a single well and distribution of these wells over a larger area
Figure 4.40. Comparison of percent change between minimum and maximum time-to-compliance among all K-fields for the 1-well and 7-well policies with the original and average plumes as the initial conditions (The percentage value was calculated by the division of difference between two values to minimum value)

kept the remediation time in a narrower range for different heterogeneity conditions and stabilized it irrespective of the initial amount and distribution of PCE mass.

Time-to-compliance model was applied to homogenous K-field as well (i.e. all K values in the aquifer equaled to $K_g$ of the heterogeneous fields) with the use of average plume as the initial condition. Remediation times for 1-well and 7-well policies were 3838 and 3614 days for the homogenous K-field. Comparison of the remediation times found for homogenous K-field with the times for heterogeneous K-fields showed that, for the 1-well-policy, remediation times for 9 of the 27 heterogeneous K-fields were smaller than 3838 days. On the other hand, for the 7-
well-policy, 12 of the 27 heterogeneous K-fields gave remediation time smaller than 3614 days. This showed that for a fixed remediation design, heterogeneity in K generally resulted in an increase in the remediation time.

Figure 4.41 demonstrates the change of average, minimum, maximum and standard deviation of time-to-compliance obtained for fields of different $\sigma^2_{\ln K}$ and realizations, with respect to $\lambda_{\ln K}$ for the 1-well-policy. The trend in this figure was very similar to the trend of total remediation cost against $\lambda_{\ln K}$ of the fields for the average plume case (Figure 4.33). The reason of this resemblance was the single well designs being predominant in the optimal design model for the average plume. The trend in the variation was not regular for the average plume but variation was the highest for $\lambda_{\ln K}$ of 30 m as it was in original plume case for the 1-well-policy (Figure 4.36). The change in the trend for average plume compared to original plume might be the result of constant initial mass and area of the PCE plume.

For the 7-well-policy, Figure 4.42 presents the change of average, minimum, maximum and standard deviation of time-to-compliance obtained for all fields of different $\sigma^2_{\ln K}$ and realizations with respect to $\lambda_{\ln K}$. The trend was quite similar to the one for the original plume case shown in Figure 4.37. On the other hand, trends of 1-well and 7-well policies were not similar. Unlike 1-well-policy, for 7-well-policy, the variation of remediation time around the average value was the highest when $\lambda_{\ln K}$ was 22.5 m. As in the case of original plume, the result of this difference may be the enlargement of the remediation area with the use of seven pumping wells.

Results of this study demonstrated that the heterogeneity in K might have a significant impact on time-to-compliance depending on P&T design employed. This impact was not consistent for different spatial distributions of K (i.e. relative
Figure 4.41. Variation in the time-to-compliance with respect to $\lambda_{\ln K}$ (error bars represent one standard deviation): 1-well-policy and for average plume case.

Figure 4.42. Variation in the time-to-compliance with respect to $\lambda_{\ln K}$ (error bars represent one standard deviation): 7-well-policy and for average plume case.
locations of high and low K regions). Thus, heterogeneity conditions defined by \( \lambda_{\ln K} \) and \( \sigma^2_{\ln K} \) and the locations of high and low K zones must be known or predicted by high accuracy for more precise prediction of the performance of the P&T remediation systems. On the other hand, results indicated that when it was not possible to completely define the heterogeneity conditions in the aquifer, P&T designs that employed a number of wells pumping at lower rates instead of a single well might provide a more robust design in terms of time-to-compliance. Smaller number of pumping wells operating at higher pumping rates amplified the impact of heterogeneity. However, at this stage, a trade-off must be made between robustness and costs of P&T designs since the cost of 7-well-policy was higher than that of 1-well-policy due to the well installation cost.

### 4.4. Effect of Correlation Scale Anisotropy

In this section, the effect of \( \lambda_{\ln K} \) anisotropy on P&T remediation system design and cost was investigated with the average plume as the initial condition. For this purpose, two different anisotropy ratios as 1.5:1 (\( \lambda_{\ln K,x} = 22.5\text{m}; \lambda_{\ln K,y} = 15\text{m} \)) and 2:1 (\( \lambda_{\ln K,x} = 30\text{m}; \lambda_{\ln K,y} = 15\text{m} \)) were considered. Two different \( \sigma^2_{\ln K} \) (0.2500 and 1.3225) of realization B were used.

The results of the optimization runs performed with the average plume on anisotropic K-fields showed that \( \lambda_{\ln K} \) anisotropy resulted in no change in the remediation designs in terms of the number of active wells. Both for isotropic and anisotropic fields, single well designs were chosen as the optimum. However, the location of the wells differed when the fields were anisotropic. This was expected since the locations and the shapes of the low and high K zones differed with changing anisotropy ratio (Figure A.4). In addition, pumping rate changed when fields became anisotropic. For \( \sigma^2_{\ln K} \) of 0.2500, pumping rate increased 5% when the anisotropy ratio increased from 1 to 1.5, but decreased 5% below the pumping rate of the isotropic field when anisotropy ratio was 2. On the other hand, for \( \sigma^2_{\ln K} \)
of 1.3225, pumping rate decreased continuously with increasing anisotropy ratio (down to 21%). Therefore, there existed no unique trend. The relative locations and areas of different K zones determined the trend.

Figure 4.43 shows the total remediation cost on anisotropic K-fields with respect to $\sigma^2_{\ln K}$. The remediation cost was lower for anisotropic K-fields than the isotropic ones, except for field K10B_AN1 ($\lambda_{\ln K,x}$ of 22.5 m, $\lambda_{\ln K,y}$ of 15 m, $\sigma^2_{\ln K}$ of 0.2500). For this field, the remediation cost was almost equal to the cost of isotropic field with $\lambda_{\ln K,x}$ and $\lambda_{\ln K,y}$ of 15 m (i.e. K11B). When the results were investigated with respect to the anisotropy ratio (Figure 4.44), different trends were observed for different $\sigma^2_{\ln K}$ values. For the cases tested in this study, the maximum difference in remediation costs was $7,620 (5\% decrease with respect to isotropic K field) between isotropic and anisotropic fields with an anisotropy ratio of 2 for the high $\sigma^2_{\ln K}$ value. For the low $\sigma^2_{\ln K}$ value, this difference was $1,630 (1\% decrease with respect to isotropic K field).

Similar to the total cost, the amount of PCE removed from the aquifer decreased with increasing anisotropy ratio except for the field K10B_AN1. For this field the amount of removed PCE was almost equal to that on field K11B. These similar trends in the total cost and the amount of PCE removal resulted in a constant unit cost of PCE removal with changing anisotropy such that it was $159/kg PCE for isotropic fields K11B and K31B but it was $160/kg PCE for fields K10B_AN1 and K30B_AN1, and $159/kg PCE for fields K10B_AN2 and K30B_AN2. Therefore, anisotropy did not have any impact on the unit cost of remediation under the conditions considered in this study.

In this study, for the cases studied, the effect of anisotropy ratio on the remediation cost was less significant than the effect of $\sigma^2_{\ln K}$. Hemsi and Shackelford (2006) had the similar outcome for the permeable reactive barrier design. They evaluated the
Figure 4.43. Comparison of total remediation cost for isotropic and anisotropic K-fields
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Figure 4.44. Change in total remediation cost with respect to anisotropy ratio ($\lambda_{\ln K,x}/\lambda_{\ln K,y}$). $\lambda_{\ln K,y}$ kept constant as 15 m and $\lambda_{\ln K,x}$ increased from 15 m to 22.5 and 30 m

effect of correlation structure anisotropy of K on permeable reactive barrier design and found that anisotropy had less effect on the design compared to the degree of heterogeneity described by $\sigma_{\ln K}$. Although the remediation methods were different compared to this study, the results were compatible.

4.5. Effect of Correlation Scale and Heterogeneity of $K_d$

4.5.1. Uncorrelated $K_d$ and K

In this part of the study, the effects of $\lambda_{\ln K,d}$ and heterogeneity in $K_d$ on P&T remediation design and cost were investigated. $K_d$-fields, details of which were explained in Section 3.1.3, were uncorrelated with the heterogeneous K-fields.
Realizations A and B were chosen as K realizations. Realization C exhibited similar trends with realization A in terms of cost versus $\lambda_{\ln K}$ (Figure 4.28) and was omitted for computational purposes. Simulations were performed for three different K$_d$ realizations, a, b and c. For realization a, fields having three different $\sigma^2_{\ln K_d}$ (0.0256, 0.0740 and 0.1354) were applied on K-fields of three different $\sigma^2_{\ln K}$ (0.2500, 0.7225 and 1.3225) and two different $\lambda_{\ln K}$ (15 and 30 m) values. For the remaining two K$_d$ realizations, namely b and c, two different $\sigma^2_{\ln K_d}$ (0.0256 and 0.1354) and $\sigma^2_{\ln K}$ (0.2500 and 1.3225) and two different $\lambda_{\ln K}$ and $\lambda_{\ln K_d}$ (15 and 30 m) were simulated. It must be stated that, the same $\lambda$ were used for both K and K$_d$ in the simulations in order to limit the number of simulations and total simulation time.

As it was mentioned in Section 3.1.3, heterogeneous K$_d$-fields were constructed assuming a constant K$_d$ (0.36 cm$^3$/g) and certain $\sigma^2_{\ln K_d}$ and $\lambda_{\ln K_d}$ values. In literature, this approach was used by Aksoy and Culver (2004). However, assuming a constant K$_d$ over the field does not necessarily provide similar contaminant masses for all fields even if the initial contaminant plumes have the same dissolved and kinetically sorbed PCE concentrations. Indeed, even for the heterogeneous K$_d$-fields which have the same arithmetic mean value, the contaminant mass is not constant. This is due to the fact that sorbed mass on the equilibrium sorption sites is directly related with the K$_d$ and $f$ values at the grid points. Therefore, different K$_d$ values at a specified grid point for different realizations of the K$_d$-field will lead to different overall initial contaminant masses. Schäfer and Kinzelbach (1992) also called attention to this point and normalized K$_d$ in order to obtain the same initial contaminant mass for all fields on which they worked. Although this approach results in constant contaminant mass for all fields, it also results in variable K$_d$ among the heterogeneous K$_d$-fields.
In order to account for the differentiation in mass of the initial plume in optimal designs, two different approaches, “constant $K_{d_g}$” and “constant total mass” assumptions were used. These are described below:

- “Constant $K_{d_g}$” approach has constant $K_{d_g}$, initial dissolved and kinetically sorbed PCE concentrations which are user defined in the model input for all heterogeneous $K_d$-fields. The fields have three different $\sigma_{\ln K_d}^2$ (0.0256, 0.0740 and 0.1354) and two different $\lambda_{\ln K_d}$ (15 and 30 m) values. However, the initial PCE mass present in the aquifer is different for each heterogeneous $K_d$-field due to different sorbed masses at the equilibrium sorption sites.

- “Constant total mass” approach has constant total initial PCE mass for all heterogeneous $K_d$-fields. Initial dissolved PCE masses and the concentration distributions are the same (similar to the average plume case used in the Sections 4.3.1.2 and 4.3.2.2) for all heterogeneous $K_d$-fields. On the other hand, the total initial sorbed masses on kinetic and equilibrium sites are the same but the concentration distributions are different for each heterogeneous $K_d$-field. $K_{d_g}$ values of each $K_d$-field were modified to obtain the same overall total PCE mass. In the constant total mass approach, the overall $K_{d_g}$ of the fields are different ranging from 0.29 to 0.36. The fields have three different $\sigma_{\ln K_d}^2$ (0.0256, 0.0740 and 0.1354) and two different $\lambda_{\ln K_d}$ (15 and 30 m) values.

For the scope of this study, the Aksoy and Culver’s (2004) constant $K_{d_g}$ approach was taken as a basis for the discussion and the simulations were performed for all $K$ and $K_d$-field combinations mentioned in the first paragraph of this section. On the other hand, the constant total mass approach was applied for 18 different $K$ and $K_d$-field combinations as well. Constant $K_{d_g}$ approach was taken as a basis since it seemed more practical in terms of the real life applications compared to the constant total mass approach since it is more feasible to find $K_{d_g}$ and $\sigma_{\ln K_d}^2$ values based on $K_d$ measurements in the field compared to total mass determination.
For the constant Kd\(_g\) approach, optimization simulations were performed for the heterogeneous K\(_d\)-fields, generated as explained in Section 3.1.3, along with the heterogeneous K-fields as explained in the first paragraph of this section. Then, in order to compare the results of constant Kd\(_g\) and constant total mass approaches, optimization simulations were repeated for a number of fields (Kd11a, Kd12a, Kd21a, Kd22a, Kd31a and Kd32a) with modified Kd\(_g\) values. The statistical properties of modified heterogeneous K\(_d\)-fields are given in Table 4.4. The modified K\(_d\)-fields were labeled with the “mod” term added after the original K\(_d\)-field name. The statistical properties of heterogeneous K\(_d\)-fields used for the constant Kd\(_g\) approach are given in Table 3.3. As the background heterogeneous K-field condition for the constant total mass approach, K realization A with three different $\sigma^2_{\ln K}$ (0.2500, 0.7225 and 1.3225), and two different $\lambda_{\ln K}$ (15 and 30 m) were used.

Table 4.4. Summary of the statistical properties of the modified heterogeneous K\(_d\)-fields of the constant total mass approach (The unit of K\(_d\) is cm\(^3\)/g)

<table>
<thead>
<tr>
<th>Field</th>
<th>$\lambda_{\ln Kd}$ (m)</th>
<th>Kd(_g)</th>
<th>$\sigma^2_{\ln Kd}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kd11a_mod</td>
<td>15</td>
<td>0.36</td>
<td>0.0256</td>
</tr>
<tr>
<td>Kd12a_mod</td>
<td>30</td>
<td>0.33</td>
<td>0.0256</td>
</tr>
<tr>
<td>Kd21a_mod</td>
<td>15</td>
<td>0.35</td>
<td>0.0740</td>
</tr>
<tr>
<td>Kd22a_mod</td>
<td>30</td>
<td>0.31</td>
<td>0.0740</td>
</tr>
<tr>
<td>Kd31a_mod</td>
<td>15</td>
<td>0.35</td>
<td>0.1354</td>
</tr>
<tr>
<td>Kd32a_mod</td>
<td>30</td>
<td>0.29</td>
<td>0.1354</td>
</tr>
</tbody>
</table>

Firstly, the results for the constant Kd\(_g\) approach were evaluated. Before going through the results of the optimization runs, it might be useful to analyze the amount of PCE initially present in the aquifer for each heterogeneous K\(_d\)-field. Figure 4.45 shows the change of initial PCE mass with respect to $\lambda_{\ln Kd}$ for different...
K\textsubscript{d}-fields. The highest amount of PCE mass was observed for K\textsubscript{d}-field Kd31c which had 15% higher initial PCE mass compared to homogenous K\textsubscript{d}-field. On the other hand, the smallest amount of PCE was present for K\textsubscript{d}-field Kd32c which had 5% less initial PCE mass compared to homogenous K\textsubscript{d}-field. Figure 4.46 shows the change in K\textsubscript{d} in the plume area with respect to \(\lambda\ln K\textsubscript{d}\). The change in K\textsubscript{d} in the plume area and the initial PCE mass with respect to \(\lambda\ln K\textsubscript{d}\) were in close agreement. The only difference between the trends of PCE mass and K\textsubscript{d} in the plume area was for realization a and \(\lambda\ln K\textsubscript{d}\) of 15 m. However, for these fields, both the mass and the K\textsubscript{d} values were very close to each other. These results showed that the initial PCE mass was correlated with the K\textsubscript{d} of the plume area, not the K\textsubscript{d} of the whole aquifer. Therefore, although all heterogeneous K\textsubscript{d}-fields had the same K\textsubscript{d} in overall, the local K\textsubscript{d} values had a significant impact on PCE mass present in the aquifer. Figures 4.45 and 4.46 showed that for the same K\textsubscript{d} and f values, the initial total mass of the plume would be dependent on the local K\textsubscript{d} values. It was seen that, the impact of \(\lambda\ln K\textsubscript{d}\) is dependent on the realization of the heterogeneous K\textsubscript{d}-field for the similar K heterogeneity condition.

When the results of the optimization runs for the constant K\textsubscript{d} approach were investigated it was seen that ten different wells (wells 3, 8, 9, 13, 14, 18, 19, 22, 23 and 24) were selected in total for all heterogeneous K\textsubscript{d} cases. On the other hand, only three different wells (wells 13, 14 and 18) were selected for the same K-fields with homogeneous K\textsubscript{d}. Among 68 different K and K\textsubscript{d}-field combinations, 32 1-well designs, 31 2-well designs, 3 3-well designs and 2 4-well designs were selected as the optimum design. On the other hand, homogenous K\textsubscript{d} assumption resulted in 10 1-well designs and 2 2-well designs for the 12 different heterogeneous K-fields used in this section of the study. Therefore, compared to the homogeneous K\textsubscript{d}-fields, heterogeneity in K\textsubscript{d} required a larger number of active wells distributed over a wider range.
Figure 4.45. Change in the initial total mass of PCE with respect to $\lambda_{\ln Kd}$ for the constant $K_{d_g}$ approach
Figure 4.46. Change in $K_{dg}$ in the plume area with respect to $\lambda_{lnKd}$ for the constant $K_{dg}$ approach
When the selected designs were examined individually, it is observed that, for $\ln K_d$ of 15 m, the same or more wells were required for the remediation on the heterogeneous $K_d$-fields compared to the homogeneous $K_d$-field. For the heterogeneous $K_d$-fields, the total pumping rate was generally higher than the homogeneous $K_d$ case but there were few fields which required less pumping. For these fields the designs with higher number of wells with less pumping rates were chosen compared to homogenous $K_d$ case.

For $\ln K_d$ of 30 m, when the number of wells and the total pumping rate required to cleanup the aquifer were compared with the homogeneous $K_d$ case, it was seen that the same or more number of wells were required for the heterogeneous $K_d$-fields. The total pumping rate was higher than the homogenous $K_d$ cases for the heterogeneous $K_d$ cases except for few cases. This showed that $K_d$ heterogeneity generally affected the P&T remediation design in a way that either the number of wells or the total pumping rate or both increased.

For $\ln K_d$ of 30 m, the exceptional heterogeneous $K_d$-fields for which total pumping rate was less than the homogenous $K_d$ cases were Kd12b/K13B, Kd12b/K33B, Kd12c/K13A, Kd12c/K33A, Kd12c/K13B, Kd12c/K33B, Kd32c/K13A, Kd32c/K33A, Kd32c/K13B and Kd32c/K33B. When Figure 4.45 was investigated for $K_d$-fields Kd12c and Kd32c it was seen that the amount of initial mass for these fields were less than the mass of the homogeneous $K_d$-field. For $K_d$-field Kd12b, the initial mass was the same with the homogeneous $K_d$-field. Therefore, this might be the reason of less pumping required for these heterogeneous $K_d$-fields. Here it is worth to note that heterogeneous $K_d$-field Kd12b resulted in less pumping rate only when it was in combination with K-fields of realization B. For Kd12b/K13A and Kd12b/K33A, higher pumping rate was required for the same number of wells compared to the homogeneous $K_d$-field. This showed that not only the distribution of $K_d$ and initial mass present in the aquifer, but also the
distribution of K was important in terms of determination of the optimum P&T remediation design.

For the constant Kd\(_g\) approach, the total remediation costs obtained with the combination of selected heterogeneous K and uncorrelated heterogeneous K\(_d\)-fields, as described above, are presented in Figures 4.47 and 4.48 for \(\lambda_{\ln Kd}\) of 15 and 30 m, respectively. Remediation costs obtained with heterogeneous K but homogenous K\(_d\)-fields are also presented on the same figures for comparison purposes.

Results presented for \(\lambda_{\ln Kd}\) of 15 m in Figure 4.47 showed that heterogeneity in K\(_d\) generally resulted in higher remediation costs compared to homogenous K\(_d\) although for some of the cases, where \(\sigma^2_{\ln Kd}\) was low, remediation cost might be very close to the cost for the homogenous K\(_d\) case. Total remediation cost increased with increasing \(\sigma^2_{\ln Kd}\) while the magnitude of this increase changed among different K and K\(_d\) realizations as well as different \(\sigma^2_{\ln K}\) values. The effect of \(\sigma^2_{\ln Kd}\) exhibited up to 9% increase in the total remediation cost (for field combination of Kd11a/K21A) when \(\sigma^2_{\ln Kd}\) was 0.0256 for all different K-fields and K\(_d\) realizations. However, this value reached to 25% (for field combination of Kd31c/K11B) when \(\sigma^2_{\ln Kd}\) was 0.1354. Results obtained for \(\lambda_{\ln Kd}\) of 30 m (Figure 4.48) generally showed the similar trends with \(\lambda_{\ln Kd}\) of 15 m in terms of change in remediation cost with respect to \(\sigma^2_{\ln K}\) and \(\sigma^2_{\ln Kd}\). Similar to \(\lambda_{\ln Kd}\) of 15 m, for \(\lambda_{\ln Kd}\) of 30 m, the effect of \(\sigma^2_{\ln Kd}\) indicated a maximum of 17% increase in the total remediation cost (for field combination of Kd12a/K33A) when \(\sigma^2_{\ln Kd}\) was 0.0256. However, this value reached to 42% (for field combination of Kd32a/K33A) when \(\sigma^2_{\ln Kd}\) was 0.1354. Therefore, the variation in total remediation costs was higher for the higher \(\lambda_{\ln Kd}\).
Figure 4.47. Change in the remediation costs with respect to $\sigma^2_{\ln K}$ for $K_d$ realizations a, b and c, $K$ realizations A and B and $\lambda_{\ln Kd}$ of 15 m for the constant $K_{dg}$ approach.
Figure 4.48. Change in the remediation costs with respect to $\sigma^2_{\ln K}$ for $K_d$ realizations a, b and c, $K$ realizations A and B and $\lambda_{\ln Kd}$ of 30 m for the constant $K_{d_g}$ approach.
When the results presented in Figures 4.47 and 4.48 were compared with Figure 4.45 showing the change in the initial PCE mass with respect to $\lambda_{\ln K_d}$, it was seen that one of the reasons of the generally higher remediation costs for the higher $\lambda_{\ln K_d}$ was the presence of generally the higher amount of mass in the aquifer compared to the homogeneous case. The trends in the remediation costs and the initial masses were quite similar. This showed that amount of contaminant mass initially present in the aquifer was one of the major factors affecting remediation cost. Since the amount of total mass present in the aquifer was originally related with $K_d$ and its heterogeneity, the actual factor was the $K_d$ heterogeneity. However, there are some interesting points in these figures. The first point is that the total cost of remediation is not the highest for the $K_d$-fields where the highest amount of PCE mass is present. The highest amount of PCE mass was observed for $Kd31c$ (Figure 4.45). However, the highest remediation cost was observed for field combination of $Kd32a/K33A$, which utilized 4 wells, with the cost of $250,900$ (Figure 4.48). Although the total remediation cost was the highest for this field combination, the unit cost of remediation, $187$/kg PCE, was the second highest. $Kd32a$ was the field for which the second highest amount of mass was present. Presence of higher amount of mass required the removal of higher amount of mass to reach the remediation goal. The unit cost of remediation for field $K33A$ with the homogenous $K_d$ assumption was $183$/kg PCE. Therefore, $K_d$ heterogeneity resulted in 2% increase in the unit remediation cost. The cost of remediation on field $Kd31c$ changed between $194,940$ and $202,740$ depending on the $K$ heterogeneity condition (Figure 4.47). These costs represented 16-24% increase compared to the homogeneous $K_d$-fields whereas the initial PCE mass in $Kd31c$ was 15% higher than the mass in the homogenous $K_d$-field. The unit cost of remediation was almost constant for $K_d$-field $Kd31c$ (varied between $152$/kg PCE and $154$/kg PCE) in spite of the change in $K$ heterogeneity conditions. For the homogenous $K_d$, this variation was between $159$/kg PCE and $162$/kg PCE for the corresponding $K$ heterogeneity conditions. Therefore, $K_d$ heterogeneity resulted in a decrease up to 6% in the unit remediation cost for only $K_d$-field
Kd31c when all heterogeneous K conditions were considered. For these cases, both the total cost and the amount of PCE mass removed from the aquifer increased with K_d heterogeneity because of the higher amount of the initial mass. On the other hand, for K_d-field Kd32a remediation cost increased by 22-42% with respect to the cost on the homogeneous K_d-field depending on the K heterogeneity condition. The initial PCE mass for Kd32a was 14% higher compared to homogeneous K_d-field. The change in unit remediation cost was between $156/kg PCE and $187/kg PCE for this K_d-field under different K heterogeneity conditions. For homogenous K_d, this variation was between $156/kg PCE and $183/kg PCE. The maximum variation in unit cost was observed as 2% increase for Kd32a/K33A. Therefore, the unit cost was not significantly affected by K_d heterogeneity for this case.

When Figure 4.49 relevant to the K_d-field Kd32a and K-field K33A was investigated thoroughly, it could be seen that there was a coincidence of high K_d (red elements in Figure 4.49(a)) and low K (dark blue elements in Figure 4.49(b)) elements on the north of the plume area. In fact, Figure 4.46 showed that Kd32a had the highest Kd in the plume area while Figure 4.18 showed that K in the plume area for K-field K33A was lower than 4.5*10^{-5} m/s. These were the evidences of the abundancy of high K_d and low K values in the plume area. High K_d regions represented the areas of high sorbed PCE concentrations. Presence of higher sorbed PCE concentrations in the low K regions required more pumping and made the remediation harder which resulted in elevated cost of remediation. Indeed, combination of high K_d and low K values is the worst scenario for a P&T remediation system and the remediation is expected to be costly in such a case.

Another interesting result was obtained for K_d-field Kd32b. The combination of this K_d-field with K-field K33A (i.e. Kd32b/K33A) resulted in the second highest cost of remediation with the cost of $230,850 (Figure 4.48). This cost was 30%
Figure 4.49. Distribution of (a) K_d values on field Kd32a and (b) K values on field K33A along with the average plume.

higher than the cost when K_d-field was assumed to be homogeneous. On the other hand, even though the initial mass for Kd32b was higher than the mass in the homogenous K_d-field, the difference was 3%. The unit cost of remediation was the highest among all field cases with a value of $206/kg PCE for field Kd32b/K33A. When compared to the homogenous K_d-field, 12% increase in the unit cost was observed. According to Figure 4.50, similar to Kd32a/K33A in Figure 4.49, high K_d region (red elements in Figure 4.50(a)) coincided with the low K (dark blue elements in Figure 4.50(b)) region on the east of the plume area and this might be the reason of such a high total and unit remediation cost.

Another eye-catching point in Figure 4.48 was the results obtained for the fields formed with the combinations of K_d realization c (Kd12c and Kd32c) with K realizations A and B. For both K realizations A and B, when σ^2_{lnK} was 0.2500, heterogeneous K_d-field resulted in lower cost (3% decrease for Kd12c/K13A and 1% decrease for Kd12c/K13B) than the homogenous K_d for σ^2_{lnK_d} of 0.0256. The cost decreased more (4% for Kd32c/K13A and 2% for Kd32c/K13B) when σ^2_{lnK_d}
increased to 0.1354. The reason was that low $K_d$ regions were predominant over the plume area. Low $K_d$ meant lower sorbed concentration in these regions. According to Figure 4.46, showing the change in $K_d$ values in the plume area with respect to $\lambda_{\ln K_d}$, the two of the three lowest $K_d$ were for $Kd_{12c}$ and $Kd_{32c}$. This showed the predominant characteristics of the low $K_d$ values in these two fields. In addition, Figure 4.45 shows that for $K_d$-fields $Kd_{12c}$ and $Kd_{32c}$, the amount of the initial mass was lower than the mass in the homogeneous $K_d$-field. In this case, presence of low $K_d$ regions and lesser amount of initial mass made the remediation easier and the remediation cost lower. For the higher $\sigma^2_{\ln K_d}$, remediation was even easier since low $K_d$ values and the initial mass became lower with increasing $\sigma^2_{\ln K_d}$. Although $K_d$ was low in the plume area in general, there were also two small high $K_d$ regions, where sorbed PCE concentrations were high, in the plume area (Figure 4.51(a)). Their effect was not visible except for the field $Kd_{32c}/K33A$ which had higher $\sigma^2_{\ln K_d}$. As can be seen in Figure 4.48, the remediation cost for $Kd_{32c}/K33A$ was 1% higher than the homogenous $K_d$ and 2%
higher than the low $\sigma^2_{\text{lnKd}}$ (Kd12c/K33A) cases. Although this difference was not very significant, it was due to the coincidence of high Kd (red elements in Figure 4.51(a)) and low K (dark blue elements in Figure 4.51(b)) values on the northeast of the plume area. However, it should be pointed out that even a small region of high Kd could affect the total remediation cost. For the field Kd32c/K33A, the maximum total concentration at the end of the remediation time was observed at the point corresponding to such region. Therefore, even this small region limited the remediation and resulted in an increase in the remediation cost. The change in the unit remediation cost was between $160/kg PCE and $187/kg PCE for the mentioned Kd-fields (i.e. combinations of Kd12c and Kd32c with fields of K realizations A and B) above. For the homogenous Kd assumption, the unit remediation cost was $160/kg PCE, $158/kg PCE, $183/kg PCE, and $156/kg PCE for fields K13A, K13B, K33A, and K33B, respectively. Therefore heterogeneity in Kd resulted in 1 to 4% increase in unit cost for different K and Kd-field combinations, although both the total cost and the amount of PCE mass removed from the aquifer was lower compared to the homogeneous Kd-field.
When the results were analyzed with respect to unit remediation costs for all K and K_d-field combinations used in this study, it was seen that the minimum and the maximum unit remediation costs to reach the water quality standards were $145/kg PCE and $187/kg PCE for K_d realization a, $152/kg PCE and $206/kg PCE for K_d realization b and $150/kg PCE and $187/kg PCE for K_d realization c. Therefore, unit remediation cost changed by up to 42% with respect to minimum (i.e. $145/kg PCE) among all K and K_d realizations and heterogeneity conditions. Compared to the homogeneous K_d assumption, heterogeneity in K_d resulted in a change in the range of -8% to 12% in unit remediation cost.

All these results showed that besides the initial mass present in the aquifer, the distribution of K and K_d over the aquifer, their heterogeneity characteristics and their relative positions were also important in terms of the determination of optimum P&T remediation cost and design. Therefore, determination of K_d heterogeneity as well as the K heterogeneity in the field is crucial in terms of designing an effective P&T remediation.

For the constant K_{d_g} approach, the change in the average, minimum and maximum remediation costs with respect to \(\lambda_{\ln K_d}\) and the standard deviation of the total cost are given in Figure 4.52 for two different K realizations and \(\sigma^2_{\ln K}\) separately. In this figure, it was seen that, as was for the K heterogeneity, the standard deviation of the total cost was higher for the longer \(\lambda_{\ln K_d}\) for each K realization and \(\sigma^2_{\ln K}\). The effect of changing \(\lambda_{\ln K_d}\) was more pronounced for K realization A compared to K realization B showing that background K distribution was important, as well, in terms of finding the optimum solution when K_d was heterogeneous.
In literature, Aksoy and Culver (2004) investigated the effect of K_d heterogeneity for two different \( \sigma^2_{\ln K_d} \) and three different realizations of K_d but for a single \( \lambda_{\ln K} \) and realization of K. They found that lower K_d heterogeneity resulted in similar remediation costs with the homogenous K_d assumption but higher K_d heterogeneity caused significant increase in the remediation cost by up to 50%. The findings of this study are in line with the findings of Aksoy and Culver (2004). However, since they studied on just a single K realization, they were not able to see the effect of changing K distribution on the remediation cost when K_d was heterogeneous. In addition, they did not study the effect of changing \( \lambda_{\ln K_d} \) so that this study is unique in terms of studying this effect. Furthermore, they did not analyze their results in terms of initial PCE mass present in the aquifer while this
study considered the effect of initial PCE mass and interpreted the results accordingly. Aksoy and Culver (2004) also found that increasing K heterogeneity might decrease the impact of Kd heterogeneity. This study showed that this may or may not be the case depending on the K distribution and $\lambda_{lnKd}$. For example, for Kd-field Kd32b, effect of Kd heterogeneity on remediation cost increased with increasing $\sigma^2_{lnK}$ for K realization A, but decreased with increasing $\sigma^2_{lnK}$ for K realization B (Figure 4.48).

In the constant total mass approach, the amount of total PCE mass initially present in the aquifer was constant for all heterogeneous Kd-fields of different Kdg and equal to the mass present in the average plume under the homogenous Kd (0.36 cm$^3$/g) conditions as in Sections 4.3.1.2 and 4.3.2.2. When the components of the total PCE mass, which were dissolved and sorbed PCE mass (kinetically sorbed + sorbed in equilibrium sorption sites), was investigated for modified Kd-fields individually, it was seen that the amount of dissolved mass was constant among all heterogeneous modified Kd-fields. This total dissolved mass and its distribution was also equal to the dissolved mass present in the Kd-fields of the constant Kdg approach. On the other hand, the amount of sorbed mass was constant among the modified Kd-fields but not constant for the Kd-fields of constant Kdg approach. Similarly, kinetically sorbed mass was constant among the modified Kd-fields and the respective fields of the constant Kdg approach. On the other hand, sorbed mass in equilibrium sorption sites was constant for the modified Kd-fields but not constant for the respective Kd-fields of the constant Kdg approach. For constant total mass approach, the amount of sorbed mass in equilibrium sorption sites was 785 kg for all heterogeneous Kd-fields while it changed between 794 to 977 kg for the constant Kdg approach. Therefore, modification of Kd in the constant total mass approach decreased the amount of sorbed mass in equilibrium sorption sites by lowering Kd values over the aquifer. The decrease in Kd values could also be understood from Table 4.4.
When the results were examined in terms of remediation design, it was seen that, for the constant total mass approach, seven different wells (wells 8, 9, 13, 14, 18, 19 and 24) were selected for 18 different K and K\(_d\)-field combinations studied. On the other hand, only three different wells (wells 13, 14 and 18) were selected for the same K-fields with homogeneous K\(_d\). Among 18 different K and K\(_d\)-field combinations, 4 1-well designs, 12 2-well designs and 2 3-well designs were selected as the optimum designs. On the other hand, respective field combinations of the constant K\(_{dg}\) approach resulted in 1 1-well design, 13 2-well designs, 3 3-well designs and 1 4-well design.

For 10 of the 18 studied cases, the number of wells selected was different with an addition of one more active well compared to the homogeneous K\(_d\) assumption. For the remaining 8 cases, the number of wells was equal to the homogeneous K\(_d\) assumption. Generally, total pumping rate was higher compared to the homogeneous K\(_d\) assumption. For 2 cases, the total pumping rate was lower than the pumping rate with homogeneous K\(_d\) assumption but for these cases the number of wells was higher. Thus, the results showed that, similar to the constant K\(_{dg}\) approach, K\(_d\) heterogeneity affected the P&T remediation design in a way that either the number of wells or the total pumping rate or both increased even the initial PCE mass was the same for the homogenous and the heterogeneous K\(_d\)-fields. It should also be pointed out that even the K\(_{dg}\) values of the heterogeneous fields were lower (down to 0.29 cm\(^3\)/g) compared to the K\(_{dg}\) of the homogeneous K\(_d\)-fields, the optimal designs required higher number of wells for 56% of the cases. This shows the importance of the K\(_d\) heterogeneity and its distribution in the field for remediation.

When the designs obtained with the constant total mass approach was compared with that of the constant K\(_{dg}\) approach it was seen that for 12 of the 18 studied cases, the same number of wells was chosen. For the remaining 6 cases, the number of the selected wells was one less than the number of wells selected for the
constant Kd\_g approach. Generally, total pumping rate was less compared to the constant Kd\_g approach. 15 cases required less total pumping rate while 2 had the equal pumping rate with the constant Kd\_g approach. This is expected since Kd\_g\_s were lower for the constant total mass approach.

For constant total mass approach, the total remediation costs obtained with the combination of selected heterogeneous K-fields (namely K11A, K13A, K21A, K23A, K31A and K33A) and Kd-fields (namely Kd11a\_mod, Kd12a\_mod, Kd21a\_mod, Kd22a\_mod, Kd31a\_mod and Kd32a\_mod) are presented in Figure 4.53 for $\ln Kd$ of 15 and 30 m along with the costs acquired for homogenous Kd-fields. Remediation costs obtained with constant Kd\_g approach for the same fields are also presented on the same figure for comparison.

Figure 4.53 showed that although the initial PCE mass for all studied cases and the homogenous Kd case were the same for the constant total mass approach, the remediation cost for heterogeneous Kd-fields was not the same with the cost for the homogeneous Kd-field. This is expected since Kd\_g of the heterogeneous fields are different and as shown before this has an impact on the remediation design.

Results presented for $\ln Kd$ of 15 m in Figure 4.53 showed that remediation cost increased with increasing $\sigma^2_{\ln Kd}$ for all three $\sigma^2_{\ln K}$ studied. However, the magnitude of the increase varied depending on $\sigma^2_{\ln K}$. Remediation cost increased with increasing $\sigma^2_{\ln K}$ for all three $\sigma^2_{\ln Kd}$ studied, too. 9% increase (the maximum value observed for all fields) was observed in the total remediation cost for field combinations of Kd11a\_mod/K21A and Kd11a\_mod/K31A in comparison to homogeneous Kd-field when $\sigma^2_{\ln Kd}$ was 0.0256. This value increased up to 14% for field combination of Kd31a\_mod/K11A with respect to the homogeneous Kd-field when $\sigma^2_{\ln Kd}$ was 0.1354. Results obtained for $\ln Kd$ of 30 m (Figure 4.53) showed the similar trends with $\ln Kd$ of 15 m in terms of change in remediation cost with
Figure 4.53. Change in remediation cost with respect to $\sigma^2_{\ln K}$ for $K_d$ realization a, $K$ realization A and $\lambda_{\ln K_d}$ of 15 and 30 m for the constant $K_d g$ and the constant total mass approach.

Table 4.5 summarizes the all percent changes in the remediation cost for all heterogeneous fields for both the constant $K_d g$ and the constant total mass approaches compared to the respective heterogeneous K-fields with the homogeneous $K_d$ assumption. As can be seen for both approaches, percent increase in remediation cost increased with increasing $\sigma^2_{\ln K_d}$. It is also seen that the range of $\sigma^2_{\ln K}$ with respect to $\sigma^2_{\ln K_d}$ and $\sigma^2_{\ln K}$. Similar to $\lambda_{\ln K_d}$ of 15 m, for $\lambda_{\ln K_d}$ of 30 m, maximum 5% increase in the total remediation cost was observed (for field combination of $K_d12a_{\text{mod}}/K33A$) when $\sigma^2_{\ln K_d}$ was 0.0256. However, this value reached to 18% (for field combination of $K_d32a_{\text{mod}}/K33A$) when $\sigma^2_{\ln K_d}$ was 0.1354.
Table 4.5. Percent remediation cost increase with respect to the cost on homogeneous $K_d$-field for the constant total mass and the constant $K_d g$ approaches

<table>
<thead>
<tr>
<th>$K_d 11 a_{mod}$</th>
<th>$K_d 21 a_{mod}$</th>
<th>$K_d 31 a_{mod}$</th>
<th>$K_d 11 a$</th>
<th>$K_d 21 a$</th>
<th>$K_d 31 a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K11A</td>
<td>4</td>
<td>12</td>
<td>14</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>K21A</td>
<td>9</td>
<td>11</td>
<td>12</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>K31A</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>9</td>
<td>11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$K_d 12 a_{mod}$</th>
<th>$K_d 22 a_{mod}$</th>
<th>$K_d 32 a_{mod}$</th>
<th>$K_d 12 a$</th>
<th>$K_d 22 a$</th>
<th>$K_d 32 a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K13A</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>13</td>
<td>19</td>
</tr>
<tr>
<td>K23A</td>
<td>4</td>
<td>7</td>
<td>10</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>K33A</td>
<td>5</td>
<td>15</td>
<td>18</td>
<td>17</td>
<td>22</td>
</tr>
</tbody>
</table>

percent change in remediation costs was narrower for the constant total mass (modified $K_d g$) approach. This was as a result of the lower $K_d g$ and the total initial mass for the modified $K_d$-fields.

As mentioned before, when compared to the constant $K_d g$ approach, $K_d$ values over the aquifer was lower for the constant total mass approach. This resulted in lower amount of sorbed mass in equilibrium sorption sites initially. However, this situation continued during the remediation and lower $K_d$ resulted in lower amount of sorbed mass in equilibrium sorption sites for the course of remediation. Since the optimization model had a constraint on the maximum total concentration in the aquifer at the end of the remediation time (Equation 3.24), it would be easier to satisfy this constraint for the constant total mass approach compared to the constant $K_d g$ approach. Besides the lower overall initial PCE mass, this was the reason of obtaining lower remediation costs for the constant total mass approach.

For the constant total mass approach, the minimum and the maximum unit remediation costs to reach the water quality standards among the all 18 studied cases were $156/kg$ PCE and $191/kg$ PCE, respectively. For $\lambda_{lnKd}$ of 15 m, the minimum and the maximum unit remediation costs were $160/kg$ PCE and $174/kg$ PCE, respectively, while for $\lambda_{lnKd}$ of 30 m, they were $156/kg$ PCE and
$191/kg PCE, respectively. On the other hand, the minimum and the maximum unit remediation costs to reach the water quality standards among the respective Kd-fields of the constant Kd approach were $159/kg PCE and $187/kg PCE, respectively. Therefore, the range of unit costs was quite similar for constant Kd and the constant total mass approaches although the change in the unit remediation costs may reach to 8% on a specific K-Kd field combination.

In literature, the constant total mass approach was applied by Schäfer and Kinzelbach (1992) for the investigation of the effect of heterogeneity in Kd on the performance of in-situ bioremediation. Results of Monte Carlo analysis showed that assuming Kd as heterogeneous instead of homogeneous had generally a clear unfavorable effect on the remediation time. An increase in the $\sigma_{\ln K}$ and $\sigma_{\ln Kd}$ had also a significant negative effect by increasing the remediation time. Although results of Schäfer and Kinzelbach’s (1992) can not directly be compared with the results of this study (since the remediation methods and the remediation performance measures are different) it is important to show that heterogeneous Kd generally decrease the remediation performance and its effect may increase with increasing $\sigma^2_{\ln K}$ and $\sigma^2_{\ln Kd}$. This study also showed that $\lambda_{\ln Kd}$ and $\lambda_{\ln K}$ may have an additional impact on the remediation performance.

In conclusion, the results obtained in this part of the study showed that assuming Kd as homogenous during the design of P&T remediation systems might cause significant error in both the design and the cost of remediation. The spatial distribution of both K and Kd might change the magnitude of this error since their combinations determine how hard or easy the remediation will be. Determination of $\lambda_{\ln K}$ and $\lambda_{\ln Kd}$ might also be important as well as $\sigma^2_{\ln K}$ and $\sigma^2_{\ln Kd}$ since designs on the fields with lower $\lambda$ seemed to be on the more safe side while the cost of remediation might show great variation for longer $\lambda$.
4.5.2. Correlated $K_d$ and $K$

In this section, the effects of both negative and positive correlation between $K$ and $K_d$ on P&T remediation designs and costs were investigated. For this purpose, constant $K_d$ approach, described in the previous section, was used. This approach employed a constant $K_d$ (0.36 cm$^3$/g) and certain $\sigma^2_{\ln K_d}$ (0.0256, 0.0740 and 0.1354) and $\lambda_{\ln K_d}$ (15 and 30 m) values while keeping the dissolved and kinetically sorbed PCE concentrations as same (similar to the average plume case) for all cases. However, the total masses were different.

Figure 4.54 shows the initial PCE masses with respect to $\sigma^2_{\ln K}$ and $\sigma^2_{\ln K_d}$ for both negatively and positively correlated $K_d$-fields. The highest amount of PCE mass was observed for fields $K_{33B}$-$K_d{32B}$ and $K_{33C}$+$K_d{32C}$ which had 15% higher initial PCE mass compared to the homogenous $K_d$-field. On the other hand, the smallest amount of PCE was present for fields $K_{33B}$+$K_d{32B}$ and $K_{33C}$-$K_d{32C}$ which had 9% less initial PCE mass compared to the homogenous $K_d$-field.

Seven different wells (wells 3, 8, 13, 14, 18, 19 and 23) in total were selected for all negatively correlated $K_d$-fields. For the positively correlated $K_d$-fields, again seven but different wells (wells 8, 9, 13, 14, 18, 19 and 24) were chosen. For the negatively correlated $K_d$-fields, 11 1-well designs, 6 2-well designs and 1 5-well design were selected as the optimum design. On the other hand, for the positively correlated $K_d$-fields, 13 1-well designs and 5 2-well designs were found as the optimum design. Therefore, in overall, negative correlation between $K$ and $K_d$ resulted in higher effort for remediation.

Examination of individual designs showed that for the negatively correlated $K_d$-fields, the same or more number of wells were required for the remediation with more total pumping rate compared to the homogeneous $K_d$-fields except for three
Figure 4.54. Change in the initial mass of PCE with respect to $\sigma_{\ln K}^2$ (bottom axis) and $\sigma_{\ln K_d}^2$ (top axis) for positively and negatively correlated $K_d$-fields.
fields. Therefore, except for three fields, negative correlation generally affected the remediation design in a manner that increased the pumping rates. The exceptional fields that deviated from this behavior were K13C-Kd12C, K23C-Kd22C and K33C-Kd32C. For these fields, total pumping rates were smaller compared to the homogenous Kd-fields while the number of active wells was the same with the homogeneous Kd-fields. Although the detailed discussion about these fields will be given in the following paragraphs of this section, here, it is useful to state that the reason of this exceptional behavior of these fields is the predominance of high K regions in the plume area with low Kd regions together. This makes remediation easier with the requirement of less pumping.

For the positively correlated Kd-fields, 15 Kd-fields ended up with the same number of wells with the corresponding fields with the homogenous Kd assumption, while for the remaining 3 Kd-fields one more well was required. For 11 Kd-fields total pumping rate was less compared to the ones with the homogeneous Kd assumption. The highest percentage decreases were observed for fields K13B+Kd12B, K23B+Kd22B and K33B+Kd32B with 21%, 21% and 12%, respectively. The detailed discussion about these fields will be given in the coming paragraphs of this section but, in shortly, the reason this decrease in total pumping rate is the coincidence of low K regions with low Kd regions in these fields. For the remaining 7 Kd-fields, total pumping rate was more than the pumping rate for the homogeneous Kd assumption. This showed that the effect of positive correlation on the P&T remediation design was not unique such that it could result in both increase or decrease in the total pumping rate depending on the distribution of K and Kd.

The total remediation costs obtained by the positively and negatively correlated Kd-fields are presented in Figure 4.55. Remediation costs obtained with heterogeneous K but homogenous Kd-fields are also presented on the same figures for comparison.
Figure 4.55. Change in remediation cost for correlated K_d-fields with respect to $\sigma^2_{\ln K}$ (bottom axis) and $\sigma^2_{\ln K_d}$ (top axis) for K realizations A, B and C and $\lambda_{\ln K} = \lambda_{\ln K_d}$ of 15 and 30 m.
In overall, the effects of changing $\lambda_{\ln Kd}$ and $\sigma^2_{\ln Kd}$ were varying for different realizations of $K$ and $K_d$. For some of the realizations remediation cost increases with increasing $\sigma^2_{\ln Kd}$ but for some others the opposite might be observed. In addition, for the same realization, the direction of the trend in cost with respect to $\sigma^2_{\ln Kd}$ and $\sigma^2_{\ln K}$ might be different depending on $\lambda_{\ln Kd}$.

The results in Figure 4.55 show that the remediation cost on negatively correlated $K_d$-fields were higher than the remediation cost on both homogenous and positively correlated $K_d$-fields except for two $K_d$ distributions which were realization B with $\lambda_{\ln Kd}$ of 15 m and realization C with $\lambda_{\ln Kd}$ of 30 m. When there was a negative correlation between $K$ and $K_d$, high $K_d$ regions were associated with low $K$ regions and low $K_d$ regions were associated with high $K$ regions. The reason of obtaining higher cost for negatively correlated $K_d$-fields was the presence of low $K$ and high $K_d$ regions together. Higher $K_d$ meant higher sorbed mass in these regions. Presence of higher sorbed PCE concentrations in the low $K$ regions required more pumping and made the remediation harder which resulted in elevated cost of remediation. On the other hand, if the aquifer on which the contaminant plume spread over had predominantly high $K$ regions, negative correlation with $K_d$ would yield lower sorbed PCE concentrations compared to the homogenous $K_d$ which would ease the contaminant removal and result in lower remediation costs. This explains the low costs observed for some of the heterogeneous $K_d$-fields that are negatively correlated with $K$. For the same fields, when there is positive correlation between $K$ and $K_d$, high $K$ regions are present at high $K_d$ regions. High $K_d$ causes an increase in the sorbed PCE concentration. This may result in an increase the remediation cost despite the favorable flow conditions during pumping as a result of high $K$.

Fields for realization B with $\lambda_{\ln Kd}$ of 15 m and realization C with $\lambda_{\ln Kd}$ of 30 m were the examples of high $K$ dominant fields. These fields were the only two fields having
a plume area $K_g$ higher than $4.5 \times 10^{-5}$ m/s which was overall $K_g$ of the aquifer. This showed that high $K$ regions were predominant for these fields. In Figure 4.55, the costs of remediation for the negatively correlated $K_d$ cases were lower than both the homogenous and the positively correlated $K_d$ cases for the fields of realization C with $\lambda_{lnKd}$ of 30 m. For these fields (K13C, K23C and K33C) $K$ values were higher than $4.5 \times 10^{-5}$ m/s for 77% of the plume area. Figure 4.55, which presents the field K33C as an example, showed that there was hardly any very low $K$ (represented with dark blue) elements in the plume area. In this case, there was almost no very high $K_d$ element in the plume area, as well, as a result of negative correlation between $K$ and $K_d$. This could also be seen in Figure 4.54 such that K33C-Kd32C had 9% less initial PCE mass compared to the homogenous $K_d$-field. Having no very high $K_d$ region and less initial PCE mass made the remediation easier and the remediation cost lower compared to both the homogenous and the positively correlated $K_d$ cases. Remediation cost decreased with increasing $\sigma_{lnKd}^2$ on these fields since low $K_d$ values and amount of initial masses became lower with increasing $\sigma_{lnKd}^2$. On the other hand, for the same fields, positive correlation resulted in high $K_d$ regions and higher initial mass and this increased the remediation cost. Similar to negative correlation, remediation cost increased with increasing $\sigma_{lnKd}^2$ for positive correlation since high $K_d$ values and initial mass became higher with increasing $\sigma_{lnKd}^2$.

For realization B with $\lambda_{lnKd}$ of 15 m, remediation costs of negatively correlated $K_d$-fields were lower than the positively correlated $K_d$-fields. However, remediation costs of negatively correlated $K_d$-fields were almost the same with the corresponding homogenous $K_d$-fields when $\sigma_{lnKd}^2$ was low and it was %3 higher than the homogenous case when $\sigma_{lnKd}^2$ was high. This was because of the presence of small low $K$ regions in the plume area (Figure 4.56(b)). Although 64% of the plume area had a $K$ higher than $4.5 \times 10^{-5}$ m/s, there were some very low $K$ regions (dark blue
elements in the Figure 4.56(b)) corresponding to high \( K_d \) regions for the negative correlation case. This made remediation harder and increased the costs compared to the fields of realization C with \( \lambda_{\ln K_d} \) of 30 m which exhibited a different (decreasing) trend in remediation cost versus \( \sigma^2_{\ln K_d} \). Similar to realization C with \( \lambda_{\ln K_d} \) of 30 m, percent variations in initial masses and corresponding remediation costs compared to the homogeneous cases did not exhibit a linear relationship. For K31B+Kd31B, 8% more mass resulted in 12% higher cost with respect to homogeneous cases, whereas for K21B+Kd21B, 5% more PCE mass caused 6% higher cost. On the other hand, for K31B-Kd31B, 1% less mass resulted in 3% higher cost with respect to homogeneous cases while for K21B-Kd21B, 2% less PCE mass caused almost the same cost with homogeneous \( K_d \)-field. This showed that for some cases having less mass did not result in less remediation cost, but the local K, \( K_d \) and sorbed mass affected the removal of the contaminant.
Among all heterogeneous K-fields studied, the fields having the highest number of low K elements were fields of realization B with $\lambda_{\ln K}$ of 30 m and realization C with $\lambda_{\ln K}$ of 15 m. 76% and 60% of the plume areas were covered by K elements of less than $4.5 \times 10^{-5}$ m/s in fields of realization B with $\lambda_{\ln K}$ of 30 m and realization C with $\lambda_{\ln K}$ of 15 m, respectively, for all $\sigma^2_{\ln K}$. For these fields, positive correlation resulted in lower remediation costs compared to both homogenous and negatively correlated $K_d$-fields. The cost also decreased with increasing $\sigma^2_{\ln K_d}$. This was because of the coincidence of low K regions with low $K_d$ regions. $K_d$ values in these regions decreased with increasing $\sigma^2_{\ln K_d}$. Furthermore, these positively correlated fields had less initial PCE mass than the homogeneous $K_d$-field. As a result, the remediation cost decreased. For K33B+$K_d32B$, 9% less mass resulted in 5% less cost with respect to homogenous cases whereas for K23B+$K_d22B$, 7% less PCE mass caused 5% less cost. Oppositely, for the fields of realization B with $\lambda_{\ln K_d}$ of 30 m and realization C with $\lambda_{\ln K_d}$ of 15 m, initial mass was higher for the negatively correlated $K_d$-fields. This was reflected on the higher total remediation costs. For example, for K33B-$K_d32B$, 15% more mass resulted in 21% more cost with respect to the homogeneous case whereas for K23B-$K_d22B$, 10% more PCE mass caused 5% more cost.

The most significant effect of correlation between K and $K_d$ on remediation costs was seen for fields of realization A with $\lambda_{\ln K_d}$ of 30 m for the negative correlation case. Here, the cost of remediation was up to 1.45 times higher than the cost of the homogenous $K_d$ case (for field K33A-Kd32A). For field K33A-Kd32A, not only the cost but also the total pumping rate and the number of active wells were higher. 97% increase in the total pumping rate with respect to the total pumping rate of the homogenous $K_d$ assumption was observed with the use of 5 active wells for this field. This might be because of the presence of a higher number of very low K elements in the plume area compared to the other fields. Figures 4.51(b), 4.57(a) and 4.57(b) depict
Figure 4.57. K distribution of field (a) K33B and (b) K31C along with the average plume.

The distribution of K on fields K33A, K33B and K31C, as examples, along with the average plume. These three fields were the fields having the greatest number of K elements lower than $4.5 \times 10^{-5}$ m/s. 59% of K elements located in the plume area were lower than $4.5 \times 10^{-5}$ m/s for field K33A but the number of dark blue elements was higher compared to K33B and K31C. Since there was also a high K region in the highly concentrated contaminant plume areas for field K33A, the trend in remediation cost with respect to $\sigma_{lnK}^2$ was not similar to realization B with $\lambda_{lnKd}$ of 30 m and realization C with $\lambda_{lnKd}$ of 15 m for positive correlation case. For realization A with $\lambda_{lnKd}$ of 30 m, cost was lower than the homogenous case for the low $\sigma_{lnK}^2$ but it was higher than the homogenous Kd case for the high $\sigma_{lnK}^2$. This is due to the fact that high K regions corresponded to high Kd regions for this case and high Kd values became higher with increasing $\sigma_{lnK}^2$. On the other hand, for realization B with $\lambda_{lnKd}$ of 30 m and realization C with $\lambda_{lnKd}$ of 15 m, remediation cost was lower than the homogeneous case for all $\sigma_{lnK}^2$ for the positive correlation case.
For fields of realization A with $\lambda_{\ln K_d}$ of 30 m, initial mass was higher than the mass in the homogenous $K_d$-field for both positive and negative correlation assumptions. Actually, initial mass was almost the same for the negatively and positively correlated $K_d$-fields having the same $\sigma^2_{\ln K_d}$. In spite of having almost the same mass, the costs obtained with negatively correlated fields were higher than the costs obtained with the positively correlated fields. Remediation on field K33A-Kd32A cost 31% more compared to K33A+Kd32A while remediation was 8% more costly on field K23A-Kd22A compared to K23A+Kd22A. Similarly, for fields of realization A with $\lambda_{\ln K_d}$ of 15 m, initial mass was almost the same for the negatively and positively correlated fields having the same $\sigma^2_{\ln K_d}$. Again, the costs obtained for the negatively correlated fields were higher than the costs obtained with the positively correlated fields. Remediation cost on field K31A-Kd31A was 14% higher compared to K31A+Kd31A while remediation was 17% more costly on field K21A-Kd21A compared to K21A+Kd21A. This showed that not only the initial mass, but also the distribution of $K$ and $K_d$ and the positions of high or low $K$/$K_d$ regions relative to the highly concentrated contaminant plume areas were important on the remediation cost and design.

For the negatively correlated $K_d$-fields, the minimum and the maximum unit remediation costs to reach the water quality standards were $158/kg PCE and $214/kg PCE for realization A, $145/kg PCE and $160/kg PCE for realization B and $154/kg PCE and $172/kg PCE for realization C. Therefore, unit remediation cost changed by up to 48% with respect to the minimum unit cost ($145/kg PCE) among all negatively correlated $K_d$ realizations and heterogeneity conditions. For the positively correlated $K_d$-fields, the minimum and the maximum unit remediation costs were $158/kg PCE and $170/kg PCE for realization A, $149/kg PCE and $172/kg PCE for realization B and $146/kg PCE and $162/kg PCE for realization C. Therefore, unit remediation cost
changed by up to 18% with respect to the minimum unit cost among all positively correlated $K_d$ realizations and heterogeneity conditions.

The variation in the total remediation costs under different heterogeneity conditions for the negative and positive correlation assumptions are depicted in Figure 4.58. In this figure, average, minimum and maximum remediation costs, and the standard deviation in the costs with respect to $\lambda_{lnK_d}$ are given. When the effect of $\lambda_{lnK_d}$ on P&T remediation cost in case of positive or negative correlation between $K$ and $K_d$ was investigated it was seen that the standard deviation of the results was higher for longer $\lambda_{lnK_d}$. Figure 4.58 showed that variation of the remediation cost was higher, represented by higher standard deviation, for the negative correlation assumption. The reason of higher standard deviation was that the negative correlation case contained both the best and the worst case scenarios in terms of favorable or unfavorable $K$ and $K_d$ combinations which can improve or impede the remediation. For the negative correlation, high $K_d$ regions corresponded to low $K$ regions, which was the worst case scenario for the remediation and low $K_d$ regions corresponded to high $K$ regions which was the best case scenario for the remediation. This may also explain the range of unit remediation costs observed for the positively and negatively correlated cases discussed in the previous paragraph.

All these analysis showed that the effect of correlation between $K$ and $K_d$ might change depending on the distribution of $K$ and $K_d$ on the contamination area. Negative correlation resulted in higher cost of remediation compared to positive correlation in general because of low $K$ - high $K_d$ (flow-restricted and sorption-limited) regions. However, if the plume spread over an area of high $K$, positive correlation might also cause higher remediation costs because of high $K$ - high $K_d$ regions. The effect of correlation between $K$ and $K_d$ was more pronounced for the cases where negative
Figure 4.58. Change in average, minimum and maximum remediation cost with respect to $\lambda_{\ln K_d}$ for negatively and positively correlated $K_d$-fields (Error bars represent one standard deviation)
correlation resulted in higher costs compared to positive correlation. The total remediation cost changed by 0.97 to 1.45 times the cost of the homogenous $K_d$ case for the negative correlated $K_d$-fields, while 0.95 to 1.16 times for the positively correlated $K_d$-fields. The results also showed that the presence of high $K_d$ regions in the plume area affected the cost more than the presence of low $K_d$ regions. In other words, when low $K_d$ regions were present, the cost did not decrease at the same ratio at which it increased when high $K_d$ regions were present. Presence of high $K_d$ regions in the plume area might decrease the cost lowering effect of low $K_d$ regions and might even cover this effect up (e.g. field K31A+Kd31A).

In literature, there were studies investigating the effect of correlation between $K$ and $K_d$ on P&T and in-situ bioremediation time (Rabideau and Miller, 1994; Schäfer and Kinzelbach, 1992). However, there was no study examining the effect of correlation between $K$ and $K_d$ on P&T remediation design and cost for horizontally heterogeneous aquifers. Therefore, this study was unique in terms of studying this effect. According to the study of Rabideau and Miller (1994), in which simulations were made for fields which were vertically heterogeneous (perfectly stratified) in both $K$ and $K_d$, a perfect positive correlation between ln $K$ and ln $K_d$ resulted in considerably shorter P&T remediation times while a perfect negative correlation significantly increased it. On the other hand, for an in-situ bioremediation system, Schäfer and Kinzelbach (1992) found that negative correlation between $K$ and $K_d$ resulted in a considerable increase in the remediation time compared to the uncorrelated case. Although results of these two studies were not exactly comparable with the results of this study, they also showed that negative correlation between $K$ and $K_d$ has a negative impact on P&T remediation systems. However, this study also added that the negative impact of negative correlation was not absolutely true for all $K$-$K_d$ combinations and positive correlation may also have an adverse effect on P&T remediation systems depending on the corresponding distributions of $K$ and $K_d$ and
the amount of the sorbed mass. It should be noted that majority of the studies in literature ignores rate-limited mass transfer and its effect on remediation performance.

4.6. Effect of Correlation Scale and Heterogeneity of $\alpha$

4.6.1. Uncorrelated $\alpha$ and $K_d$

In this part of the study, the effects of heterogeneity in $\alpha$ and $\lambda_{\text{int}}$ on P&T remediation design and cost was investigated. The average plume was used as the initial plume condition. $K$ and $K_d$ were also assumed to be heterogeneous and various combinations $K$ and $K_d$-fields selected from the previous phases of the study were used. In this part of the study, $K_d$-fields used for the constant $K_d$ approach were used. The $\alpha$-fields used in this section, details of which were explained in Section 3.1.5, were not correlated with either $K$ or $K_d$-fields. Single $K$ and $K_d$ realizations, realization A and a, respectively, were chosen arbitrarily as $K$ and $K_d$ heterogeneity conditions. Simulations were performed for three different $\alpha$ realizations, i, ii and iii, each having two different $\sigma^2_{\ln\alpha}$ (0.0057 and 0.0299). These heterogeneous $\alpha$-fields were applied on $K$ and $K_d$-fields of different $\sigma^2_{\ln K}$ and $\sigma^2_{\ln K_d}$ combinations. As it was the case for the heterogeneous $K_d$-fields, the same $\lambda$ were used for $K$, $K_d$ and $\alpha$ in the simulations.

When the results of the optimization runs for 30 different $\alpha$, $K_d$ and $K$-field combinations were investigated, it was seen that 8 different wells (wells 3, 8, 13, 14, 17, 18, 19, and 24) were selected in total. For the corresponding heterogeneous $K_d$ and $K$-fields with homogeneous $\alpha$, on the other hand, 5 different wells (wells 3, 13, 14, 18 and 24) had been selected. Among 30 different $\alpha$, $K_d$ and $K$-field combinations, 24 2-well designs and 6 3-well designs were selected as the optimum design whereas the homogenous $\alpha$ assumption resulted in 1 1-well design, 3 2-well designs and 1 3-well
design. Therefore, compared to the homogeneous $\alpha$-fields, heterogeneity in $\alpha$ required a larger number of active wells distributed over a wider area.

When the number of wells and the total pumping rate required to cleanup the aquifer were compared with the corresponding homogeneous $\alpha$ case, it was seen that one more well was required for designs on the fields K11A/Kd11a for all three $\alpha$ distributions (realizations) and two different $\sigma^2_{\ln\alpha}$. For these fields, the total pumping rate was less (up to 28% with respect to homogenous $\alpha$) or the same with the pumping rate for the homogenous $\alpha$ case. These fields were the ones on which higher remediation costs compared to the homogenous $\alpha$ were obtained. For all other cases, the same number of pumping wells with higher (up to 4%), the same or lower (down to 7%) total pumping rates was required compared to the homogenous $\alpha$ assumption. This showed that heterogeneity in $\alpha$ may or may not affect the design of P&T remediation system depending on all K, Kd and $\alpha$ realizations and heterogeneity conditions.

The total remediation costs obtained with the combinations of selected heterogeneous K, Kd and uncorrelated $\alpha$-fields (with K and Kd), as described above, are presented in Figures 4.59 and 4.60 along with the costs obtained with the homogenous $\alpha$ and heterogeneous Kd (results of the constant Kd approach), and homogenous $\alpha$ and homogenous Kd-fields for a given $\sigma^2_{\ln K}$ for comparison purposes. Figure 4.59 shows the change in the remediation costs with respect to $\sigma^2_{\ln K}$ for $\alpha$ realizations i, ii and iii and $\lambda_{\ln\alpha}$ of 15 and 30 m. For these simulations $\sigma^2_{\ln Kd}$ was kept constant as 0.0256 in order to see the effect of $\alpha$ heterogeneity while degree of K heterogeneity was changing. Figure 4.60 shows the variation in remediation cost with respect to $\sigma^2_{\ln Kd}$ for $\alpha$ realizations i, ii and iii and $\lambda_{\ln\alpha}$ of 30 m only. For these simulations, $\sigma^2_{\ln K}$ was
Figure 4.59. Change in remediation cost with respect to $\sigma^2_{\ln K}$ for $\alpha$ realizations i, ii and iii, K realization A and $\lambda_{\text{int}}$ of 15 and 30 m
remained constant as 0.2500, in order to see the effect of \( \alpha \) heterogeneity while only the degree of \( K_d \) heterogeneity was changing.

Results presented in Figure 4.59 and 4.60 showed that heterogeneity in \( \alpha \) generally resulted in higher remediation costs compared to the homogenous \( \alpha \) assumption for all three \( \alpha \) distributions and two different \( \sigma_{\ln\alpha}^2 \) for field combination K11A/Kd11a, but for all other cases remediation cost was almost the same with or slightly lower (i.e.
maximum 1% lower) than the cost for the fields with the homogenous $\alpha$. The increase in remediation cost was mainly because of the one additional active well and its installation cost. When $\sigma^2_{\text{ln}\alpha}$ was considered, it was seen that increase in $\sigma^2_{\text{ln}\alpha}$ may or may not result in increase in the cost of remediation depending on the $\sigma^2_{\text{ln}K}$, $\sigma^2_{\text{ln}K_d}$, $\lambda_{\text{ln}\alpha}$ and distribution of $\alpha$ (i.e. $\alpha$ realization). Since only single realizations for $K$ and $K_d$ have been used for these simulations, effect of changing $K$ and $K_d$ distributions could not be observed. However it is strongly probable that these two factors would also affect the magnitude of change in the remediation cost with changing $\sigma^2_{\text{ln}\alpha}$. Compared to the corresponding homogenous $\alpha$, the maximum increase in the total remediation cost was 10% when $\sigma^2_{\text{ln}\alpha}$ was low (for field r11iii/Kd11a/K11A) and it was 11% when $\sigma^2_{\text{ln}\alpha}$ was high (for fields r21iii/Kd11a/K11A and r21i/Kd11a/ K11A). On the other hand, when the effect of increasing $\sigma^2_{\text{ln}\alpha}$ from 0.0057 to 0.0299 on the remediation cost was considered, the maximum increase in the remediation cost was observed as 1%. This showed that increasing $\alpha$ heterogeneity did not have a very significant effect on the remediation cost for the studied cases. The $\alpha_g$ value used in this study, 0.0025 d$^{-1}$, was quite low (see Table 2.2 in Section 2.2). Therefore, $\alpha$ was already a limiting factor for the remediation regardless of its homogeneity or heterogeneity. Different results may be obtained with the use of different $\alpha_g$ value. In addition, $\sigma^2_{\text{ln}\alpha}$ used in this study were 0.0057 and 0.0299 which may be low to see a considerable effect. In terms of the CV values, CVs of the $\alpha$ heterogeneity were the lowest compared to the CVs of the $K$ and $K_d$ heterogeneities. Low CV values were used for $\alpha$-fields since there was no field scale study reporting $\alpha_g$ or $\sigma^2_{\text{ln}\alpha}$ in the literature which could be used for validation by real life field scale measurements. Actually, if $\sigma^2_{\text{ln}\alpha}$ values were higher, lower $\alpha$ would be observed in the aquifer as well as higher $\alpha$. Low $\alpha$ means slow transfer of contaminant mass from the sorbed phase to the dissolved phase. If this transfer is too slow, then removal of the contaminant may be dependent on the mobilization of the sorbed mass and remediation becomes harder. This in turn results
in an increase in the remediation cost. Aksoy and Culver (2000) showed that remediation time might exponentially increase while $\alpha$ decreased, especially for slow $\alpha$ in the range of $2.5 \times 10^{-2} - 2.5 \times 10^{-4}$ d$^{-1}$ which were published laboratory scale rates for soils contaminated for a long time. Mishra and Gutjahr (1999) found that the variability in $K$ had more significant effect on transverse spreading of the solute than sorption/desorption rate variability for the sorption/desorption rate variance of 0.1. On the other hand Mishra et al. (1999) showed that spatially variable sorption/desorption rate with a $\alpha^2$ of 0.5 had a noticeable effect on the breakthrough curve. These studies also strengthened the possibility that using low $\alpha_{\ln K}$ might have prevented the observable effect on remediation costs.

Effect of $\alpha$ heterogeneity on remediation costs was more significant for low $\alpha_{\ln K}$ compared to high $\alpha_{\ln K}$ when $\lambda_{\ln K}$ was 15 m (Figure 4.59). Similar findings were obtained in the study of Aksoy and Culver (2004) where P&T remediation cost were optimized in the presence of $\alpha$ heterogeneity. Aksoy and Culver (2004) utilized three different $\alpha$ realizations with a single $\alpha_{\ln K}$ and $\lambda_{\ln K}$ value. The background heterogeneous $K$-fields had two different $\alpha_{\ln K}$ belonging to a single realization while heterogeneous $K_d$-field was kept constant. Under these conditions they found that $\alpha$ heterogeneity affected the remediation design with an addition of one more well for $\sigma^2_{\ln K}$ of 0.064 but the effect was negligible when $\sigma^2_{\ln K}$ was 0.673. On the other hand, in this study, for $\lambda_{\ln K}$ of 30 m, $\alpha$ heterogeneity exhibited almost no effect on the remediation costs for the two $\sigma^2_{\ln K}$ values considered (Figure 4.59). Therefore, change in $\lambda_{\ln K}$ might result in a change in significance of $\sigma^2_{\ln K}$ on P&T remediation cost.

When the change in the effect of $\alpha$ heterogeneity with respect to $\sigma^2_{\ln Kd}$ was investigated, it was seen that it was not significant (maximum 1% change) for both
low and high $\sigma^2_{\ln Kd}$ (Figure 4.60). However, the simulations were conducted for $\lambda_{\ln \alpha}$ of 30 m only and this picture might change when different $\lambda_{\ln \alpha}$ was used.

When the results were analyzed with respect to the unit remediation costs for all $\alpha$, $K_d$ and K-field combinations used in this study, it was seen that the minimum and the maximum unit remediation costs to reach the water quality standards were $156/kg PCE and $187/kg PCE, respectively. Therefore, unit remediation cost changed by up to 20% with respect to the minimum (i.e. $156/kg PCE) among all $\alpha$ realizations and $\alpha$, $K$ and $K_d$ heterogeneity conditions studied. For the respective fields with homogenous $\alpha$ assumption the unit cost ranged between $159/kg PCE and $186/kg PCE. Therefore, the ranges of unit costs with or without $\alpha$ heterogeneity were similar. However, when individual $\alpha$-fields with homogeneous and heterogeneous $\alpha$ assumptions were considered, the maximum percent change in the unit cost was observed for $\alpha$-fields in combination with $K11A/Kd11a$ as 9-10% depending on the $\alpha$ realizations and heterogeneity conditions. As mentioned before, for these $\alpha$-fields one additional well was required for the optimal designs. This raised the total cost and the unit remediation cost. For the other $\alpha$, $K_d$ and K-field combinations, heterogeneity in $\alpha$ resulted in a change in the unit remediation cost in the range of -2% to 1% compared to the homogeneous $\alpha$ assumption.

The averages of the remediation costs obtained for three different $\alpha$ realizations and two different $\sigma^2_{\ln \alpha}$ were taken and the standard deviations were also found. Change in average, minimum and maximum remediation costs and the standard deviation of the costs with respect to $\lambda_{\ln \alpha}$ were given in Figure 4.61 for two different $\sigma^2_{\ln K}$ separately. In this figure, the standard deviation of the results was higher for shorter $\lambda_{\ln \alpha}$ when $\sigma^2_{\ln K}$ was low but the opposite was true when $\sigma^2_{\ln K}$ was high. It is worth to note that
Figure 4.61. Change in average, minimum and maximum remediation cost with respect to $\lambda_{\ln \alpha}$ for uncorrelated $\alpha$-fields and different $K$ and $K_d$ cases (Error bars represent one standard deviation)
the standard deviations were higher for low $\sigma^2_{\ln K}$ (the top figure in Figure 4.61) compared to high $\sigma^2_{\ln K}$ (the bottom figure in Figure 4.61). Indeed, the standard deviation for higher $\sigma^2_{\ln K}$ was negligibly small ($17$ for $\lambda_{\ln \alpha}$ of 15 m and $534$ for $\lambda_{\ln \alpha}$ of 30 m) showing the insignificant effect of $\alpha$ heterogeneity for more heterogeneous K-fields.

In literature, Rabideau and Miller (1994) modeled P&T remediation in a vertically heterogeneous aquifer assuming nonequilibrium sorption conditions. They found that slow mass transfer rates dramatically increased the projected cleanup time and the cleanup time became longer as the rate of mass transfer happened to be slower. The relative significance of the mass transfer rate effect was slightly decreased as the degree of heterogeneity in K increased. On the other hand, the relative significance of sorption nonequilibrium and K heterogeneity depended on the values of the parameters defining these processes. Either of them dominated over the other in terms of longer cleanup times depending on the values of these parameters. Similar to Rabideau and Miller (1994), Aksoy and Culver (2000) stated that sensitivity of the remediation time to rate-limited sorption was less for heterogeneous aquifers in K compared to the homogenous aquifer. In addition, according to Brusseau (1992c) the effect of rate-limited sorption was less relative to the aquifer heterogeneity in K for the field scale transport. This study focused on remediation costs and designs and results showed that heterogeneity in $\alpha$ may impact the P&T designs and costs depending on the distributions of K, $K_d$ and $\alpha$, although the relative impact of $\alpha$ heterogeneity was low for the studied cases. It seemed that $K$ and $K_d$ heterogeneities were dominant over $\alpha$ heterogeneity for the parameter ranges used in this study. However, for different values and different combinations of $K$, $K_d$ and $\alpha$, different results could be obtained. There is a need for determination of field scale variance and correlation structure for $\alpha$ in order to test whether $\lambda_{\ln \alpha}$ and $\sigma^2_{\ln \alpha}$ values used in this study were in agreement with real life values.
4.6.2. Correlated $\alpha$ and $K_d$

In this section of the study, the effect of negative correlation between $\alpha$ and $K_d$ on P&T remediation design and cost have been investigated using the average plume as the initial plume condition. Heterogeneous $K_d$-fields used for these simulations were the positively and negatively correlated $K_d$-fields with $K$ as generated in Section 3.1.4. The correlation between $\alpha$ and $K_d$-fields resulted in a correlation between $\alpha$ and $K$ as well. This correlation could be quantified as such. For $K_d$-fields, which were negatively correlated with $K$, Equation 3.2 (i.e. $\ln K_d = -4.225 - 0.32 \ln K$) was used for the generation, while the correlation between $K_d$ and $\alpha$ was defined by Equation 3.4 (i.e. $\ln \alpha = -6.47 - 0.47 \ln K_d$). When these two equations were combined, the relationship between $\alpha$ and $K$, when negatively correlated $K_d$-fields was used for the simulations, was found as

$$\ln \alpha = -4.48 + 0.1504 \ln K \quad (4.2)$$

When the same procedure was applied to the positively correlated $K_d$-fields with $K$, which were generated by the help of Equation 3.3 (i.e. $\ln K_d = 2.181 + 0.32 \ln K$), the equation relating $\alpha$ and $K$ was found as

$$\ln \alpha = -7.495 - 0.1504 \ln K \quad (4.3)$$

Equations 4.2 and 4.3 show that there is a positive correlation between $\alpha$ and $K$ for the simulations performed with the negatively correlated $K_d$-fields with $K$, whereas a negative correlation is established between $\alpha$ and $K$ for the simulations performed with the positively correlated $K_d$-fields with $K$.
The results of the simulations conducted with the correlated $\alpha$ and negatively and positively correlated $K_d$-fields with $K$ are presented in Figures 4.62 and 4.63 in terms of the change in total remediation costs with respect to $\sigma^2_{\ln K}$ and $\sigma^2_{\ln \alpha}$. Presence of negative correlation between $\alpha$ and negatively correlated $K_d$-fields with $K$ was expected to result in either lower or higher remediation costs depending on the $K$-field conditions. If $K$ was high, then $K_d$ would be low and $\alpha$ would be high. This represents the best situation in terms of contaminant mobilization because of the easy flow of contaminants in low sorption and fast mass transfer zones. On the other hand, if $K$ was low, then $K_d$ would be high and $\alpha$ would be low. This represents the worst situation. One might expect lower remediation cost for the best situation while higher remediation cost for the worst. When the results obtained with the negatively correlated $K_d$-fields with $K$ were investigated (Figure 4.62), it was seen that the effect of negative correlation with $\alpha$ was not as significant as expected. Among all field cases, the maximum cost increase was obtained as 2% (for the field K33A-Kd32A-r22A). Low $K$ regions were dominant over the fields of K33A (see Section 4.5.2 for details). Therefore, these fields may be the examples where the worst situation was observed. However, even under the worst case condition, the cost increase was not high. On the other hand, fields of realization B with $\lambda_{\ln K}$ of 15 m and realization C with $\lambda_{\ln K}$ of 30 m, where high $K$ regions were governing, may be the examples where the best situation was observed according to the analysis given in Section 4.5.2. According to the results, the costs obtained with the correlated $\alpha$-fields were almost the same with the cost of the homogenous $\alpha$ cases. Therefore, the expected best situation did not make a significant impact on the remediation cost. When negative correlation between $\alpha$ and positively correlated $K_d$-fields with $K$ was considered, low $K_d$ and high $\alpha$ regions were associated with low $K$ regions, while high $K_d$ and low $\alpha$ regions were associated with high $K$ regions. Unlike the negatively correlated $K_d$-field
Figure 4.62. Change in remediation cost with respect to $\sigma^2_{\ln K}$ and $\sigma^2_{\ln \alpha}$ for $K_d$-fields which are negatively correlated with $K$ realizations A, B and C, $\lambda_{\ln \alpha}$ of 15 and 30 m.
Figure 4.63. Change in remediation cost with respect to $\sigma^2_{\ln K}$ and $\sigma^2_{\ln \alpha}$ for Kd-fields which are positively correlated with K realizations A, B and C, $\lambda_{\ln K}$ of 15 and 30 m.
case, now, it was not easy to say which case was better. When the results obtained with positively correlated K_d-fields with K were investigated (Figure 4.63), it was seen that the effect of negative correlation with $\alpha$ was not significant at all such that the maximum cost increase was 1% among all field cases.

When the results of the optimization runs for 24 different $\alpha$, K_d and K-field combinations were investigated, it was seen that 8 different wells (wells 3, 7, 8, 13, 14, 18, 19 and 23) were selected in total. For the corresponding heterogeneous K_d and K-fields with homogeneous $\alpha$, on the other hand, 7 different wells (wells 3, 8, 13, 14, 18, 19 and 23) had been selected. Among 24 different $\alpha$, K_d and K-field combinations, 16 1-well designs, 7 2-well designs and 1 5-well design were selected as the optimum design. The number of wells used for the optimal designs of heterogeneous $\alpha$ fields was always the same with that of corresponding homogeneous $\alpha$. The locations of the active wells were also the same with the well locations of the corresponding homogeneous $\alpha$-fields except for 2 cases. This resulted in the different number of selected wells in total (8 versus 7 for heterogeneous and homogeneous $\alpha$ assumptions, respectively). In terms of total pumping rate, it was seen that for 14 $\alpha$-field cases, total pumping rate was higher than the pumping rate for the corresponding homogeneous $\alpha$-fields reaching up to a maximum percent increase of 13% for the field K33A-Kd32A-r22A. For this field, the percent cost increase was the maximum among all fields with 2%. For the remaining 10 $\alpha$-field cases, the total pumping rate was exactly the same with the homogeneous $\alpha$-fields.

In general, the results showed that the effect of negative correlation between $\alpha$ and K_d (additionally with both positive and negative correlation with K) was not very significant on remediation cost and design. This impact may have either been masked by the heterogeneity in K_d or the reason may be the low $\alpha_g$ and $\sigma^2_{\text{int}}$. If $\alpha_g$
is very small, regardless of the heterogeneity, it may be a governing factor for the design. For higher $\alpha_g$ values with higher $\sigma^2_{\ln \alpha}$, the effect may be more observable.

When the effect of $\lambda_{\ln \alpha}$ on P&T remediation cost obtained with correlated $\alpha$-fields was investigated, it was seen that the standard deviation of the results was higher for longer $\lambda_{\ln \alpha}$. Change in average, minimum and maximum remediation costs with respect to $\lambda_{\ln \alpha}$ and the standard deviation of the results are given in Figure 4.64. Figure 4.64 very much resembles to Figure 4.58 since the costs obtained with correlated $\alpha$-fields were almost the same with the cost obtained with the homogenous $\alpha$-fields as presented in Figure 4.58. Therefore, increasing standard deviation with increasing $\lambda_{\ln \alpha}$ was not due to any effect of correlation between $\alpha$ and $K_d$ but it was due to the effect of correlation between $K$ and $K_d$ as explained in Section 4.5.2.

4.7. Effect of $f$

In all previous sections of this chapter, optimization runs were performed with an $f$ value of 0.75. In this section, the effect of $f$ value on P&T remediation design and cost was investigated using two more different $f$ values, 0.5 and 0.25. For this purpose, both the original plume and the average plume were used. Changing $f$ value resulted in different amounts of kinetically sorbed masses present as an initial condition at the beginning of the remediation, although the dissolved plumes were exactly the same for all $f$ values. Since the $f$ value only affected the fraction of the sorbed mass which was in the kinetic sorption sites or in equilibrium with the dissolved phase, the total amount of sorbed mass present in the aquifer was the same for all $f$ values tested. Figure 4.65 shows the schematic representation of the final mass distribution resulting from the use of different $f$ values.
Figure 4.64. Change in average, minimum and maximum remediation cost with respect to $\lambda_{\ln\alpha}$ for correlated $\alpha$-fields (Error bars represent one standard deviation)
For the original plume case, optimum remediation designs for f value of 0.75 consisted of only 1-well designs. For f value of 0.5, 9 1-well and 9 2-well designs were selected as the optimum. For f value of 0.25, 16 2-well designs and 2 3-well designs were chosen as an optimal design scenario. For 9 K-field cases, the number of active wells was increased from 1 to 2 when f decreased from 0.75 to 0.5. For these 9 cases, the total pumping rate also increased by up to 38% for a given field. For the remaining 9 K-field cases, the active well numbers were the same but the total pumping rates increased by up to 73%. The minimum increase in total pumping rate for all 18 K-field cases was 5%. When f decreased from 0.75 to 0.25, for 16 K-field cases, the number of wells increased from 1 to 2 while for the remaining 2 K-field cases the number of active wells increased from 1 to 3. The increase in total pumping rate was up to 1.9 times when a given field with different f values of 0.25 and 0.75 were compared. The minimum increase for a given field was 60%. When f decreased from 0.5 to 0.25, for 9 K-field cases, the

Figure 4.65. Schematic representation of the final mass distribution resulting from the use of different f values
number of active wells was increased from 1 to 2, for 2 of them active well number rose to 3 from 2 and for the remaining 7 K-field cases, the active well numbers were the same. For all 18 K-field cases, decreasing $f$ from 0.5 to 0.25 resulted in an increase in the total pumping rate by up to 1.2 times. The minimum increase for a given field was 19%.

For the average plume case, optimum remediation designs for $f$ value of 0.75 included only 1-well designs except for a single K-field case. For $f$ value of 0.5, 11 1-well and 7 2-well designs were selected as the optimum. 16 2-well designs and 2 3-well designs were chosen as an optimal design scenario for $f$ value of 0.25. For 6 K-field cases, the number of active wells was increased from 1 to 2 when $f$ decreased from 0.75 to 0.5. For 4 of these 6 cases, the total pumping rate also increased by up to 29% for a given field. For one of these 6 cases, it decreased by 4% and remained the same for the last one. For the remaining 12 K-field cases, the active well numbers were the same but the total pumping rates increased by up to 60%. When $f$ decreased from 0.75 to 0.25, for 15 K-field cases, the number of wells increased from 1 to 2, for 2 K-field cases the number of active wells increased from 1 to 3 and for the last one, it remained the same as 2. The increase in total pumping rate was up to 2.4 times when a given field with different $f$ values of 0.25 and 0.75 were compared. The minimum increase was 67%. When $f$ decreased from 0.5 to 0.25, for 11 K-field cases, the number of active wells was increased from 1 to 2, for 2 of them active well number rose from 2 to 3 and for the remaining 5 K-field cases, the active well numbers were the same. Among all 18 K-field cases, decreasing $f$ from 0.5 to 0.25 resulted in an increase in the total pumping rate by up to 1.3 times. The minimum increase was 38%. Therefore, decreasing $f$ value caused an increase either in the total pumping rate or in the active well number. For most of the fields, both pumping rate and the number of active wells increased even the plume configurations and the initial contaminant masses were variable.
Figure 4.66 shows the variation in the total remediation cost with respect to $\lambda_{\ln K}$ for changing f values for the original plume case. For a given $\sigma^2_{\ln K}$ (0.2500 or 1.3225), the total remediation costs for different f values generally followed the same trends with respect to $\lambda_{\ln K}$ in each realization. The results showed that the total remediation cost increased with decreasing f value for the same $\lambda_{\ln K}$ and $\sigma^2_{\ln K}$. The percent increase was in the range of 1-17% when f decreased from 0.75 to 0.5. The range of percent increase was 22-45% when f decreased from 0.75 to 0.25. This range was 4-29% when f decreased from 0.5 to 0.25.

When the average plume was used as the initial plume condition, the same trends obtained for the average plume conditions were observed such that the total costs increased with decreasing f values (Figure 4.67). The percent increase reached up to 15% when f decreased from 0.75 to 0.5. The minimum increase was 2% for this condition. When the remediation costs for f values of 0.25 and 0.75 were analyzed, it was seen that cost could increase in the range of 22-43%. The range of percent increase was 12-30% when f decreased from 0.5 to 0.25. Similar trends in the total remediation costs with respect to f value for both original and average plume indicated that the total cost increased with decreasing f value independent from the initial plume distributions considered in this study. Therefore, the mass transfer limitations became an important factor in determining the fate of the remediation. Heterogeneity in K impacted the scale of the effect of f value.

When f decreases, the amount of kinetically sorbed mass increases and the sorbed mass on the equilibrium sorption sites decreases. Kinetically sorbed mass represents the slowly desorbing mass where the rate of desorption is determined by $\alpha$. The sorbed mass on the equilibrium sorption sites, on the other hand, represents the instantaneously sorbed/desorbed fraction of the sorbed mass. When the amount of sorbed mass on kinetic sorption sites increases, slow desorption limits the remediation and satisfying the total concentration constraint becomes harder. In
Figure 4.66. Comparison of total remediation costs for the original plume case when $f = 0.25$, 0.50 and 0.75
Figure 4.67. Comparison of total remediation costs for the average plume case when $f = 0.25, 0.50$ and 0.75
other words, with a remediation design, which was sufficient to satisfy the total concentration constraint for $f$ value of 0.75, the remediation goal could not be achieved for $f$ values of 0.5 and 0.25. To overcome this problem, either the total pumping rate or the number of active wells and most of the times both need to be increased. This, in turn, results in an increase in the total cost of remediation.

Decrease in $f$ value from 0.75 to 0.25 resulted in 14-30% increase in the unit remediation cost for the original plume case while it caused 9-32% increase for the average plume case. Hence, the increase in the fraction of kinetic sorption sites did not only lead to an increase in the total remediation cost, but also an increase in the unit remediation cost for different plume configurations and initial contaminant masses. This showed the importance of mass transfer limitations.

All these results showed that, selecting the most appropriate $f$ value or determining the sorption characteristics of the contaminant and the subsurface material might be critical for the planning of a P&T remediation system in terms of the prediction of the system design and cost. Mass transfer limitations which are ignored in P&T designs may lead to significant bias in the outcome of remediation.
CHAPTER 5

CONCLUSIONS

5.1. Conclusions

Considering that the heterogeneities in physical and chemical aquifer properties are important factors affecting P&T remediation design and cost, this study evaluated the influence of $\lambda$ of $K$, $K_d$ and $\alpha$ on the P&T design and cost for a hypothetical aquifer with different degrees of heterogeneities under rate-limited sorption conditions. Additionally, the study investigated the effect of contaminant mass present in the heterogeneous aquifer and the plume condition on P&T remediation design, cost and management time. In addition, influences of the correlation between different aquifer properties ($K$ and $K_d$, $K_d$ and $\alpha$), $\lambda$ anisotropy of $K$ and the fraction of equilibrium sorption sites ($f$) on P&T design and cost under different heterogeneity conditions were investigated. For all investigations mentioned above, simulation-optimization approach was used.

First, a sensitivity analysis was made to obtain the best performance of GA (the optimization method used in this study). Different methods of crossover and coding along with different crossover probabilities were tested. The increased GA performance was crucial for P&T system design since even a small percentage of improvement in the result of optimization may lead to significant savings in real life applications. For this study, improved performance of GA in terms of reaching global optimum solutions is important since the analysis is based on comparison of the optimal policies obtained for different heterogeneity conditions. According to
the results, the performance of GA for a certain GA parameter set changes depending on the complexity of the problem, such that solutions of the complex problems are affected more by the GA parameters compared to the relatively simple problems. For the optimal design problem of this study, which was a complex problem, it was shown that uniform crossover and Gray coding exhibited the best performance in terms of reaching the global optimum value compared to the uniform crossover/binary coding, two-point crossover/binary coding and two-point crossover/Gray coding combinations. However, the computational time demanded by uniform crossover was longer compared to two-point crossover regardless of the coding type. On the other hand, for the time-to-compliance model, which was a simpler optimization problem compared to optimal design problem, the distinction between uniform and two-point crossover was insignificant with either binary or Gray coding in terms of reaching the global optimum and the required computational time. Therefore, the use of uniform crossover and Gray coding may be advantageous over two-point crossover and binary coding for complex problems in spite of longer computational time. In conclusion, for complex problems, sensitivity analysis on GA parameters is required to obtain better solutions. However, allocating resources for sensitivity analysis for simple problems may not be that important.

The initial plume generation studies on the heterogeneous K-fields showed that the shape of the head contours and the plume was distorted more with increasing $\sigma^2_{\ln K}$. On the other hand, the effect of $\lambda_{\ln K}$ on head and plume distributions was not as definite as the effect of $\sigma^2_{\ln K}$. A general trend could not be observed with changing $\lambda_{\ln K}$. This study also showed that the effect of $\sigma^2_{\ln K}$ and $\lambda_{\ln K}$ on the shapes and areal extents of the contaminant plumes depended on the K realization, in other words the location of high and low K regions. The areal extents of the contaminant plumes were directly correlated with the total contaminant mass and exhibited similar trends with respect to $\lambda_{\ln K}$. For the same source of continuous contamination in a mass transfer limited and heterogeneous aquifer, the variation
in plume formation, both in terms of mass and area, increased with increasing $\lambda_{\ln K}$. Therefore, the magnitude of $\lambda_{\ln K}$ impacted the transport and mixing of the contaminant together with other heterogeneity parameters. The initial plumes additionally revealed that the total mass and the area of the contaminant plume were in correlation with the $K_g$ of the plume area, not the $K_g$ of the whole aquifer. Therefore, local $K$ values in terms of the distribution of high and low $K$ zones over the aquifer had an important impact on the movement and the distribution of the contaminant plume as well as $\sigma^2_{\ln K}$ and $\lambda_{\ln K}$.

When the impact of $K$ heterogeneity only was considered, it was seen that the respective locations of the high and low $K$ zones and their respective areas defined by $\lambda_{\ln K}$ had a noticeable effect on the active well locations and pumping rates as well as the total remediation costs. The relationships between the total remediation costs and $\lambda_{\ln K}$ did not follow a regular trend for different realizations of the heterogeneous fields. Nevertheless, for the cases that had the same number of active wells, the trends in initial mass of PCE with respect to $\lambda_{\ln K}$ were in close agreement with the trends in total cost of remediation with respect to $\lambda_{\ln K}$. In overall, high $\lambda_{\ln K}$ promoted more variation in the costs. These results were confirmed for the same total initial masses as wells as different masses under different $K$ heterogeneity conditions. In overall, although the amount of PCE mass initially present in the aquifer was important in terms of P&T design and cost, the location and size of the high and low $K$ regions as well as the magnitudes of $K$ were also important. Results obtained on anisotropic $K$-fields also confirmed that the relative locations and the areas of different $K$ zones mainly affected the P&T remediation design and cost. Therefore, in heterogeneous fields, better definition of the spatial distribution of $K$ can be critical for better remediation design and more accurate prediction of remediation costs.

Heterogeneity in $K$ may also have a significant impact on time-to-compliance depending on P&T design employed. However, this impact is not constant for
different spatial distributions of K. Thus, heterogeneity conditions defined by $\lambda_{lnK}$ and $\sigma^2_{lnK}$ and the locations of high and low K zones must be known or predicted by high accuracy for more precise prediction of time-to-compliance. When it is not feasible to completely define the heterogeneity conditions in the aquifer, P&T designs that employ higher numbers of wells pumping at lower rates instead of lower number of wells (i.e. a single well) pumping at higher rates may provide a more robust design in terms of time-to-compliance. Smaller number of pumping wells operating at higher pumping rates magnifies the impact of K heterogeneity. On the other hand, a choice must be made between robustness and costs of P&T designs since the use of higher number of wells may increase the cost of remediation designs.

The results obtained with heterogeneous Kd-fields showed that assuming Kd as homogenous during the design of P&T remediation systems might cause substantial error in both the design and the cost of remediation. The spatial distribution of both K and Kd might change the magnitude of this error since their combinations influence the hardness or easiness of the remediation. Determination of $\lambda_{lnK}$ and $\lambda_{lnKd}$ might also be important as well as $\sigma^2_{lnK}$ and $\sigma^2_{lnKd}$ since designs on the fields with shorter $\lambda$ appeared to be more risk-free in terms of predicting the remediation costs while the cost of remediation might greatly vary for longer $\lambda$. In addition, the correlation between K and Kd can not be disregarded in designing a remediation system, since it may also have significant impact. In this study, a perfect positive or negative correlation between K and Kd was assumed. In real life, it may not be possible to obtain perfect correlations. However, even the moderate correlation between these two parameters may have significant effects on remediation system design and cost since the results of this study indicated the influence of the local parameter values.

The heterogeneity in $\alpha$ may or may not affect the design of P&T remediation system depending on K, Kd and $\alpha$ realizations and heterogeneity conditions ($\lambda_{ln\alpha}$.
and $\sigma^2_{\ln \alpha}$). High $K_d$ heterogeneity can mask the effect of $\alpha$ heterogeneity. The effect of $\alpha$ heterogeneity may show itself as a higher or a lower remediation costs compared to the homogenous $\alpha$ assumption. However, the effect of $\alpha$ heterogeneity was not as significant as the effects of $K$ and $K_d$ heterogeneities. Only single realizations for $K$ and $K_d$ were used in this study and it is probable that for different $K$ and $K_d$ realizations, the effect may change. In general, the effect of negative correlation between $\alpha$ and $K_d$ was also not very significant on remediation cost and design for the conditions considered in this study.

The partition of the sorbed contaminant between equilibrium and kinetic sorption sites is important in fate of the remediation. This is tested by different $f$ values which results in varying amounts of contaminant masses that would desorb slowly. Results showed that increased amount of kinetically sorbed mass resulted in more costly remediation. Therefore, determination of the most appropriate $f$ value by considering the sorption characteristics of the contaminant and the subsurface material may be necessary for the planning of a P&T remediation system.

5.2. Recommendations for the Future Work

This study applied single $K_g$, $K_{dg}$ and $\alpha_g$ values. However, for different values of these parameters, the magnitudes of the variations in remediation costs may be different. In addition, the respective effects of these parameters can change. For example, the reason of not seeing a significant effect of $\alpha$ heterogeneity may be the low $\sigma^2_{\ln \alpha}$ used in this study. Consideration of these parameters in terms of normalized values rather than absolute values may indicate the importance of one parameter over the other in impacting the remediation.

This study accounted for only a single perfect correlation model. The relationship used to correlate $K$ and $K_d$ or other parameter combinations may probably affect the remediation design and cost and this effect may worth to quantify.
The results of this study also supported the idea that the local parameter values and their relative positions to each other are crucial in designing a P&T remediation system for mass transfer limited aquifers. Therefore, better definition of the heterogeneities in the aquifer is essential for better designs. It has been seen that the definition of the heterogeneity by only $\sigma^2, \lambda$ and mean values can introduce bias since in this study the impact of realizations, consequently, the spatial distributions of the local parameters are clearly shown. Thus, more research is needed in determination of this spatial distribution.

Conditioning of parameter fields would reduce the uncertainty in determination of the spatial parameter distribution since it forces the realizations to follow some constraints. This study considered unconditioned $K, K_d$ and $\alpha$ fields but the use of conditioning based on some field measurements may provide more realistic results. The effect of the use of conditioned fields may provide beneficial outcomes for the practical applications. In addition, the effect of the number and the location of conditioning points may be investigated by taking the field characterization cost into account so that the more realistic and stable cost estimate would be obtained with the least cost of field characterization.
REFERENCES


Air Force Center for Engineering and the Environment (AFCEE), 2007, Groundwater Plume Maps & Information Booklet, Massachusetts Military Reservation, Cape Cod, MA, USA.


Bishop, D.J., Rice, D.W., Rogers, L.L., Webster-Scholten, C.P., 1990. Comparison of field-based distribution coefficients (Kds) and retardation factors (Rs) to laboratory and other determinations of Kds, Report No: UCRL-AR-105002, Lawrence Livermore National Laboratory, Livermore, CA, USA.


Brusseau, M.L., 1992c. Transport of rate-limited sorbing solutes in heterogeneous porous-media - application of a one-dimensional multifactor nonideality model to field data. Water Resources Research, 28 (9), 2485-2497.


distributed mass transfer rates. Environmental Science and Technology, 31 (6), 1581-1588.


Effects on Fate and Transport in Groundwater, U.S. Environmental Protection Agency, National Risk Management Research Laboratory, Subsurface Protection and Remediation Division, Ada, OK.


purging and batch experiments Journal of Contaminant Hydrology 37 (3-4): 367-388.


Figure A.1. Heterogeneous K-fields for realization A
Figure A.2. Heterogeneous K-fields for realization B
Figure A.3. Heterogeneous K-fields for realization C
Figure A.4. Anisotropic K-fields
Figure A.5. Heterogeneous $K_d$-fields for realization a
Figure A.6. Heterogeneous $K_d$-fields for realization b
Figure A.7. Heterogeneous $K_d$-fields for realization c
Figure A.8. Heterogeneous $\alpha$-fields for realization i
Figure A.9. Heterogeneous $\alpha$-fields for realization ii
Figure A.10. Heterogeneous $\alpha$-fields for realization iii
Figure B.1. Comparison of the theoretical covariance function with the covariance function of the anisotropic K-fields generated in this study for realization B (a) $\lambda_{\ln K,x} = 22.5$ m, (b) $\lambda_{\ln K,y} = 15$ m, (c) $\lambda_{\ln K,x} = 30$ m, (d) $\lambda_{\ln K,y} = 15$ m
Figure B.2. Comparison of the theoretical covariance function with the covariance function of the Kd-fields generated in this study for realization a. (a) $\lambda_{\ln Kd,x} = 15$ m, (b) $\lambda_{\ln Kd,y} = 15$ m, (c) $\lambda_{\ln Kd,x} = 30$ m, (d) $\lambda_{\ln Kd,y} = 30$ m
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Figure B.3. Comparison of the theoretical covariance function with the covariance function of the $K_d$-fields generated in this study for realization b. (a) $\ln K_{d,x} = 15$ m, (b) $\ln K_{d,y} = 15$ m, (c) $\ln K_{d,x} = 30$ m, (d) $\ln K_{d,y} = 30$ m
Figure B.4. Comparison of the theoretical covariance function with the covariance function of the $K_d$-fields generated in this study for realization c. (a) $\lambda_{inKd,x} = 15$ m, (b) $\lambda_{inKd,y} = 15$ m, (c) $\lambda_{inKd,x} = 30$ m, (d) $\lambda_{inKd,y} = 30$ m
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Figure B.5. Comparison of the theoretical covariance function with the covariance function of the $\alpha$-fields generated in this study for realization i. (a) $\lambda_{i\alpha,x} = 15$ m, (b) $\lambda_{i\alpha,y} = 15$ m, (c) $\lambda_{i\alpha,x} = 30$ m, (d) $\lambda_{i\alpha,y} = 30$ m
Figure B.6. Comparison of the theoretical covariance function with the covariance function of the $\alpha$-fields generated in this study for realization ii. (a) $\lambda_{\ln\alpha,x} = 15$ m, (b) $\lambda_{\ln\alpha,y} = 15$ m, (c) $\lambda_{\ln\alpha,x} = 30$ m, (d) $\lambda_{\ln\alpha,y} = 30$ m
Figure B.7. Comparison of the theoretical covariance function with the covariance function of the $\alpha$-fields generated in this study for realization iii. (a) $\lambda_{\ln \alpha,x} = 15$ m, (b) $\lambda_{\ln \alpha,y} = 15$ m, (c) $\lambda_{\ln \alpha,x} = 30$ m, (d) $\lambda_{\ln \alpha,y} = 30$ m
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