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ABSTRACT

ACTIVE FLOW CONTROL STUDIES OVER AN ELLIPTICAL PROFILE

Erler, Engin
M.S., Department of Aerospace Engineering

Supervisor : Prof. Drismail H. Tuncer

September 2008, 66 pages

Active flow control by a jet over a 12.5% thick elliptic profile investigated numerically.
Unsteady flowfields are calculated with a Navier Stokes solMee numerical method is first
validated without the jet and with the presence of steadywinlg and pulsating jets. Three jet
types, namely steady, pulsating and synthetic jets, arecoexpared with each other and it is
shown that the most drag reduction is achieved by a synffe¢iad the most lift enhancement
is achieved by a steady jet. The influences of the jet locatimnjet velocity, the jet frequency,
the jet slot length and the jet angle on the flowfield is paraicadly studied. It is shown that
the jet location and the jet velocity are the moeetive parameters. The jet parameters are
optimized to minimize the drag cticient while keeping the jet power constant. The drag is

reduced by 32.5% for the angle of attackahd by 24% for the angle of attack.4

Keywords: Active Flow Control, Computational Fluid Dynarsj Elliptical Profile, Response

Surface Methodology
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BIR ELIPTIK PROAL UZERINDE AKTIF AKIS KONTROLU CALISMALARI

Erler, Engin
Yiksek Lisans, Havacilik ve Uzay Miuhendisligi Bolim™

Tez Yoneticisi  : Prof. Drismail H. Tuncer

Eylul 2008, 66 sayfa

Bir jet ile yapilan aktif akis kontrolti, %12.5 kalnhltabir eliptik profil Uzerinde sayisal
yontemlerle inceIenmistir]Ik olarak, sayisal yontem jet olmadiginda ve surekleyen ve
periyodik Ufleyen jetler oldugunda dogrulanmistir. Hl@asonra, U¢ jet cesidi, yani surekli
ufleyen, periyodik Ufleyen ve sentetik jet karsilafgtrg ve surikleme kuvvetini en cok sen-
tetik jetin azalttig1 ve kaldirma kuvvetini en ¢ok sulidkfleyen jetin arttirdigi gosterilmistir.
Jetin yeri, acisi, hizi, genisligi ve frekansinin etigarametrik olarak incelenmistir. Jetin
yeri ve jetin hizinin en etkili parametreler oldugu goteistir. Jet parametreleri en dusuk
suriikleme kuvveti icin sabit glic kosullarinda ogtimedilmistir. Striikleme kuvveti, hicum

acisi 0 icin %32.5, hiicum agisi®4¢in %24 azaltiimistir.

Anahtar Kelimeler: Aktif Akis Kontroll, Hesaplamali Adkanlar Dinamigi, Eliptik Kanat

Profili, Yanit Ylzey Yontemi
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CHAPTER 1

INTRODUCTION

High thrust, high lift, low weight and low drag are the maimuaements of the current air-
craft. In recent years, the studies show that all these reaeints can be met by active flow
control. Active flow control is the ability of controlling éhflow with addition of energy and
without attachment of auxiliary devices such as ribletpdlar large-eddy breakup devices
[3]. Lift and thrust enhancement, drag reduction, noisaeabant, stall delaying, fylpartial
flow reattachment, mixing enhancement are the main outcarhastive flow control. Al-
tering the flow for maneuvering without using control sueagives the opportunity for low
cost and low weight UAVs [4, 5]. Delaying stall with active ilacontrol on the blades has
shown to increase thrust for gas turbine engines [6]. Fardied the drag on the wings, active
control of laminar-turbulent transition has been employedhany applications [7, 8, 9]. In-
vestigations of development of high-lift systems are cotreg¢ed on application of active flow
control for increasing the lift without changing the angfetiack or using flaps [10, 11, 12].
Helicopters can benefit from rapidly changing of lift andgltay using active flow control,

for blade-vortex-interaction (BVI) noise reduction [13}]1

One way of active flow control is blowing jets from the wing fawes. Blowing jets are used
in many applications for separation and circulation cdnt8teady and pulsed blowing have
been used in many experimental and numerical applicatimfisctease lift antr decrease

drag. The studies showed that blowing air only changes thdtemt vector’s direction, caus-
ing lift enhancement by compromising the drag reductionweler, application of these jets
on real aircraft creates problems, such as the weight ofapsguipment to be carried and

the increased energy requirement in the operation.
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Figure 1.1: The Flow around an Elliptical Profile

Blowing jets are mostly used for circulation control of ther trailing edges. Blowing air
near the trailing edge tangential to the surface, attadmeséparated flow to the circular
surface. This tendency of a stream of fluid to stay attacheddonvex surface, rather than
follow a straight line in its original direction is calleCioanda Hfect and an example is shown
in Figure 1.1. The principle was named after the Romaniagareber Henri Coanda, who was
the first to understand the practical importance of the pimemmn for aircraft development.
The Coandaféect is a result of the momentum of the gas and entrainmenirth&szair flows
over a convex airfoil, air is drawn down to adhere to the dikfp a combination of the greater
pressure above the gas flow and the lower pressure below thedlosed by an evacuating
effect of the flow itself. As a result of shear flow, the slow-mayfiuid trapped between the

flow and the upper surface of the airfoil is rarefied [15].

Another way of active flow control is using synthetic jets, eample is presented in the
Figure 1.2. The synthetic jet results from an oscillatingmbeane in an enclosed area with
an orifice at the top. The oscillating membrane sucks therain the orifice at the top, thus
from the flow, and blows the air back into the flow. In this meththe flow gains momentum
with introducing zero-net mass flux into the flow. Synthettsjnot only increase the lift,

but also decrease the drag significantly. As opposed to bipyéts, synthetic jets do not

2
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Figure 1.2: Synthetic Jet demonstration [1]

require special equipment or energy to blow the air. Thellaioig membranes are activated
using electrostatic or piezo-electric actuators and adagrtechnology gives the opportunity

to create small and low cost jet actuators.

There are also other ways of active flow control like suckétg,jplasma jets, heaters, coolers,
etc., which can change viscosity of flow, temperature of tbe fbr mass flux of the flow.

However, in this thesis only blowing jets and synthetic pats analyzed.

1.1 Experimental Studies

Flow control is discovered by Prandtl simultaneously witubdary layer theory a century
ago [16]. During the Second World War, as well as the Cold Wiéitary needs have acceler-
ated the flow control era [17, 18, 19]. After 1970, energy eovetion and drag reduction has
been widely researched for civilian air, sea and land vebidLarge eddy breakup devices and

riblets are developed to reduce the skin-friction drag attitbulent layers [20, 21, 22, 23].

The first attempts to employ jets were with steady blowing.jéienri Coanda investigated
steady blowing jets over elliptical surfaces and invented"Coanda Jet” [15]. The Coanda
effect is then studied for elliptical wings by tangential blagrinear the trailing edge. The
experimental and numerical studies have shown tremendotsaise of lift with drag penalty

(increase) [2, 24]. This phenomenon assisted the develapofeNOTAR concept in he-
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licopters, in which a big jet using the flow of the engine isviatoat the tail boom and it

produces the thrust needed for anti-torque [25].

The next attempts to employ jets were with pulsed blowing jBeifert et al. [26] has worked
experimentally on steady and oscillatory tangential biayfor several airfoils, namely NACA
0015, Eppler E-24 and PR8-40. To blow air, they have used lwts, svhich are at the lead-
ing edge of the airfoil and at the leading edge of the flap. ThHeaese investigated thefect of
several parameters, namely the momentunffunent of steady and oscillatory components
of the blowing jet, the frequency of the oscillations, theh and the incidence of the used

airfoil. For NACA 0015 airfall, it has been shown that steddigwing from leading edge with

. . pietuTgtVert . o
a jet momentum cdécient C, = —————) of 0.10 causes increase in lift and decrease

in drag, but also causes decrease in ﬁle stall angle from d2eketo 8 degrees. On the
other hand, oscillatory blowing with a jet momentum iméent of 0.008 C,=0.008) from
Flet
Us/C
codficient (C)), decrease of drag cfiient(Cq) and also increase of stall angle and maximum

the leading edge with a non-dimensional frequerey €

) of 2, causes increase of lift

lift coefficient C;may). Another result is, oscillatory blowing not only increasstall angle,
but also decreases the momentum needed for higheFor steady blowing, increasirg,
causes increase @, however, for oscillatory blowing increasirg, increase< to a peak
then its éfect decreases. The mostextive F* has been found as 1. They have concluded

that there were a lot of parameters to be investigated, s@rncahtools would be useful.

The weight and energy constraints of blowing jets are ctlyr@vercome by the new type of
jets, synthetic jets. Advancing technology gives oppatyuto produce low cost and small
synthetic jet actuators. Glezer and Amitay [1] have revighee previous studies on the
synthetic jets. They have experimentally studied sevetgbgrameters over a cylinder. The
jet angle study shows that for angles less than 90 degredgirapfet increased lift and
decreased drag, and between 90 and 130 degrees the lift edldaity decreased. However,
more than 130 degrees of jet angle applying jet has a bad itiuen the aerodynamic forces.
The jet frequency study shows that the mditetive jet frequency is at the order of B*(=1),
however, if the actuation frequency is high enoufh ¢ 2), aerodynamic forces decouples

from the jet frequency.

The location of the jet is one of the main important paranseleing investigated. Locating

the jet tangentially near the trailing edge is used for Hifjland circulation control, whereas,



locating the jet tangentially near the leading edge is useddparation control. Naini et al
[27] have conducted an experimental study on excitatiom fiangential slots using piezoelec-
tric actuators to control the flow over a circular cylindeat lbcation, amplitude and frequency
are all quantified. The mostfective parameter has been found as the jet location. They hav
shown that periodic excitation in front of the stagnatioinpbelps bypassing the transition,
modifying the shear layer and delaying the separation. ilgtudy, the best frequency has
been found as the natural shedding frequency which comelspim non-dimensional jet fre-
qguency of 1 F* = 1). Another observation is that by using front stagnatioimipandF* = 1,

increasing the amplitude of the excitation increases thwiihout changing the drag.

Siegel et al. [28] have also conducted an experimental stadite wake control of a circular
cylinder and have designed a jet actuation system. The bipyets are injected normal to
the flow, from the upper side and the lower side. Open-loogroband close-loop control

are investigated. In open-loop control, by blowing and sugkrom different places, mass

is introduced to the flow since blown and sucked gases arequai.eln closed-loop control,

by blowing and sucking from dierent places at equal mass, mass is not introduced to the
flow. This study has shown that the closed loop feedback esdtiee drag and reduces the
unsteadiness in the lift, but does not stabilize the wakewdder, the open loop control
stabilizes the wake, reduces the drag and reduces the dimges in the lift. When the jet
actuation system is located at the start location of the wedeedrag is further reduced by

90%.

Jones et al [29] have experimentally studied the circulationtrol with blowing jets around
round trailing edge flapped airfoils, to reduce the siffeas of high lifting devices like drag
and mass flow. It is shown that locating the blowing jet at thpar side of the trailing edge

of airfoil creates more lift than locating the blowing jetthe lower side of the trailing edge

of airfoil. Another result observed is locating the blowijegs both at the upper side and the
lower side of trailing edge causes reduction of the drag &e®@¥. Steady and pulsed blowing
are compared by mass flow used and the results show that #eddubwing decreases mass
flow needed by 50% for the same lift dbeient, and decreases the mass flow needed by

55-60% for the same lift to drag ratio.

Vismanath and Madhavan [30] have worked experimentally teady tangential blowing

from the trailing edge. They have tested a novel approactutting the blowing slot down-



stream of the separation point. It is found that blowingdedihe separation region, removes
shear layer closure as opposed to blowing before sepaiaiianle which is adopted by clas-
sical boundary layer theory. As the blowing slot approadhesseparation point, much more

separation control is obtained and the lift is increasedrasualt of Kutta condition.

1.2 Numerical Studies

A precise analysis of jets is limited due to its complexitpwever, there have been a number
of researchers who provided some progress on the simgiificat the analysis. The com-
mon approach is to model the jet by changing the velocity talindary condition at the jet
location. The &ect of the oscillating diaphragm of synthetic jet and tffe& of the pulsed

blowing jets are simulated by a sinusoidal variation of thiwgity.

Donovan et al. [31] have investigated theet of steady jets and synthetic jets over NACA
0012 and NACA 0015. The profile of the jet is studied, and itdaatuded thasir? profile
best agrees with experiments and shows good numericalitstatidwever with constant jet
momentum, all profiles exhibit similar results. Itis showatiusing steady or synthetic jet has
negligible dfects before separation. However, after separation séupdying steady jet near
the leading edge results in drag reduction even at low jet embam coéficients by rotating
the lift vector. Applying synthetic jet to NACA 0012 near tleading edge causes significant

increase in the lift at about 29%.

Sankar et al. [32] have conducted a numerical study on staadyulsed jets over a circula-
tion control wing. Jet moment céiients C,) and jet frequencies in the range of 0-0.14 and
0-400 Hz are tested, respectively. For the same momeifficieat, the steady jet increases
C; more than the pulsed jet. For the same mass flow rate, 400 ldegigt has increased

C, more than steady jet. However, steady jet has incre@sadore than 40 Hz pulsed jet

at the same mass flow rate. Moreover, steady jet has nearly ggauot on theC, with 120

Hz pulsed jet using the same mass flow rate. The Gg&Cq+C,) is achieved by steady jet,

for the same moment cfiwient and same mass flow rate. It is concluded that, as the jet

frequency increases, the pulsed jffeet approaches to the steady jfeet.

Subhashni et al. [33] have studied th&eet of injection and suction over a yawed cylinder

numerically. It is demonstrated that multiple slot suctmmmoving slots downstream has

6



greater influence on flow as compared to the single slot suetith experimental valida-
tion. However, multiple slot injection has shown a revereat. Another result achieved is

increasing the velocity of jet moves the separation poitihéoupstream.

Viken et al.[34] have conducted a research fbééetiveness of dierent CFD codes on active
flow control. This study compares experimental results ofiia model with three RANS
solvers, which consisted of 2D unstructured, 3D unstrectuand 3D structured codes us-
ing the thin layer boundary theory. Steady blowing, suctima oscillatory actuation have
been tested. It is concluded that all CFD codes have disecmand the most significant
discrepancies have been observed in the oscillatory aciiba reasons are suggested as the
insuficient modeling of turbulence and the ifiscient identification of wall boundary con-
ditions. To improve the solutions, usingfi@irent turbulent models or DNS is recommended

and remodeling of oscillatory movement is discussed.

1.3 The Objective of the Thesis

It is observed that active flow control can be employed fardifd thrust enhancement, drag
reduction, noise abatement, stall delaying, separatiotraip full/partial flow reattachment,
mixing enhancement. Many experimental and numerical studre conducted on lift en-
hancement and drag reduction on wings. The lift enhanceiseathieved by the circula-
tion control for circulafelliptical trailing edge profiles; the drag reduction is iesled by the
boundary layer control of the sharp edge profiles. Howewery ¥ew investigations have
studied the drag reduction on circyltiptical trailing edge profiles with active flow control.
Another observation is that in recent years, syntheticsjgaining acceptance as it is smaller
and it needs less power. Many studies are conducted onigatsy the &ects of synthetic
jets for circular cylinders, airfoils and hump models. Hoee very few investigations have
been studied for elliptical trailing edge profiles. Genlgraiteady jets are employed for ellip-

tical trailing edge profiles.

The first objective of this thesis is to investigate tiffeets of active flow control over a 12.5%
thick elliptic profile by using steady, pulsating and sytithgets, numerically. The second ob-
jective of this thesis is to optimize jet parameters to mim@the drag of the 12.5% thick el-

liptic profile using synthetic jets. A compressible RANSwulis employed for unsteady flow

7



computations in parallel. Thefects of steady-blowing, pulsating jet are validated adaives
experimental and numerical studies from literature. Theteypes, namely steady, pulsat-
ing and synthetic jets, are next compared with each othee ififfuence of jet parameters,
namely the jet location, jet velocity, jet angle, jet freqag and jet slot width, are investigated
parametrically. The jet parameters are finally optimizednfiinimizing the drag at various
angles of attack. For decreasing computational time ofidpétion, an approximate method,

Response Surface Method (RSM), is employed.

In Chapter 2, the formulation of the flow solver and paral@hputation of the flow is given.
The formulation of flow solver includes RANS equations angl dffiect of jet application to

boundary conditions.

In Chapter 3, the optimization algorithm (RSM equationgressented. Design of Experiment

methods are discussed.

In Chapter 4, the results of validation of active flow contprkliminary studies and optimiza-
tion of the jet parameters are demonstrated and the presesgelts are discussed according

to previous studies from literature.

In Chapter 5, the concluding remarks and future studiesnalieated.



CHAPTER 2

FLOW SOLUTION METHOD

2.1 Introduction

In this chapter, the flow solution methods employed to complié unsteady viscous flow-
fields around the elliptical profiles are described. Unstdbmvs are computed solving the
Reynolds Averaged Navier Stokes solver over structuredy fitted grids. Spalart Allmaras
turbulence model is employed for turbulence modeling. Qataions are done in parallel,
based on domain decomposition. PVM libraries are used iallphsolution algorithm. The
computed flowfields are analyzed in terms of aerodynamicsloaderaged distribution of

pressure and flow variables.

2.2 Navier-Stokes Solver

The finite diference formulation of Reynolds averaged Navier Stokesh&dan a compu-
tational domain discretized over a structured, body fitted. grhe non-dimensional form of

RANS is employed. The non-dimensional parameters are lasvil

X = X*/C, Z = Zk/c’
u = UYa, w = Wa,
(2.1)
p = Flp, € = €2
t = tda, Re = Al

The superscript is used for dimensional quantities. The subscsipis used for freestream

properties ana is the speed of soung,is the densityu is the viscosity ane is the energy.
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The parameters, x and z, are used for along the grid and neorgad directional lengths and
the parameters) andw, are used for along the grid and normal to grid direction#baities.

Lastly, cis the chord length, is the time and th&eis Reynolds number.

The strong conservation-law form of the 2-D, thin-layeryRa&ds Averaged Navier-Stokes
equations is solved on each subgrid. Using curvilineardinates(¢, /) the governing equa-

tions of RANS are as follows:

hQ + 9:F + 9,G = Re }(9,5) (2.2)

where Q is the conservation arrafz and G are convective flux vectors arfl represents
viscous fluxes. The equation is discretized and solved ukimthird order Osher upwind flux

difference splitting method [35, 36]. Detailed equations cafobed at Kaya et al. [37, 38].

2.3 Turbulence Model

Turbulence computations are performed using the Spalartakas turbulence model. Spalart
and Allmaras [39] described a one-equation model develépeaderodynamic applications,
in which a single model transport equation is solved for thibulent viscosityy;. The model

is designed for aerodynamic flows, such as transonic flow avfmils, including boundary-

layer separation [40]. The general form of the equation is;

8 ;
M v V)=V (V—th) +Sy (2.3)
ot Oy

The expanded form of this equation is as follows [39];

[

».y. (V) = Cp[l - ]SV +

o (V- [(v + 7)V¥] + CpalVv}?}

o
Cor. |(7V
| cuifu- K;';}ftz](a) WL (2.4)

Wherev'is a function of kinematic viscosity) and turbulent viscosity{) as follows;
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~ X 1%
w o= ke, fn = —2—, x = < (2.5)
()(3+C31) v
and other parameters are given as;
~ Vv b%
S = S+fp——, fp = 1-—="—, S = 20;;Qj
" ed); T+ xfa) Ve (26)
1+C8, 1" 7
fw = O] ——% g = r+Cel®-1). 1 = —— (2.7)
g8 +C8, (Sk2?)
wf 2 1 242
fu = Cugiexp —CtzA—UZ[d +g7df] (2.8)
C 1+C
Cw %+M, fip = Cizexp(-Cux?) (2.9)
K a
The rotation tensoK, is given by;
10y ou;
Q” = 5 6_)(1 - a_)(l (210)

and d is the distance from the closest surface.

The remaining variablest, Cp1, Cpo, k, Cyz2, Cua, Cu1, Ci1, Cr2, Ciz andCyq, are the constants

of this model and for this study following values are used;

o = 2/3, Cy = 01355 Cp = 0622
Kk = 04L Cwp = 03 Cuw = 2

"2 " 2.11)
Ch = 7L Cu = 1 GCo = 2
Co = 11 Cu = 2

Two additional assumptions are employed for modeling tieree with Spalart Allmaras.
First assumption is fully turbulent flow assumption, whi@nde achieved by equatirig);
andCi terms to zero. Second assumption is transition locationnagson, where the tran-
sition location is defined by the user and before transitaation, turbulent viscosityr,

is taken to be zero. In this study, the transition locatiodefned according to experimental
data. If no experimental data exists, the transition loceais taken to be at leading edge or

fully turbulent flow assumption is employed.
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2.4 Boundary Conditions

Three boundary conditions are used; the farfield, the walltae jet. Since compressible,
viscous Navier stokes equations are solved, farfield antbeahdary conditions are straight
forward and given below. The jet boundary condition reqgigpecial attention. In this study

the jet boundary condition is developed and its algorithiedided to in-house RANS solver.

2.4.1 Jet Boundary Conditions

The jet is implemented by imposing the velocity boundarydittons on the wall. In this
study, a jet is defined by six parameters; the jet type, thegjercity (Ujet), the jet frequency
(Fjet), the jet location Xiet), the jet slot width (jet) and the jet anglea(jet). The parameters
are shown in Figure 2.1. As seen in the figure, at the jet lonathe jet velocity is given with

a velocity profile with the jet angle from the surface of thefjbe, in the jet slot width.

All jet variables are non-dimensionalized using the chajcad free stream speed of sound

(a~). The non-dimensionalized jet parameters are as follows;

K W
et = T et =
K £ (2.12)
et i jet
Uiet = J_ F Jet -
) B aw/C

When modeling the jet velocity three types of profiles aréet:stop-hatsin distribution and
sir? distribution, which are shown in Figure 2.2. Donovan et al][validated these profiles
and showed that by using constant momentuntfoment, these three profiles gave almost the

same solution of flowfield. Howeves;jr? distribution is found to be numerically more stable.

Ujet(S) = Ujet(t)
Ujet(S) = Ujet(t)sin(rs) (2.13)
Ujet(s) = Ujet(t)Sinz(ﬂ'S)

Three kinds of jet are considered; the steady blowing jetpthised blowing jet and the syn-

thetic jet, which are shown in Figure 2.3. For steady blowthg mean jet velocityUneanjet)

12



0.05

Jet Velocity
Vectors

> 0.04 '\ Jet Angle
!

/

Jet Slot Width
0.03 |

0.39 0.4 0.41 0.42

Figure 2.1: Implementation of a Jet

is applied as the wall boundary velocity. The pulsed andmstitt jet periodically actuates the
surface. Common approach for modeling this actuation gssiinlal oscillation of velocity

(Uoscijet) With the jet frequency. The formulation is given as:

Ujet(t) = Umeanjet + Uosci jet SIN(2F jett) (2.14)

The other parameters being the jet location, the jet slothwadd the jet angle are illustrated
in Figure 2.1. The jet location is defined as the midpoint leetwthe start and end grid points
of the jet and the distance between them is called the jetastiih. The jet angle is defined

as the local angle between the surface and the jet velocity.

The jet momentum cdicient C, jet) and the jet power cdkcient Cp jet), Which are com-

monly used in flow control studies with jets, are defined as;

Piet = Poo
pjetuTgtMITet (2.15)

_ 2w
Cujet = 5—— = Uley * Wiet
Poo8sC

jet

pjetzpoo
U2 W2 2.16)
pietU2W2F (
le™jet™ jet Jet_u2 *Wz *Fjet

Chiot = = U4 ;
p,jet t t
podlCPa,/c e
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2.4.2 Wall Boundary Conditions

Since viscous flow is solved on stationary walls, all the &antigl and normal velocity vectors

at the wall boundary will be zero except the jet location.

Uell = 0 Veer = O (2.17)

2.4.3 Farfield Boundary Conditions

In this study, farfield boundaries are taken to be 10 chordsydwom the geometry. Out-

side the grid, the freestream Mach number and the freestRmmolds number are defined.
Using the Riemann invariants, the non-dimensional grigherties namely pressure, density,
energy and velocity, are calculated. However, the gridaqdiO chords away from the geom-
etry, results in a state where pressure, density and tetnpe@e almost equal to freestream

conditions.

The Riemann boundary condition is as follows:

U+2ay-1 = R*

u—2a,-1 = R

(2.18)

whereu is the normal velocitya is the speed of soundt,is the specific heat rati&?" andR~
are the Riemann invariants. The isentropic assumptionpmstant total pressure, is applied

and the formulation of Riemann condition is as follows;

Ptotalkmax = Ptotal,eo
ukmax = Uco
Wikinax = Woo (2.19)
R = R
R‘Zmax = R;o

where subscripkmax denotes the outer most grid, and denotes the freestream quantities.

Using this equation set, pressure, density, grid velaciied energy is computed.
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2.4.4 Overlapping Boundary Conditions

In this study, the grid is parallelized by domain decompasit To have accurate results all
partitions have overlapping grids in grid norma) direction. Overlapping of=1 andp=Kkmax

is shown in Figure 2.4. Each step overlapping boundary tiongdi are exchanged.

0.3 :%&&\\\%\\\\&“‘\\“
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b
> -0.1}

',/llllllllllllll”ll'lll'l" “t‘\““““{“\‘\\‘
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Ul Tl
-0.4 WIJ i /] iﬂmlllﬂl Il t
I i i

sy LTI |
- 05 0 0.5

X

Figure 2.4: Overlapping of first and end cells

2.5 Grid Generation

The elliptic profile chosen for this study is 12.5 % thick armdfided by the following formula:

X2 Ya
? + —0 627 =0 (2.20)

For solving the jet, fine mesh near jet location is necess@md is refined around the jet
location, the leading edge and the trailing edge. Using drourse algebraic grid generator,
the structured, body-fitted grid is formed. The far field bdany is taken about 10 chord
lengths away from the profile. The mesh growing factor is eho® be 1.15. The grid is
demonstrated in Figure 2.5, and the concentrated pointgetdacation are shown in Figure

2.5(b).
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For validation studies, an additional geometry is formedG®RIDGEN. This geometry is
15.6% thick circulation control airfoil. It is defined by alijgtical profile cut at 0.93 chord, a
jet slot height added and closed with a circular trailingeedghe grid is presented in Figure

2.6, and the jet slot is shown in Figure 2.6(b).

All the grids used are partitioned for parallel computatiothe domain decomposition is

discussed in following section.

2.6 Parallel Computation

The parallel computation of flowfield is carried out by decasipg grids in a parallel cluster
of computers. Each subgrid is assigned to a processor. PYMParallel Virtual Machine)

libraries are used for interprocess communication.

In parallel computations there are important issues thed special attention; domain decom-
position, load balancing and speed-up. In this study, theaio decomposition is performed
by partitioning the grid perpendicular to the elliptic ptefiTo have accurate results and fast
convergence, the partition separation is not located tmtee leading edge, trailing edge or
the jet slot. Maintaining the computational activity on legrocessor is known as load bal-
ancing. It is desirable to minimize waiting time for the dataning from another processor.
In present work, static load balancing is employed, which loa sustained by partitioning
the grid equally. Another issue is speed-up. It is definedaas fast the parallel code as
compared to a serial code solving the same problem. Thelglam@ltines employed in the
same computer cluster for this study, are previously stlibjeTuncer et al. [42] for speed-up
values. Itis shown that after four partitions, increasingnber of partitions is not increasing
the speed-up value significantly, due to network delays.his $tudy, two to five partitions
is employed according to size of the grid. An example of fad grartitioning is shown in

Figure 2.7 for four partitions.

PVM [41] currently supports FORTRAN, C and Java programniamguages. In this thesis,
Fortran PVM libraries are employed, since RANS solver useth iFORTRAN language.

After constructing a cluster of processors, PVM assignslati@each processor. Processor
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Figure 2.7: The grid having four partitions

communication for sharing data, called interprocess comeation, is provided by PVM

library routines.

The cluster of computers available includes 6 quad-cord prbcessors of 2.33 GHz speed,
with 16 GB memory. All computers are running on Linux opargtsystems. The computers

are connected with the 1 Gbps switched Ethernet network.

The parallel algorithm is demonstrated at Figure 2.8. Therahm contains a master and
several workers. The master takes initial conditions anmtitipas the grid into subdomains.
PVM assigns each subdomain to a worker and each worker usesespor. At each step,
overlapping boundary conditions are exchanged betweekemusing PVM libraries. In

predefined periods, the workers send solutions to masteenWtiended iterations are fin-

ished, the master sends all workers a stop message.
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CHAPTER 3

OPTIMIZATION

3.1 Introduction

The recent experimental and numerical studies investigdilowing jets and synthetic jets
show that the drag cdiécient is closely related to the jet parameters. The mainnpeiers
are the jet velocity, the jet angle, the jet frequency, thdégeation and the jet slot width. It
is apparent that, in order to minimize the dragfGo&nt optimization of all these parameters
is needed. The optimization tool employed in this study isg®@se Surface Methodol-
ogy, based on Least Square approximation. This chapteemsebow the Response Surface

Methodology is applied for an optimization process to migirthe drag ca@cient.

The objective function is taken to be the drag fe&nt, and optimization variables are the

jet velocity, the jet angle, the jet frequency, the jet lamatand the jet slot width.

3.2 Response Surface Method

Response Surface Method (RSM) is a technique for fast fiieieeit optimization to provide a
significant insight to complex or unknown systems. RSM isetigyed to model the response
of a complex system using a simplified equation. RSM appratés responses to input
parameters with a polynomial function based on a given sdatd. This data is obtained at
certain set of input conditions, which is produced by vasi@esign of Experiment (DoE)
methods. Once response surface is obtained, statistiahlagion is done to assure RSM

approximation is good enough. [43, 44]
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3.2.1 Formulation

RSM is a Least Squares based method. A given set of data iexap@ted by a polynomial,
whose co#ficients are unknown. Using the Least square method, th@aeat matrix Ci)

is determined. [45]

Yi = Xij * Ci + Ei (31)

Here,Y; represents the given set of daX@, represents the input parameters &ndepresents
the error that results from approximation. It is necessarninimize the summation of the

error squares.

E = Yi—Xj*C (3.2)

S = E? (3.3)

This can be done by equating the gradient of the summatidmecéitror squares to zero.

0S OE;
— = 2E—— 34
aCi 'oC; (34)
OE;
0 = 2E—— 3.5
%G (3.5)
DifferentiatingE; in Equation 3.2;
OE;
— = =Xjj .
= g (3.6)

Then substituting Equation 3.2 and Equation 3.6 into Equadi.5 gives the following equa-

tion.

0 = 2(Yi - Xij *C)(=Xij) (3.7)
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In matrix form it can be illustrated as;

X™X)c = X'y (3.8)

and the solution of this matrix equation is

C=X"X)"X"Y (3.9)

In this thesis, for simplicity, second order polynomial &d for minimizing the drag cdie
cient. The optimized jet parameters are jet velocity, jeflenjet frequency, jet location and
jet slot width. The previous studies show that increasiregjéth power cofficient decreases
the drag cofficient. Therefore, jet power cfiiient is held constant in this optimization. The

jet power coéicient formula is as follows;

Cp.jet = Ugy % Wiy # Feq (3.10)

Keeping the jet power constant the jet slot widitief) becomes a variable dependent to jet
frequency E*) and jet velocity Qjet). Then, four independent variables are left which are jet
location, jet velocity, and jet angle and jet frequency. $beond order optimization objective

function can be illustrated as below.

2 2 2 2
Cd = Clxjet + Czujet + Cga’jet + C4Fjet
+ CsXjetUjet + CoXjet@jet + C7XjetF jet
jett) ] J J J (311)
+ CaUjet@jet + CoUjetF jet + C10ajetF jet
+  C11Xjet + CroUjet + C13jet + C14F jet + C15

3.2.2 Design of Experiment

In the Least Squares method, it should be noted that the tibe given data matrix should
be greater than size of the ¢heient matrix. For achieving the size of the given data many

methods are used, called Design of Experiment [46, 47]. Sufrtteese are;

e Full Factorial
o Modified Full Factorials
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Figure 3.1: Some Design of Experiment Schemes of RSM
— Central Composite Design (CCD)
— Face Center CCD
e Fractional Factorial

e Box-Behnken
e Taguchi Orthogonal Arrays

e Latin Hyper Cube

Mauvris et al. [46] recommendsull Factorial andBox-Behnkerffior second order polynomial
RSM approximation. In this thesis, first Full Factorial isgayed to figure out the picture and

find the first optimum values. Then, in the next iteration, B®hnken is used to accelerate
the procedure.

Full factorial is a comprehensive method, in which all dasgpace is considered. Three
variables design space can be seen at Figure 3.1(a). Theenwintins per a RSM set i$'3

wheren is the number of independent variables and 3 is for minimuaximum and median
values of the design space [46, 47].

Box-Behnken design includes less runs, because it coudleahedian values and not cover

all the corner values. The number of runs is 13 for 3 variat#ésfor 4 variables, 41 for 5

variables. The design space of three variables can be ségyua¢ 3.1(b) [46, 47].
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Figure 3.2: Error Plots of RSM

3.2.3 The Fitness of The Achieved Polynomial

For understanding the fitness of the achieved polynomiakthee a few statistical values to

be checked. These statistical values are defined accoulihg following terms [46, 47].

e "Actual”: Actual data is obtained by the given set of datangsihe complex system. In
current work, complex system is RANS equations, the giveofsata is jet parameters
and the actual data is the drag fitment computed from solving the RANS equations

in flowfields.

e "Predicted”: Predicted data is the response obtained byrgpthe Least Square prob-
lem of RSM using the predefined polynomial and the given sdatd. In current work,
the predicted data is the drag €ideient and the predefined polynomial is the second

order polynomial of jet parameters, as given in Equatiod 3.1

e "Error (Residual)”: Error or RSM Residual is defined as thedlence between "Ac-
tual” data and "Predicted” data. This error shows how go@dREM approximated the

optimization objective.

The statistical terms are defined as:

e Statistical Significance: Drawing "Actual vs. Predictedbtp this property can be
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checked. The data points should be spread in between 95%leocd lines. An exam-

ple plot of "Actual vs. Predicted” is shown in Figure 3.2(a).

e Residual: Drawing "Actual vs. Error” plot, this propertyrcée checked. The error
should be spread and not clumped in specific areas. An exgrigilef "Actual vs.

Error” is shown in Figure 3.2(b).

In current work, optimization process followed is as folkwrirst the drag cagcient, actual
data, is computed by RANS solver at design space of jet paesspgjiven set of data. The
Least Square problem is solved for the fméent matrix of second order polynomial. Using
the second order polynomial, the drag fimgent is predicted. The Response surfaces of
predicted drag cdg&cient are plotted, as shown in Figure 3.3. The second ordgnpmial

is minimized in the design the space using fiminconroutines of MATLAB. The statistical
terms defined above are employed for deciding if the optitiimaobjective computed is
trustworthy. If one of the statistical terms points out tapproximation is not good enough,
a smaller design space is formed and the process is restantedhe first step, which is the

computation of the drag céiecient by RANS solver.
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CHAPTER 4

RESULTS AND DISCUSSION

4.1 Introduction

Validation studies are performed withithout the presence of the jet. In validation studies,
steady blowing and pulsating jets are employed and the Godfett is studied. Preliminary
studies for the steady blowing, the pulsating and the syiatiets are performed. Finally, the

synthetic jet parameters are parameterized and optimizednimize the drag.

Unsteady computations are carried out until a steady oriagierflow solution is obtained.
The computed flowfields are analyzed in terms of aerodynawaitd, the average distribution
of pressure, the average and instantaneous streamlinesloiWs computed are at turbulent
regime between R€.78x1¢ to Re=1x1(". In turbulent flow calculations, Spalart-Allmaras
turbulence model is employed. Flows with laminar-turbulgansition and fully turbulent

flows are analyzed.

The parallel computation of flowfields is carried out by deposing the structured grid sys-
tem into subdomains, each of which is assigned to a corell@gmacessing is performed in
a cluster of computers with quad-core Intel processors38 &Hz speed running on Linux
operating systems. The computers are connected with thepd €titched Ethernet network.

PVM library routines are used for interprocess commurncati

For validation studies, except the Coand@eet study, the comprehensive study of Sohn et
al. [48] is used. This experimental study is performed oveR.&% thick elliptical wing in a
wind tunnel. The elliptical wing has a chord of 0.4m and a sgpfah5 m. The flow conditions

in the wind tunnel are given as the freestream velocity of 3§, iMach number of 0.1 and

29



Reynolds number of 822000. Cases without a jet, with a stbmlying jet and with a pulsed
blowing jet are analyzed using pressure measurements aokesines photographs. The
pressure data is collected by 40 pressure taps on the uppecesof the profile on the mid
span. Without the presence of the jet, the pressure datdlésteal for angles of attack®Go
20°. With the presence of the jet, the pressure data is colldoteahgles of attack 122to 2C°.
On the wing there are two jet slots, with widths of 1mm and teagf 1m, which are located
at the leading edge and the trailing edge. With the averdagelecity of ., two jet angles,
30° and 90, are tested. The pulsed blowing jet is applied with 6 Hz festy.

4.2 Validation without the Jet

In order to assess numerical accuracy of the computed flalsfiébw solutions are compared
with the experimental study of Sohn et al. [48]. Flow solnticare obtained at an angle of
attack () of 14 degrees, a freestream Mach numbd) 6f 0.1 and Reynolds numbeR§

of 822000, which are the conditions of the experimentalystu@lrid independence study is
performed first. Then, validation studies are carried ot &nd without a laminar-turbulent

transition.

4.2.1 Grid Independence

In order to ensure that flow solutions are independent frangtid size, a grid independence
study is conducted in two parts where the grid density algmhreormal to the wall boundary
are varied. Three grid densities along the wall boundaryfandgrid densities normal to the

wall boundary are considered.

Numerical solutions with the grid densities normal to thdluwaundary are conducted ac-
cording the first cell sizes with 1x18, 5x10#, 1x10* and 5x10°, which correspond to 53,
58, 67 and 74 grids in normal direction. In terms of the dinamlsss wall distanceyf) these
thicknesses correspond to 10, 5, 1 and 0.5 respectively.gfiielensity is kept constant as
322 (medium) in all grids. Average pressure distributiomstiiese grid densities normal the
wall boundary are given in Figure 4.1. As observed, yheof 1 and 0.5 have similar the
average pressure distributions. The solution is convetgdiked solution atyt of 1. This

result is an expected result since it is known that flow sohgiwithy"=1 gives accurate flow
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solutions for the Spalart Allmaras Turbulence Model.

0 02 0.4 0.6 08
x/c

0 02 0.4 0.6 08
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(a) Fully Turbulent Flow

Figure 4.1: Variation of the average pressure distribstiaith grid densities normal to the

wall boundary

Numerical solutions with grid densities along the wall bdary are conducted with 166
(coarse), 322 (medium) and 428 (fine) grids. The first celt @izthe surface normal di-
rection is kept constant in all grids as 1xfr the dimensionless wall distancg ) of 1.

The average surface pressure distributions computed ésetgrid densities along the wall
boundary are given in Figure 4.2. As seen, the medium andriegyfid densities produces

nearly same the average pressure distributions. The @olwith the medium grid, with 322

(b) Transition location ax/c = 0.1

cells, is taken as the grid independent solution.

----- Coarse (166x67)
Medium (322x67)
--------- Fine (428x67)

----- Coarse (166x67)
Medium (322x67)
--------- Fine (428x67)

(a) Fully Turbulent Flow

Figure 4.2: Variation of the average pressure distribstimith grid densities along the wall

boundary

(b) Transition location ax/c = 0.1
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4.2.2 Transition Location

To investigate theféect of transition location on the numerical solution, tlagition location

is estimated and compared with the fully turbulent flow. Bslutions are validated with the

experimental study of Sohn et al. [48].
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Figure 4.3: Skin friction co@cients at maximunCy instant

The skin friction cofficients at maximum the drag dieient (Cq) for the transition location
atx/c = 0.1 and the fully turbulent flows are given in Figure 4.3. Theansaneous flowfields
at maximum the drag céigcient (Cq) instant for the transition location at/c = 0.1, the
fully turbulent flow and the experimental study [48] are giva Figure 4.4. As seen from
Figure 4.3(b) and Figure 4.4(b), for the fully turbulent floavflow separation is initiated
at x/c = 0.017 and from Figure 4.3(a) and Figure 4.4(a), which is the flatln transition
location ofx/c = 0.1 flow, a flow separation starts gtc = 0.0215. As observed in Figure
4.4(c), the smoke lines of experiment shows a flow separatitiated at the leading edge
(x/c = 0.0). Both flows agree well with the experimental study [48]eTisagreement at the
trailing edge is seen from the both figures, Figure 4.4(a)rigdre 4.4(b), the separated flow

reattaches to the surface at the trailing edge, where Figd(e) shows a fully separated flow.

Figure 4.5 compares the average pressure distributiomg) af@ profile chord for two tran-
sition locations, the fully turbulent flow and the experirtedrstudy [48]. As it is seen here,

the transition location ox/c = 0.1 and fully turbulent flow show a better agreement with the

experimental study near the leading edge.
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(b) Fully turbulent flow




(c) Experimental data [48]

Figure 4.4: Instantaneous flowfields at maximGginstant
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Figure 4.5: Variation of the average pressure distribigtion
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Figure 4.6: The lift and the drag cfieient histories of the flow with transition location of
x/c=0.1

The lift and the drag cdicient (C; andCgy) histories of the flow with transition location of
x/c = 0.1 are shown in Figure 4.6. As it is seen from Figure 4.6(a) agdrE 4.6(b), load
variations are periodic and two natural frequencies eiiased on the Fourier analysis, these
frequencies are computed as 0.00275 and 0.0154. The av@yagelC, are computed with

the transition location ok/c = 0.1 as 0.115 and 0.8, respectively.

Figure 4.7 shows the lift and the drag @agent histories of the fully turbulent flow. As it is
observed from Figure 4.7(a) and Figure 4.7(b) three naftegliencies exist. Based on the
Fourier analysis, these frequencies are computed as GP027154 and 0.033, two of which

are the same as natural frequencies of the transition ¢tocaftc = 0.1. The averag€y and
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C, are computed with fully turbulent flow as 0.125 and 0.81, eesipely, which are slightly

less than th€, andCq of the flow with transition location ok/c = 0.1.
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Figure 4.7: The lift and the drag cfiieient histories of the fully turbulent flow

To summarize this subsection, the solution is shown to be igdependent in wall along
and wall normal directions. Transition location for angfeatiack 14 degrees is estimated as

x/c = 0.1, since it provides the best agreement with the experirhdata.

4.3 Validation with Presence of the Jet

To evaluate the numerical accuracy of the computed flowfiet&ation studies with pres-

ence of the jet are conducted in three parts. In the first gratgrid independence of steady
jetimplemented flowfields is shown and validation of variisprofiles is performed. In sec-

ond part, a pulsed jet is implemented and validated agdiesexperimental data available.
In third part, the Coandaffect is validated by solving flowfields achieved by implemegta

steady jet near the trailing edge of an elliptic profile.

4.3.1 Steady-Blowing Jet

Flow solutions are obtained at an angle of attack of 14 dsgredéreestream Mach number
of 0.1 and Reynolds number of 822000. The steady blowingsjetefined by an average
jet velocity of 3u., jet slot width of 0.0025c, jet angle of 3@nd a jet location ok/c =

0.01. Grid independence study is performed first, to have fagtaacurate solutions. Then,
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validation studies are carried out by employing variougpjeffiles, which are explained in

section 2.4.1 and shown in Figure 2.2.

4.3.1.1 Grid Independence Study

To show that flow solutions are grid independent, grid indeleace study is conducted by
varying the grid density along the jet slot width. The gridhsi¢gy along the jet slot width is
tested with 6, 10 and 20 cells. Variation of the average pressodficients for these grid
densities along the jet slot width are given in Figure 4.8. sAsn from the figure, neither
solution difers significantly from the other. The jet slot width is resmlvabout 10 cells

throughout this study.

-10

6 cells (312x67)
----- 10 cells (322x67)
--------- 20 cells (344x67)

'
[ee]

'
()]

'
N

|

x/c

Figure 4.8: Variation of the average pressurefioient

4.3.1.2 The Jet Profile Study

To provide numerical stability and accuracy, various jdbeity profiles are considered. By
keeping the jet momentum ceient constant, all flow solutions are validated against the

experimental study of Sohn et al. [48].

Average flowfields without the jet and with presence of thejét various jet velocity profiles
are shown at Figure 4.9. As seen from Figure 4.9(a), a flowra@pa starts ak/c = 0.01.

As observed from figures 4.9(b), 4.9(c) and 4.9(d), all thesgdocity profiles have a good
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Figure 4.9: Average flowfields for various jet velocity prefil
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agreement with each other, the flow is attached to the sutatiex/c =0.9. However, top-
hat distribution jet is leastfiective as compared to other jet profiles. It is observed tat t

application of steady jet delayed the flow separation.

121 B Experimental study, Sohn et al.

o Present study, top-hat distribution
-10 _;g ----- Present study, sin Distribution

gy =i Present study, sin’ distribution

Figure 4.10: Variation of the average pressurefficients for various jets velocity profiles

Figure 4.10 compares the average pressuréicimants of various jet velocity profiles against
the experimental study [48]. As observed from the figurejeghprofiles do not show a signif-
icant diterence and all the profiles show a good agreement with theimgal study [48].
However, the top-hat distribution jet is leadfextive as compared to the other jet profiles.

Application of the steady jet increased the suction presatithe leading edge.
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Figure 4.11: The lift and the drag dbeient histories of various jet profiles

The lift and the drag cdicient histories with and without the presence of the jet fmious

jet profiles are given in Figure 4.11. As seen from Figure @), Ithe application of the jet
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reduces the&€y with sin andsir? profiles. However, the top-hat profile increases the average
Cq and the amplitude of oscillations. The averdggis computed for the top-hat profile,
the sin profile and thesir? profile as 0.14, 0.05 and 0.04 respectively. As seen fromrEigu
4.11(b), the application of the jet increases @e However, top-hat profile increases the
amplitude of oscillations. The avera@gis computed for the top-hat profile, tisn profile

and thesir? profile as 0.88, 1.1 and 1.18 respectively. As observed fl@bbth figures, the

sir? profile shows a numerical stability and has a stronger infleem theC, and theCy.

To summarize this subsection, it is seen that the jet slothngdid resolution with 10 cells
provides a grid independent solution. Three jet profileth s&me jet momentum cfiients,
are tested, all agree well with the experimental data. Intiadd steady blowing jet near
leading edge causes the lift enhancement and the drag imdatthe same time. Moreover,
it is observed thasir? profile causes a steady flow and has a stronger influence oift thed

the drag .

4.3.2 Pulsating Jet

To investigate theféects of the pulsating jet on the flow, a pulse-blowing jet ipligal from
the leading edge, which is explained in section 2.4.1 and/shio Figure 2.3. The unsteady

flows are validated against experimental data of Sohn e48]. |

Flow solutions are obtained at an angle of attack of 14 degeefreestream Mach number of
0.1 and Reynolds number of 822000. The pulsating jet is difiyea maximum jet velocity
of 6u.., jet slot width of 0.0025c, jet angle of 30a jet location of 0.01c and a jet frequency of
0.08. Validation studies are carried out using flowfields tnredaverage pressure ¢heient

distributions.

The instantaneous flowfields for the present study and therempntal study [48] with the
presence of pulsating jet are presented in Figure 4.12. &s §em the figure, the applica-
tion of pulsating jet causes vortex formation, translatiérvortices and reattachment of the
flow periodically. As observed, the present study shows @ gapeement at the first and the
second phases of the period, however, at the third and fphekes of period, some disagree-
ment exists. Due to the fact that the pulsating jet used bgmxgntal study [48] is a square

wave blowing jet and the pulsating jet used by present stsidysine-wave blowing jet, and

39



-0.5 0 0.5

(a) Present

(c) Present (d) Sohn et al. [48]

(e) Present (f) Sohn et al. [48]

=21

x/c

(g) Present (h) Sohn et al. [48]

Figure 4.12: The instantaneous flowfields with the presehpeleating jet
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since the phases of the experimental study [48] are notdsextactly, there could be some

time shift.

A

Experimental Study, Sohn et al.

Present Study

x/c

Figure 4.13: Variation of the average pressureffocient distributions

Figure 4.13 compares the present study and the experimstothl [48] in terms of the av-

erage pressure cfiients, with the pulsating jet. As seen, the present studyestimates

pressure cdécient when compared with the experimental data [48]. It matiributed to

the underestimation of the flow separation in the numeriohlti®ns. In addition, thesir?

distribution of the jet velocity on the jet slot width is eroped, which is shown to be overes-

timating the pressure cficient in steady jet validation studies.
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Figure 4.14: The lift and the drag déieient histories of the pulsating jet

The lift and the drag cdgcient histories are presented for the pulsating jet in Egud4.

As seen from the figure, the application of the pulsatingrjetéases the avera@efrom 0.8
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to 0.92 and decreases the aver&@gefrom 0.125 to 0.078. With the implementation of the
pulsating jet, the amplitude of oscillations is reducearfi@.41 to 0.3 foiC; and from 0.08 to
0.06 forCqy. The frequency of the oscillations for the pulsating jetgaa to the jet frequency
of 0.08, which is greater than the frequency of the osailiaifor the case without the jet,
0.00275.

To summarize this subsection, it is seen that the influengeilshting jets are predicted well
in general, as compared to the experimental data. Howeavirstantaneous flow, compari-
son shows dference since pulsating jets are square waves and the ssk®isine waves to
approximate it. Another observation is, applying pulsafiet causes a periodic flow, which

has the same frequency with the pulsating jet.

4.3.3 Coanda Hect

In order to investigate the Coandfiext, a blowing jet is applied near the trailing edge and
unsteady flow computations are performed. Steady flows anpaced with the experimental

and the numerical studies of Shrewsbury et al. [2].

In this investigation, a thicker profile with 15.6% thicksds employed. Flow solutions are
obtained at an angle of attack of O degrees, a freestream Mewher of 0.0853 and Reynolds
Number of 0.78x18. Steady blowing jet is defined by a maximum jet velocity af.5a jet

slot width of 0.004c, jet angle of 90a jet location ofx/c = 0.931. The geometry, the flow

conditions and the jet parameters are taken from the Shuewsbal. [2].

In Figure 4.15, the instantaneous flowfields are shown fopthsent study, with and without
the jet, and for numerical study [2] with presence of the f&.seen from Figure 4.15(a), a
flow separation starts at 0.9 chord and vortex shedding s@tuhe trailing edge, without the
jet. As observed from Figure 4.15(b), the flow is fully attadhwith the application of the jet.
Figure 4.15(c) and Figure 4.15(b) compares the instantemffawfields for the present study
and the numerical study [2]. The flowfields of the presentystitbws a good agreement with

the flowfields of the numerical study [2].

In Figure 4.16, the instantaneous pressure distributioasllastrated for the present study,

the numerical study [2] and the experimental study [2]. Assén the present study tig, in
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Figure 4.15: The instantaneous flowfields of present studynamerical study [2]
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Figure 4.16: Variation of instantaneous pressure didiohs

upper part of profile near trailing edge is underestimatecbagpared to the numerical study
[2] and the experimental study [2]. However, in the lowertgdrprofile near trailing edge,

the present study shows a better agreement with the expaahsudy as compared to the

numerical study.
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Figure 4.17: The lift and the drag déeient histories

The lift and the drag cdgcient histories are presented in Figure 4.17. As seen fragur€i
4.17(a), application of the jet significantly increaseslifteAs observed from Figure 4.17(b),
presence of the jet increases the drag . In the present wakift codficient is computed

as 4.3, which is close to the value computed in the numeriadlysof Shrewsbury et al. [2],

being 4.5. The drag cdiécient is computed as 0.12.
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To summarize this subsection, it is seen that Coafigetecauses a large increase in the lift
and increases the drag . The prediction agrees well the imxg@etal and numerical data.
However, the solutions are shown to be underestimating ub&os pressure at the trailing

edge, when compared with the experimental data available.

4.4  Preliminary Studies with various jet types

The comparison of three types of jet is carried out to assesefects of various jets on the
flow. Three types of jets are tested; steady blowing, pulgatind synthetic jet, which are
explained in section 2.4.1 and shown in Figure 2.3. Flowtsnis are obtained at an angle of
attack of 14 degrees, a freestream Mach number of 0.1 andoRisymumber of 822000. The
jets are defined by a maximum jet velocity af.§ a jet slot width of 0.0025c, a jet angle of
30, ajet location of 0.01c and for pulsating jet and synthedtca jet frequency of 0.08. The

comparison studies are carried out using flowfields and ththé drag time histories.
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Figure 4.18: The lift and the drag déieient histories of various jets

The lift and the drag cdicient histories with presence of various jets are given gufé
4.18. As seen from Figure 4.18(a), the minimum the draghaeent is achieved by the
synthetic jet. As observed from Figure 4.18(b), the maxinthelift codficient is achieved
by the steady jet. As compared to the pulsating jet, the gfiatifet has the same frequency
of oscillations and reduced amplitude of oscillations. His tstudy, the synthetic jets are
employed since previous studies has shown that synth&tiaije smaller and need less power,

also the objective of this thesis is minimize the drag .
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The instantaneous flowfields for with presence of various ge¢ shown at Figure 4.19. As
seen from Figure 4.19(a), a flow separation exists and tissa0.9 chord. In Figure 4.19(b),
a vortex is formed at leading edge and connects downstrearRigure 4.19(c), a vortex is

formed at the 0.9 chord and connects downstream.

To summarize, the steady jet causes a steady flow and, thatipgl&nd the synthetic jets
cause periodic flow. The steady jet increases the lift méfiectvely and the synthetic jet

reduces the drag morétectively. All jet profiles delay the flow separation.

4.5 Parametric Studies on the Synthetic Jet Parameters

Parametric studies are carried out to evaluate the influeh®gnthetic jets on the flow. Flow
solutions are obtained at an angle of attack of 0 degreegeatfeam Mach number of 0.1
and Reynolds number of 1x40 The jet velocity, the jet angle, the jet frequency, the jet
location and the jet slot width are varied to observe thalividual efects on the flow. The

jet parameters of the baseline configuration are given iheT&h.

Table 4.1: The Jet Parameters of the Baseline Configuration

Jet Location Jet Angle Jet Slot Width | Jet Velocity Jet Frequency
0.1 30 0.0047 15 1.2

Three jet locations are testeqdc = 0.1, x/c = 0.5 andx/c = 0.9. Variation of the lift and the
drag codicients with the jet location are shown in Figure 4.20. As deem the figure, the
jet location atx/c = 0.1 reduces the drag cfieient by 3.66% and the jet locationgtc = 0.9
increases the lift by 217%.

To analyze #ects of the jet angle, 15, 30 and 50 degrees are tested. ivaradtthe lift and
the drag cofficients with the jet angle are presented in Figure 4.21. As feen the figure,

at jet location ofx/c = 0.1 and the jet angle of 50 degrees decreases the drag by 8%jahd at
location ofx/c = 0.9 and the jet angle of 50 degrees increases the lift as much78s @ith

a drag increase of 70%. Another observation is at jet lopatja = 0.9 and the jet angle of
30 degrees the lift is increased by 217% and the drag is stayestant. It is observed that

the jet angle ffect on the flow is strongly related to the location of the jet.
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Figure 4.20: Variation of the lift and the drag d¢beients with the jet location
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Figure 4.21: Variation of the lift and the drag d¢beients with the jet angle

The jet frequencies of 0.8, 1.2 and 3 are tested. Variatidhefift and the drag cd&cients
with the jet frequency are demonstrated in Figure 4.22. Ashlmaobserved, at jet locations
of x/c = 0.1 andx/c = 0.5, the variation of jet frequency has almost riteet on the lift or

the drag . At jet location ok/c = 0.9, the lift increases as the jet frequency increases. At jet
location ofx/c = 0.9 and the jet frequency of 3, the lift cthieient is increased by 349% with

a 1% the drag decrease.

Three jet velocities (corresponding to Mach number) areete9.1, 0.15 and 0.3. Variation
of the lift and the drag cdicients with the jet velocity are illustrated in Figure 4.28s
seen from Figure 4.23(b), at all jet locations, the lift fimgent increases, as the jet velocity

increases and the maximum the lift éideent increase occurs at jet locatigyc = 0.9 with
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Figure 4.22: Variation of the lift and the drag ¢beients with the jet frequency

1285%.As observed from Figure 4.23(a), at jet locatiwfis= 0.1 andx/c = 0.5, increasing
the jet velocity decreases the drag ffméent and the maximum the drag reduction occurs at
jet location 0.1 with 17.5%. At jet locatiox/c = 0.9, an increase of jet velocity results in first
a decrease, then an increase in the drag . At jet locadion= 0.9 with jet velocity 1.5, the
drag stays constant, with the jet velocity 0.3, the drageased by 81%. It is observed that
increasing the jet velocity increases the jet momentumngioehe flow and increasing the jet
momentum increases the lift. However, increasing jet maommnay increase the drag also

depending on the jet location.
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Figure 4.23: Variation of the lift and the drag d¢heient with the jet velocity

Three jet slot widths are tested; 0.00231, 0.0047 and OQ0Y&riation of the lift and the
drag codficients with the jet slot width are given in Figure 4.24. Asrséem the figure, by
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increasing the slot size both the lift enhancement and thg duction occur. The maximum
the drag reduction of 5.6% is observed at the jet locatior/of= 0.1 and the jet slot width
of 0.00707c. The maximum the lift enhancement of 300% is mieskat the jet location of
x/c = 0.1 and jet slot width of 0.00707c.
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Figure 4.24: Variation of The lift and the drag ¢beients with the jet slot width

The flowfields for the cases with the minimum the drag and themam the lift are shown in
Figure 4.25. As observed in Figure 4.25(c), implementaticthe jet from 0.1 chord energizes
the boundary layer and decreases the drag , whereas, irei5(d), implementation of the

jet from 0.9 chord delays the separation and increasesfthe li

To summarize this subsection, the lift and the dragfodent performance is strongly related
to the location of the jet. The jet locations near leadingeedig better for the drag reducing
and the jet locations near trailing edge are better for fihefihancement. The jet velocity
and the jet slot width increase the lift and decrease the draig dfectively. The jet angle
and the jet frequencyfiects are strongly related to jet location. The led&aive parameter

observed is the jet frequency.

4.6 Optimization of Synthetic Jet Parameters

The numerical optimization algorithm described in Chapterimplemented for the synthetic
jet parameters to minimize the drag @i@ent of the elliptical profile. The optimization algo-

rithm is based on the response surface of the objectiveitmathich is the drag cdicient.
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Figure 4.25: Average flowfields at=0
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The computational and experimental findings show that thg dodficient is closely con-
nected to synthetic jet and flow parameters, such as the l@etitye the jet angle, the jet
frequency, the jet location, the jet slot width, the anglattdick of the profiled), etc. It is ob-
served that, to minimize the drag ¢heient an optimization of all above variables is needed.
By keeping the jet power cdiicient constant, the jet slot width becomes a function of ¢he |

velocity, the jet angle and the jet frequency. The indepehdariables are reduced to four.

In this study, optimization variables are the jet slot wjdtte jet location, the jet velocity, the
jet angle and the jet frequency. Two optimization studiescanducted witlw=0 degrees and

a=4 degrees.

Full Factorial Design of RSM gives the number of flow solutiaas 3 for five independent
variables. Limits of the optimization space for 4-variaBI8M optimization is shown in Table
4.2.

Table 4.2: Limits of the Optimization Space for 4 VariabldlfFactorial Design of Experi-
ment RSM Optimization

Jet Jet Angle | Jet Velocity Jet
Location Frequency
Minimum 0.1 15 0.1 0.8
Mean 0.5 30 0.15 1.2
Maximum 0.9 50 0.3 3.

4.6.1 Optimization ata = 0 degrees

Optimization studies are performed for minimizing the dcagtficient. Flow solutions are
obtained at an angle of attack of O degrees, a freestream Kiacier of 0.1, Reynolds

number of 1x16 and a jet power cdaicient of 0.0006.

The initial optimization study is conducted with Full Fagéb Design of Experiment (DoE)
and the ranges of parameters are specified in Table 4.2. linitta optimization study the
minimum the drag is computed as 0. The jet parameters arel fasia jet location ok/c =

0.1, a jet frequency of 0.8, a jet velocity of 0.3 and a jet andl835. At the optimum point
RANS calculates the drag ceient as 0.00371 corresponding to a drag decrease of 9.5%.
RSM residuals for initial optimization study are presenied-igure 4.26. Figure 4.26(a)

52



compares the flow solver results with the RSM surface resfikobserved, some values are
outside of the 95% confidence lines. Figure 4.26(b) showsittoe between response surface
and the flow solutions. As seen, the maximum error between R8fdce and the flow solver

result is about 25%.
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Figure 4.26: RSM residuals at=0 for first trial

To decrease the errors between the RSM surfaces and the fiosy, sbsecond RSM set is
performed. In the second RSM set a smaller range of variabidsBox-Behnken DoE is
employed. Limits of the optimization space for second oftation study are illustrated in
Table 4.3.

Table 4.3: Limits of the Optimization Space for 4 VariablexdB®ehnken Design of Experi-
ment RSM Optimization

Jet Jet Angle | Jet Velocity Jet

Location Frequency
Minimum 0.01 15 0.15 0.5
Mean 0.1 33 0.3 0.8
Maximum 0.2 50 0.4 1.2

In the second optimization study, with the jet location d@0chord, a jet frequency of 0.5, jet
velocity of 0.4 and a jet angle of 8@&he minimum the drag is computed as 0. At the optimum
point RANS calculates the drag dteient as 0.00277 corresponding to a drag decrease of
32.5%. The RSM residuals for second optimization study laogva in Figure 4.27. As seen,

the error between the RSM surface and the flow solver resokasly 11%. Figure 4.27(a)
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compares the flow solver results with the RSM surface resulis observed, most of the

values are within the of 95% confidence lines. The respongacsuplots are given in Figure

4.28. As seen, the mosffective parameter is the jet location, then the jet velocibfevthe

least d€fective parameter is the jet frequency.
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Figure 4.27: RSM residuals at=0 for second trial

At the baseline configuration of optimization, the lift ¢beent is decreased about 112%
and the drag cdicient is decreased about 3.66% . With optimization, theclifefficient

is increased about 34.5% and the dragfitoient is decreased about 32.5%. Figure 4.29
compares the average flowfields of without the jet, the syiathet applied with baseline
configuration jet parameters and the synthetic jet applittaltve optimum jet parameters. As
seen from the figure, application of jet energized the boyntdger. However, the vortical

structures at the trailing edge still exist.

4.6.2 Optimization ata = 4 degrees

Optimization studies are performed for minimizing the dcagtficient. Flow solutions are
obtained at an angle of attack of 4 degrees, a freestream kiaciver of 0.1, Reynolds

number of 1x16 and a jet power cdaicient of 0.0006.

The initial optimization study gives the minimum the drag0ashe jet location ag/c = 0.1,
the nondimensional jet frequency as 1.5, the jet velocit).8sand the jet angle as 33At

the optimum point RANS calculates the drag ffméent as 0.00504, corresponding to a drag
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Figure 4.28: 3D plots of RSM ai=0 for second trial
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Figure 4.29: Average flowfields at=0
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reduction of 10%. RSM residuals for initial optimizatiorudy are given in Figure 4.30. As
seen, the error between RSM surface and the flow solver isseidts than 5%. Figure 4.30(a)
compares the flow solver results with the RSM surface resfksobserved, most values are
within the 95% confidence lines. The response surface 33 plat presented in Figure 4.31.
As seen from the figure, the modfective parameter is the jet location followed by the jet

velocity whereas the leasftective parameter is jet frequency.
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Figure 4.30: RSM residuals at=4 for first trial

To reduce the drag more the limits of DoE of RSM is modified. Ha second RSM set a
smaller range of variables and Box-Behnken DoE is employéchits of the optimization

space for second optimization study are illustrated in&dd.

Table 4.4: Limits of the Optimization Space for 4 VariablexdB®ehnken Design of Experi-
ment RSM Optimization

Jet Jet Angle | Jet Velocity Jet
Location Frequency
Minimum 0.01 15 0.15 0.8
Mean 0.1 33 0.3 15
Maximum 0.2 50 0.4 3.

A second optimization study is performed using the limit$aible 4.4, since the drag reducing
is too low. At the jet location ok/c = 0.01, with a nondimensional jet frequency of 0.8, jet
velocity of 0.4 and a jet angle of 80the minimum the drag is computed as 0. At the optimum

point RANS calculates the drag d@eient as 0.00424 corresponding to a drag decrease of
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Figure 4.31: 3D plots of RSM ai=4 for first trial
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24%. RSM residuals for second optimization study are giveRigure 4.32. As seen, the
error between RSM surface and the flow solver result is |less3Bb. Figure 4.32(a) compares
the flow solver results with the RSM surface results. As oletrmost values are within the
95% confidence lines. The response surface 3D plots arenpeelsi Figure 4.33. As seen,
the most &ective parameter is the jet location followed by the jet e#lowhereas the least

effective parameter is jet frequency.
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Figure 4.32: RSM residuals at=4 for second trial

At baseline configuration of optimization, the lift déeient is not changed and the drag
codficient is decreased by 2%. At the optimum point the liftféeéent is increased by 2%
and the drag cdicient is decreased by 24%. Figure 4.34 compares the averagfefts
of without the jet, the synthetic jet applied with baselirenfiguration jet parameters and
the synthetic jet applied with the optimum jet parameters s@en, the boundary layer is

energized as the jet is applied with optimum jet parameter&imployed.
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Figure 4.33: 3D plots of RSM ai=4 for second trial
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Figure 4.34: Average flowfields at=4
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CHAPTER 5

CONCLUSION

In the present study, active flow control studies with jetsegformed successfully. Unsteady
turbulent flows over a 12.5% thick elliptical profile are camgxl using a Navier Stokes solver,
in a parallel computing environment, on structured gridalidation studies are performed
with and without the presence of the jet. The steady blowtimg pulsating and the synthetic
jets are studied. The synthetic jet parameters are paraetind optimized to minimize the

drag.

In the validation studies without the presence of the jeis ghown that the flow solutions
agree well with the experimental study using transitioratam of x/c = 0.1. For steady
blowing jets, it is observed that grid resolution at the getdtion does not change the average
C,, distribution significantly. The averad#, distributions of the three jet profiles, in general,
agree well with the experimental data. The steady blowingplied at the leading edge
causes lift enhancement and drag reduction at the same tineshown thatsir? profile
increases th€, and decreases tl@ more dfectively, and causes a steady flow. Applying the
pulsating jet induces a periodic flow, where the frequencfabe C; and theCqy are equal to
the frequency of the pulsating jet. It is seen that the pimgaét solutions are underestimating
the seperation, causing overestimation of the ave@ageThe Coandaféect is observed to
cause a large increase in lift which is also increasing thg.dFhe solutions are shown to be

underestimating the suction pressure at the trailing edge.

Preliminary studies of various jets; namely the steady bigvjet, the pulsating jet and the
synthetic jet, are performed. The steady blowing jet cagseady flow, while other jets
cause unsteady (periodic) flow. Application of the steadyrjereases the lift the most and

application of the synthetic jet decreases the drag the.nbst least fective jet type is the
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pulsating jet.

In the parametric studies of the synthetic jet following eéfvations are achieved. As the jet
velocity and the jet slot width increase, the lift increasesl the drag decreases. The jet
locations near leading edge are mofteetive for the drag reduction and the jet locations near
trailing edge are morefkective for the lift enhancement. The jet angle and the jejiemcy
effects are strongly related to the jet location. The ledi&ctve jet parameter is the jet

frequency.

Finally, in the optimization of the synthetic jet paramstétis observed that at= 0 degrees,

for minimum drag, the jet should be applied at 0.01 chord wittondimensional jet velocity
of 0.4, with a jet angle of 50 degrees and a nondimensionéiggtiency of 0.5. The drag is
reduced by 32.5%, the lift is increased by 34.5%. For minindrayg ate = 4 degrees, the
jet should be applied at 0.01 chord with a nondimensionalgkicity of 0.4, with a jet angle

of 50 degrees and a nondimensional jet frequency of 0.8. Tég id reduced by 24%, the
lift is increased by 2%. The synthetic jet is, therefore,estsed to be moreféective ate = 0

degrees.

As a future work, more sophisticated transition and tunbcdemodels or LES, DNS can be
used. To include 3DfEects of turbulence, the problem can be modeled in 3D. Theajebe
defined with dfferent jet profiles or modeling can start from the diagphrarthefsynthetic
jet. Oscillation of the jet velocity may be remodeled. Mowgtailled parameterization of
the jet parameters can be performed. The lift and the dradpeaptimized together or the

lift-to-drag ratio can be optimized. Berent optimization techniques may be employed.
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