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ABSTRACT

ACTIVE FLOW CONTROL STUDIES OVER AN ELLIPTICAL PROFILE

Erler, Engin

M.S., Department of Aerospace Engineering

Supervisor : Prof. Dr.̇Ismail H. Tuncer

September 2008, 66 pages

Active flow control by a jet over a 12.5% thick elliptic profileis investigated numerically.

Unsteady flowfields are calculated with a Navier Stokes solver. The numerical method is first

validated without the jet and with the presence of steady-blowing and pulsating jets. Three jet

types, namely steady, pulsating and synthetic jets, are next compared with each other and it is

shown that the most drag reduction is achieved by a syntheticjet and the most lift enhancement

is achieved by a steady jet. The influences of the jet location, the jet velocity, the jet frequency,

the jet slot length and the jet angle on the flowfield is parametrically studied. It is shown that

the jet location and the jet velocity are the most effective parameters. The jet parameters are

optimized to minimize the drag coefficient while keeping the jet power constant. The drag is

reduced by 32.5% for the angle of attack 0o and by 24% for the angle of attack 4o.

Keywords: Active Flow Control, Computational Fluid Dynamics, Elliptical Profile, Response

Surface Methodology
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ÖZ

BİR ELİPTİK PROḞIL ÜZERİNDE AKTİF AKIŞ KONTROLÜ ÇALIŞMALARI

Erler, Engin

Yüksek Lisans, Havacılık ve Uzay Mühendisliği Bölüm¨u

Tez Yöneticisi : Prof. Dr.̇Ismail H. Tuncer

Eylül 2008, 66 sayfa

Bir jet ile yapılan aktif akış kontrolü, %12.5 kalınlıktaki bir eliptik profil üzerinde sayısal

yöntemlerle incelenmiştir.̇Ilk olarak, sayısal yöntem jet olmadığında ve sürekli üfleyen ve

periyodik üfleyen jetler olduğunda doğrulanmıştır. Daha sonra, üç jet çeşidi, yani sürekli

üfleyen, periyodik üfleyen ve sentetik jet karşılaştırılmış ve sürükleme kuvvetini en çok sen-

tetik jetin azalttığı ve kaldırma kuvvetini en çok sürekli üfleyen jetin arttırdığı gösterilmiştir.

Jetin yeri, açısı, hızı, genişliği ve frekansının etkisi parametrik olarak incelenmiştir. Jetin

yeri ve jetin hızının en etkili parametreler olduğu gösterilmiştir. Jet parametreleri en düşük

sürükleme kuvveti için sabit güç koşullarında optimize edilmiştir. Sürükleme kuvveti, hücum

açısı 0o için %32.5, hücum açısı 4o için %24 azaltılmıştır.

Anahtar Kelimeler: Aktif Akış Kontrolü, Hesaplamalı Akışkanlar Dinamiği, Eliptik Kanat

Profili, Yanıt Yüzey Yöntemi

v



Dedicated to my beloved father

vi



ACKNOWLEDGMENTS

In Aerospace Engineering Department, first, I want to thank my supervisor Prof. Dr.̇Ismail

H. Tuncer for his assistance and advisories about my thesis.Also thanks to the jury members

for their corrections and advices. I am grateful to Dr. Mustafa Kaya about his help on parallel

computing and optimization.
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CHAPTER 1

INTRODUCTION

High thrust, high lift, low weight and low drag are the main requirements of the current air-

craft. In recent years, the studies show that all these requirements can be met by active flow

control. Active flow control is the ability of controlling the flow with addition of energy and

without attachment of auxiliary devices such as riblets, flaps or large-eddy breakup devices

[3]. Lift and thrust enhancement, drag reduction, noise abatement, stall delaying, full/partial

flow reattachment, mixing enhancement are the main outcomesof active flow control. Al-

tering the flow for maneuvering without using control surfaces gives the opportunity for low

cost and low weight UAVs [4, 5]. Delaying stall with active flow control on the blades has

shown to increase thrust for gas turbine engines [6]. For reducing the drag on the wings, active

control of laminar-turbulent transition has been employedin many applications [7, 8, 9]. In-

vestigations of development of high-lift systems are concentrated on application of active flow

control for increasing the lift without changing the angle of attack or using flaps [10, 11, 12].

Helicopters can benefit from rapidly changing of lift and drag by using active flow control,

for blade-vortex-interaction (BVI) noise reduction [13, 14].

One way of active flow control is blowing jets from the wing surfaces. Blowing jets are used

in many applications for separation and circulation control. Steady and pulsed blowing have

been used in many experimental and numerical applications to increase lift and/or decrease

drag. The studies showed that blowing air only changes the resultant vector’s direction, caus-

ing lift enhancement by compromising the drag reduction. However, application of these jets

on real aircraft creates problems, such as the weight of special equipment to be carried and

the increased energy requirement in the operation.
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Figure 1.1: The Flow around an Elliptical Profile

Blowing jets are mostly used for circulation control of the blunt trailing edges. Blowing air

near the trailing edge tangential to the surface, attaches the separated flow to the circular

surface. This tendency of a stream of fluid to stay attached toa convex surface, rather than

follow a straight line in its original direction is calledCoanda Effect, and an example is shown

in Figure 1.1. The principle was named after the Romanian researcher Henri Coanda, who was

the first to understand the practical importance of the phenomenon for aircraft development.

The Coanda effect is a result of the momentum of the gas and entrainment the air. As air flows

over a convex airfoil, air is drawn down to adhere to the airfoil by a combination of the greater

pressure above the gas flow and the lower pressure below the flow caused by an evacuating

effect of the flow itself. As a result of shear flow, the slow-moving fluid trapped between the

flow and the upper surface of the airfoil is rarefied [15].

Another way of active flow control is using synthetic jets, anexample is presented in the

Figure 1.2. The synthetic jet results from an oscillating membrane in an enclosed area with

an orifice at the top. The oscillating membrane sucks the air from the orifice at the top, thus

from the flow, and blows the air back into the flow. In this method, the flow gains momentum

with introducing zero-net mass flux into the flow. Synthetic jets not only increase the lift,

but also decrease the drag significantly. As opposed to blowing jets, synthetic jets do not

2



Figure 1.2: Synthetic Jet demonstration [1]

require special equipment or energy to blow the air. The oscillating membranes are activated

using electrostatic or piezo-electric actuators and advancing technology gives the opportunity

to create small and low cost jet actuators.

There are also other ways of active flow control like sucking jets, plasma jets, heaters, coolers,

etc., which can change viscosity of flow, temperature of the flow or mass flux of the flow.

However, in this thesis only blowing jets and synthetic jetsare analyzed.

1.1 Experimental Studies

Flow control is discovered by Prandtl simultaneously with boundary layer theory a century

ago [16]. During the Second World War, as well as the Cold War military needs have acceler-

ated the flow control era [17, 18, 19]. After 1970, energy conservation and drag reduction has

been widely researched for civilian air, sea and land vehicles. Large eddy breakup devices and

riblets are developed to reduce the skin-friction drag in the turbulent layers [20, 21, 22, 23].

The first attempts to employ jets were with steady blowing jets. Henri Coanda investigated

steady blowing jets over elliptical surfaces and invented the ”Coanda Jet” [15]. The Coanda

effect is then studied for elliptical wings by tangential blowing near the trailing edge. The

experimental and numerical studies have shown tremendous increase of lift with drag penalty

(increase) [2, 24]. This phenomenon assisted the development of NOTAR concept in he-

3



licopters, in which a big jet using the flow of the engine is blown at the tail boom and it

produces the thrust needed for anti-torque [25].

The next attempts to employ jets were with pulsed blowing jets. Seifert et al. [26] has worked

experimentally on steady and oscillatory tangential blowing for several airfoils, namely NACA

0015, Eppler E-24 and PR8-40. To blow air, they have used two slots, which are at the lead-

ing edge of the airfoil and at the leading edge of the flap. Theyhave investigated the effect of

several parameters, namely the momentum coefficient of steady and oscillatory components

of the blowing jet, the frequency of the oscillations, the shape and the incidence of the used

airfoil. For NACA 0015 airfoil, it has been shown that steadyblowing from leading edge with

a jet momentum coefficient (Cµ =
ρ jetu∗2jetw

∗
jet

ρ∞u2
∞c

) of 0.10 causes increase in lift and decrease

in drag, but also causes decrease in the stall angle from 12 degrees to 8 degrees. On the

other hand, oscillatory blowing with a jet momentum coefficient of 0.008 (Cµ=0.008) from

the leading edge with a non-dimensional frequency (F+ =
F∗jet

u∞/c
) of 2, causes increase of lift

coefficient (Cl), decrease of drag coefficient(Cd) and also increase of stall angle and maximum

lift coefficient (Cl,max). Another result is, oscillatory blowing not only increases stall angle,

but also decreases the momentum needed for higherCl. For steady blowing, increasingCµ

causes increase ofCl, however, for oscillatory blowing increasingCµ increasesCl to a peak

then its effect decreases. The most effectiveF+ has been found as 1. They have concluded

that there were a lot of parameters to be investigated, so numerical tools would be useful.

The weight and energy constraints of blowing jets are currently overcome by the new type of

jets, synthetic jets. Advancing technology gives opportunity to produce low cost and small

synthetic jet actuators. Glezer and Amitay [1] have reviewed the previous studies on the

synthetic jets. They have experimentally studied several jet parameters over a cylinder. The

jet angle study shows that for angles less than 90 degrees applying jet increased lift and

decreased drag, and between 90 and 130 degrees the lift and the drag decreased. However,

more than 130 degrees of jet angle applying jet has a bad influence on the aerodynamic forces.

The jet frequency study shows that the most effective jet frequency is at the order of 1 (F+=1),

however, if the actuation frequency is high enough (F+ > 2), aerodynamic forces decouples

from the jet frequency.

The location of the jet is one of the main important parameters being investigated. Locating

the jet tangentially near the trailing edge is used for high-lift and circulation control, whereas,

4



locating the jet tangentially near the leading edge is used for separation control. Naini et al

[27] have conducted an experimental study on excitation from tangential slots using piezoelec-

tric actuators to control the flow over a circular cylinder. Jet location, amplitude and frequency

are all quantified. The most effective parameter has been found as the jet location. They have

shown that periodic excitation in front of the stagnation point helps bypassing the transition,

modifying the shear layer and delaying the separation. In this study, the best frequency has

been found as the natural shedding frequency which corresponds to non-dimensional jet fre-

quency of 1 (F+ = 1). Another observation is that by using front stagnation point andF+ = 1,

increasing the amplitude of the excitation increases the lift without changing the drag.

Siegel et al. [28] have also conducted an experimental studyon the wake control of a circular

cylinder and have designed a jet actuation system. The blowing jets are injected normal to

the flow, from the upper side and the lower side. Open-loop control and close-loop control

are investigated. In open-loop control, by blowing and sucking from different places, mass

is introduced to the flow since blown and sucked gases are not equal. In closed-loop control,

by blowing and sucking from different places at equal mass, mass is not introduced to the

flow. This study has shown that the closed loop feedback reduces the drag and reduces the

unsteadiness in the lift, but does not stabilize the wake. However, the open loop control

stabilizes the wake, reduces the drag and reduces the unsteadiness in the lift. When the jet

actuation system is located at the start location of the wake, the drag is further reduced by

90%.

Jones et al [29] have experimentally studied the circulation control with blowing jets around

round trailing edge flapped airfoils, to reduce the side effects of high lifting devices like drag

and mass flow. It is shown that locating the blowing jet at the upper side of the trailing edge

of airfoil creates more lift than locating the blowing jet atthe lower side of the trailing edge

of airfoil. Another result observed is locating the blowingjets both at the upper side and the

lower side of trailing edge causes reduction of the drag about 60%. Steady and pulsed blowing

are compared by mass flow used and the results show that the pulsed blowing decreases mass

flow needed by 50% for the same lift coefficient, and decreases the mass flow needed by

55-60% for the same lift to drag ratio.

Vismanath and Madhavan [30] have worked experimentally on steady tangential blowing

from the trailing edge. They have tested a novel approach by putting the blowing slot down-
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stream of the separation point. It is found that blowing inside the separation region, removes

shear layer closure as opposed to blowing before separationbubble which is adopted by clas-

sical boundary layer theory. As the blowing slot approachesthe separation point, much more

separation control is obtained and the lift is increased as aresult of Kutta condition.

1.2 Numerical Studies

A precise analysis of jets is limited due to its complexity. However, there have been a number

of researchers who provided some progress on the simplification of the analysis. The com-

mon approach is to model the jet by changing the velocity wallboundary condition at the jet

location. The effect of the oscillating diaphragm of synthetic jet and the effect of the pulsed

blowing jets are simulated by a sinusoidal variation of the velocity.

Donovan et al. [31] have investigated the effect of steady jets and synthetic jets over NACA

0012 and NACA 0015. The profile of the jet is studied, and it is concluded thatsin2 profile

best agrees with experiments and shows good numerical stability, however with constant jet

momentum, all profiles exhibit similar results. It is shown that using steady or synthetic jet has

negligible effects before separation. However, after separation starts,applying steady jet near

the leading edge results in drag reduction even at low jet momentum coefficients by rotating

the lift vector. Applying synthetic jet to NACA 0012 near theleading edge causes significant

increase in the lift at about 29%.

Sankar et al. [32] have conducted a numerical study on steadyand pulsed jets over a circula-

tion control wing. Jet moment coefficients (Cµ) and jet frequencies in the range of 0-0.14 and

0-400 Hz are tested, respectively. For the same moment coefficient, the steady jet increases

Cl more than the pulsed jet. For the same mass flow rate, 400 Hz pulsed jet has increased

Cl more than steady jet. However, steady jet has increasedCl more than 40 Hz pulsed jet

at the same mass flow rate. Moreover, steady jet has nearly same effect on theCl with 120

Hz pulsed jet using the same mass flow rate. The bestCl/(Cd+Cµ) is achieved by steady jet,

for the same moment coefficient and same mass flow rate. It is concluded that, as the jet

frequency increases, the pulsed jet effect approaches to the steady jet effect.

Subhashni et al. [33] have studied the effect of injection and suction over a yawed cylinder

numerically. It is demonstrated that multiple slot suctionor moving slots downstream has
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greater influence on flow as compared to the single slot suction with experimental valida-

tion. However, multiple slot injection has shown a reverse effect. Another result achieved is

increasing the velocity of jet moves the separation point tothe upstream.

Viken et al.[34] have conducted a research of effectiveness of different CFD codes on active

flow control. This study compares experimental results of a hump model with three RANS

solvers, which consisted of 2D unstructured, 3D unstructured and 3D structured codes us-

ing the thin layer boundary theory. Steady blowing, suctionand oscillatory actuation have

been tested. It is concluded that all CFD codes have discrepancies and the most significant

discrepancies have been observed in the oscillatory action. The reasons are suggested as the

insufficient modeling of turbulence and the insufficient identification of wall boundary con-

ditions. To improve the solutions, using different turbulent models or DNS is recommended

and remodeling of oscillatory movement is discussed.

1.3 The Objective of the Thesis

It is observed that active flow control can be employed for lift and thrust enhancement, drag

reduction, noise abatement, stall delaying, separation control, full/partial flow reattachment,

mixing enhancement. Many experimental and numerical studies are conducted on lift en-

hancement and drag reduction on wings. The lift enhancementis achieved by the circula-

tion control for circular/elliptical trailing edge profiles; the drag reduction is achieved by the

boundary layer control of the sharp edge profiles. However, very few investigations have

studied the drag reduction on circular/elliptical trailing edge profiles with active flow control.

Another observation is that in recent years, synthetic jet is gaining acceptance as it is smaller

and it needs less power. Many studies are conducted on investigating the effects of synthetic

jets for circular cylinders, airfoils and hump models. However, very few investigations have

been studied for elliptical trailing edge profiles. Generally, steady jets are employed for ellip-

tical trailing edge profiles.

The first objective of this thesis is to investigate the effects of active flow control over a 12.5%

thick elliptic profile by using steady, pulsating and synthetic jets, numerically. The second ob-

jective of this thesis is to optimize jet parameters to minimize the drag of the 12.5% thick el-

liptic profile using synthetic jets. A compressible RANS solver is employed for unsteady flow
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computations in parallel. The effects of steady-blowing, pulsating jet are validated against the

experimental and numerical studies from literature. Threejet types, namely steady, pulsat-

ing and synthetic jets, are next compared with each other. The influence of jet parameters,

namely the jet location, jet velocity, jet angle, jet frequency and jet slot width, are investigated

parametrically. The jet parameters are finally optimized for minimizing the drag at various

angles of attack. For decreasing computational time of optimization, an approximate method,

Response Surface Method (RSM), is employed.

In Chapter 2, the formulation of the flow solver and parallel computation of the flow is given.

The formulation of flow solver includes RANS equations and the effect of jet application to

boundary conditions.

In Chapter 3, the optimization algorithm (RSM equations) ispresented. Design of Experiment

methods are discussed.

In Chapter 4, the results of validation of active flow control, preliminary studies and optimiza-

tion of the jet parameters are demonstrated and the presented results are discussed according

to previous studies from literature.

In Chapter 5, the concluding remarks and future studies are indicated.
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CHAPTER 2

FLOW SOLUTION METHOD

2.1 Introduction

In this chapter, the flow solution methods employed to compute the unsteady viscous flow-

fields around the elliptical profiles are described. Unsteady flows are computed solving the

Reynolds Averaged Navier Stokes solver over structured, body fitted grids. Spalart Allmaras

turbulence model is employed for turbulence modeling. Computations are done in parallel,

based on domain decomposition. PVM libraries are used in parallel solution algorithm. The

computed flowfields are analyzed in terms of aerodynamic loads, averaged distribution of

pressure and flow variables.

2.2 Navier-Stokes Solver

The finite difference formulation of Reynolds averaged Navier Stokes is solved in a compu-

tational domain discretized over a structured, body fitted grid. The non-dimensional form of

RANS is employed. The non-dimensional parameters are as follows:

x = x∗/c, z = z∗/c,

u = u∗/a∗∞, w = w∗/a∗∞,

ρ = ρ∗/ρ∗∞, e = e∗/a∗2∞ ,

t = t∗c/a∗∞, Re = ρ∗∞u∗∞c/µ∗∞

(2.1)

The superscript∗ is used for dimensional quantities. The subscript∞ is used for freestream

properties anda is the speed of sound,ρ is the density,µ is the viscosity ande is the energy.
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The parameters, x and z, are used for along the grid and normalto grid directional lengths and

the parameters,u andw, are used for along the grid and normal to grid directional velocities.

Lastly,c is the chord length,t is the time and theReis Reynolds number.

The strong conservation-law form of the 2-D, thin-layer, Reynolds Averaged Navier-Stokes

equations is solved on each subgrid. Using curvilinear coordinates(ξ, ζ) the governing equa-

tions of RANS are as follows:

∂tQ̂+ ∂ξF̂ + ∂ζĜ = Re−1(∂ζŜ) (2.2)

where Q̂ is the conservation array,̂F and Ĝ are convective flux vectors and̂S represents

viscous fluxes. The equation is discretized and solved usingthe third order Osher upwind flux

difference splitting method [35, 36]. Detailed equations can befound at Kaya et al. [37, 38].

2.3 Turbulence Model

Turbulence computations are performed using the Spalart Allmaras turbulence model. Spalart

and Allmaras [39] described a one-equation model developedfor aerodynamic applications,

in which a single model transport equation is solved for the turbulent viscosity,νt. The model

is designed for aerodynamic flows, such as transonic flow overairfoils, including boundary-

layer separation [40]. The general form of the equation is;

∂νt

∂t
+ ∇ · (νt~V) = ∇ ·

(

νT

σv
∇νt

)

+ Sv (2.3)

The expanded form of this equation is as follows [39];

∂ν̃

∂t
+ ∇ · (ν̃~V) = Cb1[1 − ft2]S̃ν̃ +

1
σ
{∇ · [(ν + ν̃)∇ν̃] +Cb2|∇ν|

2}

−

[

Cw1 fw −
Cb1

κ2
ft2

] (

ν̃

d

)2

+ ft1∆U2 (2.4)

Whereν̃ is a function of kinematic viscosity (ν) and turbulent viscosity (νt) as follows;
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νt = ν̃ fv1, fv1 =
χ3

(

χ3 +C3
v1

) , χ =
ν̃

ν
(2.5)

and other parameters are given as;

S̃ = S + fv2
ν̃

(

κ2d2)
, fv2 = 1−

χ

(1+ χ fv1)
, S =

√

2Ωi jΩi j (2.6)

fw = g















1+C6
w3

g6 +C6
w3















1/6

, g = r +Cw2(r6 − r), r =
ν̃

(

S̃κ2d2
) (2.7)

ft1 = Ct1gt exp

(

−Ct2
ω2

t

∆U2
[d2 + g2

t d2
t ]

)

(2.8)

Cw1 =
Cb1

κ2
+

(1+Cb2)
σ

, ft2 = Ct3 exp
(

−Ct4χ
2
)

(2.9)

The rotation tensor,Ω, is given by;

Ωi j =
1
2

(
∂ui

∂x j
−
∂u j

∂xi
) (2.10)

and d is the distance from the closest surface.

The remaining variables;σ, Cb1, Cb2, κ, Cw2, Cw3, Cv1, Ct1, Ct2, Ct3 andCt4, are the constants

of this model and for this study following values are used;

σ = 2/3, Cb1 = 0.1355, Cb2 = 0.622,

κ = 0.41, Cw2 = 0.3, Cw3 = 2,

Cv1 = 7.1, Ct1 = 1, Ct2 = 2,

Ct3 = 1.1, Ct4 = 2

(2.11)

Two additional assumptions are employed for modeling turbulence with Spalart Allmaras.

First assumption is fully turbulent flow assumption, which can be achieved by equatingCt1

andCt3 terms to zero. Second assumption is transition location assumption, where the tran-

sition location is defined by the user and before transition location, turbulent viscosity,νT,

is taken to be zero. In this study, the transition location isdefined according to experimental

data. If no experimental data exists, the transition location is taken to be at leading edge or

fully turbulent flow assumption is employed.
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2.4 Boundary Conditions

Three boundary conditions are used; the farfield, the wall and the jet. Since compressible,

viscous Navier stokes equations are solved, farfield and wall boundary conditions are straight

forward and given below. The jet boundary condition requires special attention. In this study

the jet boundary condition is developed and its algorithm isadded to in-house RANS solver.

2.4.1 Jet Boundary Conditions

The jet is implemented by imposing the velocity boundary conditions on the wall. In this

study, a jet is defined by six parameters; the jet type, the jetvelocity (u jet), the jet frequency

(F jet), the jet location (x jet), the jet slot width (w jet) and the jet angle (α jet). The parameters

are shown in Figure 2.1. As seen in the figure, at the jet location, the jet velocity is given with

a velocity profile with the jet angle from the surface of the profile, in the jet slot width.

All jet variables are non-dimensionalized using the chord (c) and free stream speed of sound

(a∞). The non-dimensionalized jet parameters are as follows;

x jet =
x∗jet

c
w jet =

w∗jet

c

u jet =
u∗jet

a∞
F jet =

F∗jet

a∞/c

(2.12)

When modeling the jet velocity three types of profiles are tested; top-hat,sindistribution and

sin2 distribution, which are shown in Figure 2.2. Donovan et al. [31] validated these profiles

and showed that by using constant momentum coefficient, these three profiles gave almost the

same solution of flowfield. However,sin2 distribution is found to be numerically more stable.

u jet(s) = u jet(t)

u jet(s) = u jet(t)sin(πs)

u jet(s) = u jet(t)sin2(πs)

(2.13)

Three kinds of jet are considered; the steady blowing jet, the pulsed blowing jet and the syn-

thetic jet, which are shown in Figure 2.3. For steady blowing, the mean jet velocity (umean, jet)
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Figure 2.1: Implementation of a Jet

is applied as the wall boundary velocity. The pulsed and synthetic jet periodically actuates the

surface. Common approach for modeling this actuation is sinusoidal oscillation of velocity

(uosci, jet) with the jet frequency. The formulation is given as:

u jet(t) = umean, jet + uosci, jetsin(2πF jett) (2.14)

The other parameters being the jet location, the jet slot width and the jet angle are illustrated

in Figure 2.1. The jet location is defined as the midpoint between the start and end grid points

of the jet and the distance between them is called the jet slotwidth. The jet angle is defined

as the local angle between the surface and the jet velocity.

The jet momentum coefficient (Cµ, jet) and the jet power coefficient (Cp, jet), which are com-

monly used in flow control studies with jets, are defined as;

ρ jet = ρ∞

Cµ, jet =
ρ jetu∗2jetw

∗
jet

ρ∞a2
∞c

= u2
jet ∗ w jet

(2.15)

ρ jet = ρ∞

Cp, jet =
ρ jetu∗2jetw

∗2
jetF

∗
jet

ρ∞a2
∞c2a∞/c

= u2
jet ∗ w2

jet ∗ F jet

(2.16)
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2.4.2 Wall Boundary Conditions

Since viscous flow is solved on stationary walls, all the tangential and normal velocity vectors

at the wall boundary will be zero except the jet location.

ucell = 0 vcell = 0 (2.17)

2.4.3 Farfield Boundary Conditions

In this study, farfield boundaries are taken to be 10 chords away from the geometry. Out-

side the grid, the freestream Mach number and the freestreamReynolds number are defined.

Using the Riemann invariants, the non-dimensional grid properties namely pressure, density,

energy and velocity, are calculated. However, the grid choice, 10 chords away from the geom-

etry, results in a state where pressure, density and temperature are almost equal to freestream

conditions.

The Riemann boundary condition is as follows:

u+ 2a/γ−1 = R+

u− 2a/γ−1 = R−
(2.18)

whereu is the normal velocity,a is the speed of sound,γ is the specific heat ratio,R+ andR−

are the Riemann invariants. The isentropic assumption, or constant total pressure, is applied

and the formulation of Riemann condition is as follows;

ptotal,kmax = ptotal,∞

ukmax = u∞

wkmax = w∞

R+kmax
= R+∞

R−kmax
= R−∞

(2.19)

where subscriptkmax denotes the outer most grid, and∞ denotes the freestream quantities.

Using this equation set, pressure, density, grid velocities and energy is computed.
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2.4.4 Overlapping Boundary Conditions

In this study, the grid is parallelized by domain decomposition. To have accurate results all

partitions have overlapping grids in grid normal (η) direction. Overlapping ofη=1 andη=kmax

is shown in Figure 2.4. Each step overlapping boundary conditions are exchanged.
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-0.2

-0.1
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0.1

0.2

0.3

Overlapping cells of
start and end of the grid

End Start

Figure 2.4: Overlapping of first and end cells

2.5 Grid Generation

The elliptic profile chosen for this study is 12.5 % thick and defined by the following formula:

x2

12
+

y2

0.6252
= 0 (2.20)

For solving the jet, fine mesh near jet location is necessary.Grid is refined around the jet

location, the leading edge and the trailing edge. Using an in-house algebraic grid generator,

the structured, body-fitted grid is formed. The far field boundary is taken about 10 chord

lengths away from the profile. The mesh growing factor is chosen to be 1.15. The grid is

demonstrated in Figure 2.5, and the concentrated points near jet location are shown in Figure

2.5(b).
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Figure 2.5: The Grid for 12.5% elliptic profile
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For validation studies, an additional geometry is formed byGRIDGEN. This geometry is

15.6% thick circulation control airfoil. It is defined by an elliptical profile cut at 0.93 chord, a

jet slot height added and closed with a circular trailing edge. The grid is presented in Figure

2.6, and the jet slot is shown in Figure 2.6(b).

All the grids used are partitioned for parallel computation. The domain decomposition is

discussed in following section.

2.6 Parallel Computation

The parallel computation of flowfield is carried out by decomposing grids in a parallel cluster

of computers. Each subgrid is assigned to a processor. PVM [41] (Parallel Virtual Machine)

libraries are used for interprocess communication.

In parallel computations there are important issues that need special attention; domain decom-

position, load balancing and speed-up. In this study, the domain decomposition is performed

by partitioning the grid perpendicular to the elliptic profile. To have accurate results and fast

convergence, the partition separation is not located closeto the leading edge, trailing edge or

the jet slot. Maintaining the computational activity on each processor is known as load bal-

ancing. It is desirable to minimize waiting time for the datacoming from another processor.

In present work, static load balancing is employed, which can be sustained by partitioning

the grid equally. Another issue is speed-up. It is defined as how fast the parallel code as

compared to a serial code solving the same problem. The parallel routines employed in the

same computer cluster for this study, are previously studied by Tuncer et al. [42] for speed-up

values. It is shown that after four partitions, increasing number of partitions is not increasing

the speed-up value significantly, due to network delays. In this study, two to five partitions

is employed according to size of the grid. An example of for grid partitioning is shown in

Figure 2.7 for four partitions.

PVM [41] currently supports FORTRAN, C and Java programminglanguages. In this thesis,

Fortran PVM libraries are employed, since RANS solver used is in FORTRAN language.

After constructing a cluster of processors, PVM assigns a task to each processor. Processor
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Figure 2.7: The grid having four partitions

communication for sharing data, called interprocess communication, is provided by PVM

library routines.

The cluster of computers available includes 6 quad-core Intel processors of 2.33 GHz speed,

with 16 GB memory. All computers are running on Linux operating systems. The computers

are connected with the 1 Gbps switched Ethernet network.

The parallel algorithm is demonstrated at Figure 2.8. The algorithm contains a master and

several workers. The master takes initial conditions and partitions the grid into subdomains.

PVM assigns each subdomain to a worker and each worker uses a processor. At each step,

overlapping boundary conditions are exchanged between workers using PVM libraries. In

predefined periods, the workers send solutions to master. When intended iterations are fin-

ished, the master sends all workers a stop message.
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CHAPTER 3

OPTIMIZATION

3.1 Introduction

The recent experimental and numerical studies investigating blowing jets and synthetic jets

show that the drag coefficient is closely related to the jet parameters. The main parameters

are the jet velocity, the jet angle, the jet frequency, the jet location and the jet slot width. It

is apparent that, in order to minimize the drag coefficient optimization of all these parameters

is needed. The optimization tool employed in this study is Response Surface Methodol-

ogy, based on Least Square approximation. This chapter presents how the Response Surface

Methodology is applied for an optimization process to minimize the drag coefficient.

The objective function is taken to be the drag coefficient, and optimization variables are the

jet velocity, the jet angle, the jet frequency, the jet location and the jet slot width.

3.2 Response Surface Method

Response Surface Method (RSM) is a technique for fast and efficient optimization to provide a

significant insight to complex or unknown systems. RSM is developed to model the response

of a complex system using a simplified equation. RSM approximates responses to input

parameters with a polynomial function based on a given set ofdata. This data is obtained at

certain set of input conditions, which is produced by various Design of Experiment (DoE)

methods. Once response surface is obtained, statistical evaluation is done to assure RSM

approximation is good enough. [43, 44]
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3.2.1 Formulation

RSM is a Least Squares based method. A given set of data is approximated by a polynomial,

whose coefficients are unknown. Using the Least square method, the coefficient matrix (Ci)

is determined. [45]

Yi = Xi j ∗Ci + Ei (3.1)

Here,Yi represents the given set of data,Xi j represents the input parameters andEi represents

the error that results from approximation. It is necessary to minimize the summation of the

error squares.

Ei = Yi − Xi j ∗Ci (3.2)

S = E2
i (3.3)

This can be done by equating the gradient of the summation of the error squares to zero.

∂S
∂Ci

= 2Ei
∂Ei

∂Ci
(3.4)

0 = 2Ei
∂Ei

∂Ci
(3.5)

DifferentiatingEi in Equation 3.2;

∂Ei

∂Ci
= −Xi j (3.6)

Then substituting Equation 3.2 and Equation 3.6 into Equation 3.5 gives the following equa-

tion.

0 = 2(Yi − Xi j ∗Ci)(−Xi j ) (3.7)
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In matrix form it can be illustrated as;

(XTX)C = XTY (3.8)

and the solution of this matrix equation is

C = (XTX)−1XTY (3.9)

In this thesis, for simplicity, second order polynomial is used for minimizing the drag coeffi-

cient. The optimized jet parameters are jet velocity, jet angle, jet frequency, jet location and

jet slot width. The previous studies show that increasing the jet power coefficient decreases

the drag coefficient. Therefore, jet power coefficient is held constant in this optimization. The

jet power coefficient formula is as follows;

Cp, jet = u2
jet ∗ w2

jet ∗ F jet (3.10)

Keeping the jet power constant the jet slot width (w jet) becomes a variable dependent to jet

frequency (F+) and jet velocity (u jet). Then, four independent variables are left which are jet

location, jet velocity, and jet angle and jet frequency. Thesecond order optimization objective

function can be illustrated as below.

Cd = c1x2
jet + c2u2

jet + c3α
2
jet + c4F2

jet

+ c5x jetu jet + c6x jetα jet + c7x jetF jet

+ c8u jetα jet + c9u jetF jet + c10α jetF jet

+ c11x jet + c12u jet + c13α jet + c14F jet + c15

(3.11)

3.2.2 Design of Experiment

In the Least Squares method, it should be noted that the size of the given data matrix should

be greater than size of the coefficient matrix. For achieving the size of the given data many

methods are used, called Design of Experiment [46, 47]. Someof these are;

• Full Factorial

• Modified Full Factorials
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(a) Full Factorial Design Space [46] (b) Box Behnken Design Space[46]

Figure 3.1: Some Design of Experiment Schemes of RSM

– Central Composite Design (CCD)

– Face Center CCD

• Fractional Factorial

• Box-Behnken

• Taguchi Orthogonal Arrays

• Latin Hyper Cube

Mavris et al. [46] recommendsFull Factorial andBox-Behnkenfor second order polynomial

RSM approximation. In this thesis, first Full Factorial is employed to figure out the picture and

find the first optimum values. Then, in the next iteration, Box-Behnken is used to accelerate

the procedure.

Full factorial is a comprehensive method, in which all design space is considered. Three

variables design space can be seen at Figure 3.1(a). The number of runs per a RSM set is 3n,

wheren is the number of independent variables and 3 is for minimum, maximum and median

values of the design space [46, 47].

Box-Behnken design includes less runs, because it covers all the median values and not cover

all the corner values. The number of runs is 13 for 3 variables, 25 for 4 variables, 41 for 5

variables. The design space of three variables can be seen atFigure 3.1(b) [46, 47].
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Figure 3.2: Error Plots of RSM

3.2.3 The Fitness of The Achieved Polynomial

For understanding the fitness of the achieved polynomial there are a few statistical values to

be checked. These statistical values are defined according to the following terms [46, 47].

• ”Actual”: Actual data is obtained by the given set of data using the complex system. In

current work, complex system is RANS equations, the given set of data is jet parameters

and the actual data is the drag coefficient computed from solving the RANS equations

in flowfields.

• ”Predicted”: Predicted data is the response obtained by solving the Least Square prob-

lem of RSM using the predefined polynomial and the given set ofdata. In current work,

the predicted data is the drag coefficient and the predefined polynomial is the second

order polynomial of jet parameters, as given in Equation 3.11.

• ”Error (Residual)”: Error or RSM Residual is defined as the difference between ”Ac-

tual” data and ”Predicted” data. This error shows how good the RSM approximated the

optimization objective.

The statistical terms are defined as:

• Statistical Significance: Drawing ”Actual vs. Predicted” plot, this property can be
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checked. The data points should be spread in between 95% confidence lines. An exam-

ple plot of ”Actual vs. Predicted” is shown in Figure 3.2(a).

• Residual: Drawing ”Actual vs. Error” plot, this property can be checked. The error

should be spread and not clumped in specific areas. An exampleplot of ”Actual vs.

Error” is shown in Figure 3.2(b).

In current work, optimization process followed is as follows. First the drag coefficient, actual

data, is computed by RANS solver at design space of jet parameters, given set of data. The

Least Square problem is solved for the coefficient matrix of second order polynomial. Using

the second order polynomial, the drag coefficient is predicted. The Response surfaces of

predicted drag coefficient are plotted, as shown in Figure 3.3. The second order polynomial

is minimized in the design the space using thefminconroutines of MATLAB. The statistical

terms defined above are employed for deciding if the optimization objective computed is

trustworthy. If one of the statistical terms points out thatapproximation is not good enough,

a smaller design space is formed and the process is restartedfrom the first step, which is the

computation of the drag coefficient by RANS solver.
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Figure 3.3: 3D Plots of RSM
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CHAPTER 4

RESULTS AND DISCUSSION

4.1 Introduction

Validation studies are performed with/without the presence of the jet. In validation studies,

steady blowing and pulsating jets are employed and the Coanda effect is studied. Preliminary

studies for the steady blowing, the pulsating and the synthetic jets are performed. Finally, the

synthetic jet parameters are parameterized and optimized to minimize the drag.

Unsteady computations are carried out until a steady or a periodic flow solution is obtained.

The computed flowfields are analyzed in terms of aerodynamic loads, the average distribution

of pressure, the average and instantaneous streamlines. The flows computed are at turbulent

regime between Re=0.78x106 to Re=1x106. In turbulent flow calculations, Spalart-Allmaras

turbulence model is employed. Flows with laminar-turbulent transition and fully turbulent

flows are analyzed.

The parallel computation of flowfields is carried out by decomposing the structured grid sys-

tem into subdomains, each of which is assigned to a core. Parallel processing is performed in

a cluster of computers with quad-core Intel processors of 2.33 GHz speed running on Linux

operating systems. The computers are connected with the 1 Gbps switched Ethernet network.

PVM library routines are used for interprocess communication.

For validation studies, except the Coanda effect study, the comprehensive study of Sohn et

al. [48] is used. This experimental study is performed over a12.5% thick elliptical wing in a

wind tunnel. The elliptical wing has a chord of 0.4m and a spanof 1.5 m. The flow conditions

in the wind tunnel are given as the freestream velocity of 30 m/s, Mach number of 0.1 and
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Reynolds number of 822000. Cases without a jet, with a steadyblowing jet and with a pulsed

blowing jet are analyzed using pressure measurements and smoke lines photographs. The

pressure data is collected by 40 pressure taps on the upper surface of the profile on the mid

span. Without the presence of the jet, the pressure data is collected for angles of attack 0o to

20o. With the presence of the jet, the pressure data is collectedfor angles of attack 12o to 20o.

On the wing there are two jet slots, with widths of 1mm and lengths of 1m, which are located

at the leading edge and the trailing edge. With the average jet velocity of 3u∞, two jet angles,

30o and 90o, are tested. The pulsed blowing jet is applied with 6 Hz frequency.

4.2 Validation without the Jet

In order to assess numerical accuracy of the computed flowfields, flow solutions are compared

with the experimental study of Sohn et al. [48]. Flow solutions are obtained at an angle of

attack (α) of 14 degrees, a freestream Mach number (M) of 0.1 and Reynolds number (Re)

of 822000, which are the conditions of the experimental study. Grid independence study is

performed first. Then, validation studies are carried out with and without a laminar-turbulent

transition.

4.2.1 Grid Independence

In order to ensure that flow solutions are independent from the grid size, a grid independence

study is conducted in two parts where the grid density along and normal to the wall boundary

are varied. Three grid densities along the wall boundary andfour grid densities normal to the

wall boundary are considered.

Numerical solutions with the grid densities normal to the wall boundary are conducted ac-

cording the first cell sizes with 1x10−3, 5x10−4, 1x10−4 and 5x10−5, which correspond to 53,

58, 67 and 74 grids in normal direction. In terms of the dimensionless wall distance (y+) these

thicknesses correspond to 10, 5, 1 and 0.5 respectively. Thegrid density is kept constant as

322 (medium) in all grids. Average pressure distributions for these grid densities normal the

wall boundary are given in Figure 4.1. As observed, they+ of 1 and 0.5 have similar the

average pressure distributions. The solution is convergedto fixed solution aty+ of 1. This

result is an expected result since it is known that flow solutions withy+=1 gives accurate flow
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solutions for the Spalart Allmaras Turbulence Model.
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Figure 4.1: Variation of the average pressure distributions with grid densities normal to the
wall boundary

Numerical solutions with grid densities along the wall boundary are conducted with 166

(coarse), 322 (medium) and 428 (fine) grids. The first cell size in the surface normal di-

rection is kept constant in all grids as 1x10−4 or the dimensionless wall distance (y+) of 1.

The average surface pressure distributions computed for these grid densities along the wall

boundary are given in Figure 4.2. As seen, the medium and the fine grid densities produces

nearly same the average pressure distributions. The solution with the medium grid, with 322

cells, is taken as the grid independent solution.
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4.2.2 Transition Location

To investigate the effect of transition location on the numerical solution, the transition location

is estimated and compared with the fully turbulent flow. Bothsolutions are validated with the

experimental study of Sohn et al. [48].
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Figure 4.3: Skin friction coefficients at maximumCd instant

The skin friction coefficients at maximum the drag coefficient (Cd) for the transition location

at x/c = 0.1 and the fully turbulent flows are given in Figure 4.3. The instantaneous flowfields

at maximum the drag coefficient (Cd) instant for the transition location atx/c = 0.1, the

fully turbulent flow and the experimental study [48] are given in Figure 4.4. As seen from

Figure 4.3(b) and Figure 4.4(b), for the fully turbulent flow, a flow separation is initiated

at x/c = 0.017 and from Figure 4.3(a) and Figure 4.4(a), which is the flowwith transition

location ofx/c = 0.1 flow, a flow separation starts atx/c = 0.0215. As observed in Figure

4.4(c), the smoke lines of experiment shows a flow separationinitiated at the leading edge

(x/c = 0.0). Both flows agree well with the experimental study [48]. The disagreement at the

trailing edge is seen from the both figures, Figure 4.4(a) andFigure 4.4(b), the separated flow

reattaches to the surface at the trailing edge, where Figure4.4(c) shows a fully separated flow.

Figure 4.5 compares the average pressure distributions along the profile chord for two tran-

sition locations, the fully turbulent flow and the experimental study [48]. As it is seen here,

the transition location ofx/c = 0.1 and fully turbulent flow show a better agreement with the

experimental study near the leading edge.
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Figure 4.6: The lift and the drag coefficient histories of the flow with transition location of
x/c = 0.1

The lift and the drag coefficient (Cl andCd) histories of the flow with transition location of

x/c = 0.1 are shown in Figure 4.6. As it is seen from Figure 4.6(a) and Figure 4.6(b), load

variations are periodic and two natural frequencies exist.Based on the Fourier analysis, these

frequencies are computed as 0.00275 and 0.0154. The averageCd andCl are computed with

the transition location ofx/c = 0.1 as 0.115 and 0.8, respectively.

Figure 4.7 shows the lift and the drag coefficient histories of the fully turbulent flow. As it is

observed from Figure 4.7(a) and Figure 4.7(b) three naturalfrequencies exist. Based on the

Fourier analysis, these frequencies are computed as 0.00275, 0.0154 and 0.033, two of which

are the same as natural frequencies of the transition location x/c = 0.1. The averageCd and
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Cl are computed with fully turbulent flow as 0.125 and 0.81, respectively, which are slightly

less than theCl andCd of the flow with transition location ofx/c = 0.1.
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Figure 4.7: The lift and the drag coefficient histories of the fully turbulent flow

To summarize this subsection, the solution is shown to be grid independent in wall along

and wall normal directions. Transition location for angle of attack 14 degrees is estimated as

x/c = 0.1, since it provides the best agreement with the experimental data.

4.3 Validation with Presence of the Jet

To evaluate the numerical accuracy of the computed flowfields, validation studies with pres-

ence of the jet are conducted in three parts. In the first part,the grid independence of steady

jet implemented flowfields is shown and validation of variousjet profiles is performed. In sec-

ond part, a pulsed jet is implemented and validated against the experimental data available.

In third part, the Coanda effect is validated by solving flowfields achieved by implementing a

steady jet near the trailing edge of an elliptic profile.

4.3.1 Steady-Blowing Jet

Flow solutions are obtained at an angle of attack of 14 degrees, a freestream Mach number

of 0.1 and Reynolds number of 822000. The steady blowing jet is defined by an average

jet velocity of 3u∞, jet slot width of 0.0025c, jet angle of 30o and a jet location ofx/c =

0.01. Grid independence study is performed first, to have fast and accurate solutions. Then,
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validation studies are carried out by employing various jetprofiles, which are explained in

section 2.4.1 and shown in Figure 2.2.

4.3.1.1 Grid Independence Study

To show that flow solutions are grid independent, grid independence study is conducted by

varying the grid density along the jet slot width. The grid density along the jet slot width is

tested with 6, 10 and 20 cells. Variation of the average pressure coefficients for these grid

densities along the jet slot width are given in Figure 4.8. Asseen from the figure, neither

solution differs significantly from the other. The jet slot width is resolved about 10 cells

throughout this study.
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Figure 4.8: Variation of the average pressure coefficient

4.3.1.2 The Jet Profile Study

To provide numerical stability and accuracy, various jet velocity profiles are considered. By

keeping the jet momentum coefficient constant, all flow solutions are validated against the

experimental study of Sohn et al. [48].

Average flowfields without the jet and with presence of the jetwith various jet velocity profiles

are shown at Figure 4.9. As seen from Figure 4.9(a), a flow separation starts atx/c = 0.01.

As observed from figures 4.9(b), 4.9(c) and 4.9(d), all the jet velocity profiles have a good
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Figure 4.9: Average flowfields for various jet velocity profiles
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agreement with each other, the flow is attached to the surfaceuntil x/c =0.9. However, top-

hat distribution jet is least effective as compared to other jet profiles. It is observed that the

application of steady jet delayed the flow separation.
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Figure 4.10: Variation of the average pressure coefficients for various jets velocity profiles

Figure 4.10 compares the average pressure coefficients of various jet velocity profiles against

the experimental study [48]. As observed from the figure, thejet profiles do not show a signif-

icant difference and all the profiles show a good agreement with the experimental study [48].

However, the top-hat distribution jet is least effective as compared to the other jet profiles.

Application of the steady jet increased the suction pressure at the leading edge.
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Figure 4.11: The lift and the drag coefficient histories of various jet profiles

The lift and the drag coefficient histories with and without the presence of the jet for various

jet profiles are given in Figure 4.11. As seen from Figure 4.11(a), the application of the jet
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reduces theCd with sin andsin2 profiles. However, the top-hat profile increases the average

Cd and the amplitude of oscillations. The averageCd is computed for the top-hat profile,

the sin profile and thesin2 profile as 0.14, 0.05 and 0.04 respectively. As seen from Figure

4.11(b), the application of the jet increases theCl . However, top-hat profile increases the

amplitude of oscillations. The averageCl is computed for the top-hat profile, thesin profile

and thesin2 profile as 0.88, 1.1 and 1.18 respectively. As observed from the both figures, the

sin2 profile shows a numerical stability and has a stronger influence on theCl and theCd.

To summarize this subsection, it is seen that the jet slot width grid resolution with 10 cells

provides a grid independent solution. Three jet profiles, with same jet momentum coefficients,

are tested, all agree well with the experimental data. In addition, steady blowing jet near

leading edge causes the lift enhancement and the drag reduction at the same time. Moreover,

it is observed thatsin2 profile causes a steady flow and has a stronger influence on the lift and

the drag .

4.3.2 Pulsating Jet

To investigate the effects of the pulsating jet on the flow, a pulse-blowing jet is applied from

the leading edge, which is explained in section 2.4.1 and shown in Figure 2.3. The unsteady

flows are validated against experimental data of Sohn et al. [48].

Flow solutions are obtained at an angle of attack of 14 degrees, a freestream Mach number of

0.1 and Reynolds number of 822000. The pulsating jet is defined by a maximum jet velocity

of 6u∞, jet slot width of 0.0025c, jet angle of 30o, a jet location of 0.01c and a jet frequency of

0.08. Validation studies are carried out using flowfields andthe average pressure coefficient

distributions.

The instantaneous flowfields for the present study and the experimental study [48] with the

presence of pulsating jet are presented in Figure 4.12. As seen from the figure, the applica-

tion of pulsating jet causes vortex formation, translationof vortices and reattachment of the

flow periodically. As observed, the present study shows a good agreement at the first and the

second phases of the period, however, at the third and fourthphases of period, some disagree-

ment exists. Due to the fact that the pulsating jet used by experimental study [48] is a square

wave blowing jet and the pulsating jet used by present study is a sine-wave blowing jet, and
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Figure 4.12: The instantaneous flowfields with the presence of pulsating jet
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since the phases of the experimental study [48] are not stated exactly, there could be some

time shift.
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Figure 4.13 compares the present study and the experimentalstudy [48] in terms of the av-

erage pressure coefficients, with the pulsating jet. As seen, the present study overestimates

pressure coefficient when compared with the experimental data [48]. It may be attributed to

the underestimation of the flow separation in the numerical solutions. In addition, thesin2

distribution of the jet velocity on the jet slot width is employed, which is shown to be overes-

timating the pressure coefficient in steady jet validation studies.
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Figure 4.14: The lift and the drag coefficient histories of the pulsating jet

The lift and the drag coefficient histories are presented for the pulsating jet in Figure 4.14.

As seen from the figure, the application of the pulsating jet increases the averageCl from 0.8
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to 0.92 and decreases the averageCd from 0.125 to 0.078. With the implementation of the

pulsating jet, the amplitude of oscillations is reduced from 0.41 to 0.3 forCl and from 0.08 to

0.06 forCd. The frequency of the oscillations for the pulsating jet is equal to the jet frequency

of 0.08, which is greater than the frequency of the oscillations for the case without the jet,

0.00275.

To summarize this subsection, it is seen that the influence ofpulsating jets are predicted well

in general, as compared to the experimental data. However, at instantaneous flow, compari-

son shows difference since pulsating jets are square waves and the solver uses sine waves to

approximate it. Another observation is, applying pulsating jet causes a periodic flow, which

has the same frequency with the pulsating jet.

4.3.3 Coanda Effect

In order to investigate the Coanda effect, a blowing jet is applied near the trailing edge and

unsteady flow computations are performed. Steady flows are compared with the experimental

and the numerical studies of Shrewsbury et al. [2].

In this investigation, a thicker profile with 15.6% thickness is employed. Flow solutions are

obtained at an angle of attack of 0 degrees, a freestream Machnumber of 0.0853 and Reynolds

Number of 0.78x106. Steady blowing jet is defined by a maximum jet velocity of 5u∞, a jet

slot width of 0.004c, jet angle of 90o, a jet location ofx/c = 0.931. The geometry, the flow

conditions and the jet parameters are taken from the Shrewsbury et al. [2].

In Figure 4.15, the instantaneous flowfields are shown for thepresent study, with and without

the jet, and for numerical study [2] with presence of the jet.As seen from Figure 4.15(a), a

flow separation starts at 0.9 chord and vortex shedding occurs at the trailing edge, without the

jet. As observed from Figure 4.15(b), the flow is fully attached, with the application of the jet.

Figure 4.15(c) and Figure 4.15(b) compares the instantaneous flowfields for the present study

and the numerical study [2]. The flowfields of the present study shows a good agreement with

the flowfields of the numerical study [2].

In Figure 4.16, the instantaneous pressure distributions are illustrated for the present study,

the numerical study [2] and the experimental study [2]. As seen, in the present study theCp in
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Figure 4.15: The instantaneous flowfields of present study and numerical study [2]
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upper part of profile near trailing edge is underestimated ascompared to the numerical study

[2] and the experimental study [2]. However, in the lower part of profile near trailing edge,

the present study shows a better agreement with the experimental study as compared to the

numerical study.
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Figure 4.17: The lift and the drag coefficient histories

The lift and the drag coefficient histories are presented in Figure 4.17. As seen from Figure

4.17(a), application of the jet significantly increases thelift. As observed from Figure 4.17(b),

presence of the jet increases the drag . In the present work, the lift coefficient is computed

as 4.3, which is close to the value computed in the numerical study of Shrewsbury et al. [2],

being 4.5. The drag coefficient is computed as 0.12.
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To summarize this subsection, it is seen that Coanda effect causes a large increase in the lift

and increases the drag . The prediction agrees well the experimental and numerical data.

However, the solutions are shown to be underestimating the suction pressure at the trailing

edge, when compared with the experimental data available.

4.4 Preliminary Studies with various jet types

The comparison of three types of jet is carried out to assess the effects of various jets on the

flow. Three types of jets are tested; steady blowing, pulsating and synthetic jet, which are

explained in section 2.4.1 and shown in Figure 2.3. Flow solutions are obtained at an angle of

attack of 14 degrees, a freestream Mach number of 0.1 and Reynolds number of 822000. The

jets are defined by a maximum jet velocity of 6u∞, a jet slot width of 0.0025c, a jet angle of

30o, a jet location of 0.01c and for pulsating jet and synthetic jet, a jet frequency of 0.08. The

comparison studies are carried out using flowfields and the lift-the drag time histories.
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Figure 4.18: The lift and the drag coefficient histories of various jets

The lift and the drag coefficient histories with presence of various jets are given in Figure

4.18. As seen from Figure 4.18(a), the minimum the drag coefficient is achieved by the

synthetic jet. As observed from Figure 4.18(b), the maximumthe lift coefficient is achieved

by the steady jet. As compared to the pulsating jet, the synthetic jet has the same frequency

of oscillations and reduced amplitude of oscillations. In this study, the synthetic jets are

employed since previous studies has shown that synthetic jets are smaller and need less power,

also the objective of this thesis is minimize the drag .
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Figure 4.19: The instantaneous flowfields with presence of various jets
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The instantaneous flowfields for with presence of various jets are shown at Figure 4.19. As

seen from Figure 4.19(a), a flow separation exists and it starts at 0.9 chord. In Figure 4.19(b),

a vortex is formed at leading edge and connects downstream. In Figure 4.19(c), a vortex is

formed at the 0.9 chord and connects downstream.

To summarize, the steady jet causes a steady flow and, the pulsating and the synthetic jets

cause periodic flow. The steady jet increases the lift more effectively and the synthetic jet

reduces the drag more effectively. All jet profiles delay the flow separation.

4.5 Parametric Studies on the Synthetic Jet Parameters

Parametric studies are carried out to evaluate the influenceof synthetic jets on the flow. Flow

solutions are obtained at an angle of attack of 0 degrees, a freestream Mach number of 0.1

and Reynolds number of 1x106. The jet velocity, the jet angle, the jet frequency, the jet

location and the jet slot width are varied to observe their individual effects on the flow. The

jet parameters of the baseline configuration are given in Table 4.1.

Table 4.1: The Jet Parameters of the Baseline Configuration

Jet Location Jet Angle Jet Slot Width Jet Velocity Jet Frequency
0.1 30 0.0047 1.5 1.2

Three jet locations are tested,x/c = 0.1, x/c = 0.5 andx/c = 0.9. Variation of the lift and the

drag coefficients with the jet location are shown in Figure 4.20. As seenfrom the figure, the

jet location atx/c = 0.1 reduces the drag coefficient by 3.66% and the jet location atx/c = 0.9

increases the lift by 217%.

To analyze effects of the jet angle, 15, 30 and 50 degrees are tested. Variation of the lift and

the drag coefficients with the jet angle are presented in Figure 4.21. As seen from the figure,

at jet location ofx/c = 0.1 and the jet angle of 50 degrees decreases the drag by 8% and atjet

location ofx/c = 0.9 and the jet angle of 50 degrees increases the lift as much as 367% with

a drag increase of 70%. Another observation is at jet location x/c = 0.9 and the jet angle of

30 degrees the lift is increased by 217% and the drag is stayedconstant. It is observed that

the jet angle effect on the flow is strongly related to the location of the jet.
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Figure 4.20: Variation of the lift and the drag coefficients with the jet location
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Figure 4.21: Variation of the lift and the drag coefficients with the jet angle

The jet frequencies of 0.8, 1.2 and 3 are tested. Variation ofthe lift and the drag coefficients

with the jet frequency are demonstrated in Figure 4.22. As can be observed, at jet locations

of x/c = 0.1 andx/c = 0.5, the variation of jet frequency has almost no effect on the lift or

the drag . At jet location ofx/c = 0.9, the lift increases as the jet frequency increases. At jet

location ofx/c = 0.9 and the jet frequency of 3, the lift coefficient is increased by 349% with

a 1% the drag decrease.

Three jet velocities (corresponding to Mach number) are tested; 0.1, 0.15 and 0.3. Variation

of the lift and the drag coefficients with the jet velocity are illustrated in Figure 4.23.As

seen from Figure 4.23(b), at all jet locations, the lift coefficient increases, as the jet velocity

increases and the maximum the lift coefficient increase occurs at jet locationx/c = 0.9 with
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Figure 4.22: Variation of the lift and the drag coefficients with the jet frequency

1285%.As observed from Figure 4.23(a), at jet locationsx/c = 0.1 andx/c = 0.5, increasing

the jet velocity decreases the drag coefficient and the maximum the drag reduction occurs at

jet location 0.1 with 17.5%. At jet locationx/c = 0.9, an increase of jet velocity results in first

a decrease, then an increase in the drag . At jet locationx/c = 0.9 with jet velocity 1.5, the

drag stays constant, with the jet velocity 0.3, the drag increased by 81%. It is observed that

increasing the jet velocity increases the jet momentum given to the flow and increasing the jet

momentum increases the lift. However, increasing jet momentum may increase the drag also

depending on the jet location.
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Figure 4.23: Variation of the lift and the drag coefficient with the jet velocity

Three jet slot widths are tested; 0.00231, 0.0047 and 0.00707. Variation of the lift and the

drag coefficients with the jet slot width are given in Figure 4.24. As seen from the figure, by
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increasing the slot size both the lift enhancement and the drag reduction occur. The maximum

the drag reduction of 5.6% is observed at the jet location ofx/c = 0.1 and the jet slot width

of 0.00707c. The maximum the lift enhancement of 300% is observed at the jet location of

x/c = 0.1 and jet slot width of 0.00707c.
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Figure 4.24: Variation of The lift and the drag coefficients with the jet slot width

The flowfields for the cases with the minimum the drag and the maximum the lift are shown in

Figure 4.25. As observed in Figure 4.25(c), implementationof the jet from 0.1 chord energizes

the boundary layer and decreases the drag , whereas, in Figure 4.25(d), implementation of the

jet from 0.9 chord delays the separation and increases the lift.

To summarize this subsection, the lift and the drag coefficient performance is strongly related

to the location of the jet. The jet locations near leading edge are better for the drag reducing

and the jet locations near trailing edge are better for the lift enhancement. The jet velocity

and the jet slot width increase the lift and decrease the dragmore effectively. The jet angle

and the jet frequency effects are strongly related to jet location. The least effective parameter

observed is the jet frequency.

4.6 Optimization of Synthetic Jet Parameters

The numerical optimization algorithm described in Chapter3 is implemented for the synthetic

jet parameters to minimize the drag coefficient of the elliptical profile. The optimization algo-

rithm is based on the response surface of the objective function, which is the drag coefficient.
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Figure 4.25: Average flowfields atα=0
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The computational and experimental findings show that the drag coefficient is closely con-

nected to synthetic jet and flow parameters, such as the jet velocity, the jet angle, the jet

frequency, the jet location, the jet slot width, the angle ofattack of the profile (α), etc. It is ob-

served that, to minimize the drag coefficient an optimization of all above variables is needed.

By keeping the jet power coefficient constant, the jet slot width becomes a function of the jet

velocity, the jet angle and the jet frequency. The independent variables are reduced to four.

In this study, optimization variables are the jet slot width, the jet location, the jet velocity, the

jet angle and the jet frequency. Two optimization studies are conducted withα=0 degrees and

α=4 degrees.

Full Factorial Design of RSM gives the number of flow solutions as 34 for five independent

variables. Limits of the optimization space for 4-variableRSM optimization is shown in Table

4.2.

Table 4.2: Limits of the Optimization Space for 4 Variable Full Factorial Design of Experi-
ment RSM Optimization

Jet
Location

Jet Angle Jet Velocity Jet
Frequency

Minimum 0.1 15 0.1 0.8
Mean 0.5 30 0.15 1.2

Maximum 0.9 50 0.3 3.

4.6.1 Optimization atα = 0 degrees

Optimization studies are performed for minimizing the dragcoefficient. Flow solutions are

obtained at an angle of attack of 0 degrees, a freestream Machnumber of 0.1, Reynolds

number of 1x106 and a jet power coefficient of 0.0006.

The initial optimization study is conducted with Full Factorial Design of Experiment (DoE)

and the ranges of parameters are specified in Table 4.2. In theinitial optimization study the

minimum the drag is computed as 0. The jet parameters are found as a jet location ofx/c =

0.1, a jet frequency of 0.8, a jet velocity of 0.3 and a jet angle of 33o. At the optimum point

RANS calculates the drag coefficient as 0.00371 corresponding to a drag decrease of 9.5%.

RSM residuals for initial optimization study are presentedin Figure 4.26. Figure 4.26(a)
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compares the flow solver results with the RSM surface results. As observed, some values are

outside of the 95% confidence lines. Figure 4.26(b) shows theerror between response surface

and the flow solutions. As seen, the maximum error between RSMsurface and the flow solver

result is about 25%.
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Figure 4.26: RSM residuals atα=0 for first trial

To decrease the errors between the RSM surfaces and the flow solver, a second RSM set is

performed. In the second RSM set a smaller range of variablesand Box-Behnken DoE is

employed. Limits of the optimization space for second optimization study are illustrated in

Table 4.3.

Table 4.3: Limits of the Optimization Space for 4 Variable Box Behnken Design of Experi-
ment RSM Optimization

Jet
Location

Jet Angle Jet Velocity Jet
Frequency

Minimum 0.01 15 0.15 0.5
Mean 0.1 33 0.3 0.8

Maximum 0.2 50 0.4 1.2

In the second optimization study, with the jet location of 0.01 chord, a jet frequency of 0.5, jet

velocity of 0.4 and a jet angle of 50o the minimum the drag is computed as 0. At the optimum

point RANS calculates the drag coefficient as 0.00277 corresponding to a drag decrease of

32.5%. The RSM residuals for second optimization study are shown in Figure 4.27. As seen,

the error between the RSM surface and the flow solver result isnearly 11%. Figure 4.27(a)
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compares the flow solver results with the RSM surface results. As observed, most of the

values are within the of 95% confidence lines. The response surface plots are given in Figure

4.28. As seen, the most effective parameter is the jet location, then the jet velocity while the

least effective parameter is the jet frequency.
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Figure 4.27: RSM residuals atα=0 for second trial

At the baseline configuration of optimization, the lift coefficient is decreased about 112%

and the drag coefficient is decreased about 3.66% . With optimization, the liftcoefficient

is increased about 34.5% and the drag coefficient is decreased about 32.5%. Figure 4.29

compares the average flowfields of without the jet, the synthetic jet applied with baseline

configuration jet parameters and the synthetic jet applied with the optimum jet parameters. As

seen from the figure, application of jet energized the boundary layer. However, the vortical

structures at the trailing edge still exist.

4.6.2 Optimization atα = 4 degrees

Optimization studies are performed for minimizing the dragcoefficient. Flow solutions are

obtained at an angle of attack of 4 degrees, a freestream Machnumber of 0.1, Reynolds

number of 1x106 and a jet power coefficient of 0.0006.

The initial optimization study gives the minimum the drag as0, the jet location asx/c = 0.1,

the nondimensional jet frequency as 1.5, the jet velocity as0.3 and the jet angle as 33o. At

the optimum point RANS calculates the drag coefficient as 0.00504, corresponding to a drag
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Figure 4.28: 3D plots of RSM atα=0 for second trial
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Figure 4.29: Average flowfields atα=0
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reduction of 10%. RSM residuals for initial optimization study are given in Figure 4.30. As

seen, the error between RSM surface and the flow solver resultis less than 5%. Figure 4.30(a)

compares the flow solver results with the RSM surface results. As observed, most values are

within the 95% confidence lines. The response surface 3D plots are presented in Figure 4.31.

As seen from the figure, the most effective parameter is the jet location followed by the jet

velocity whereas the least effective parameter is jet frequency.
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Figure 4.30: RSM residuals atα=4 for first trial

To reduce the drag more the limits of DoE of RSM is modified. In the second RSM set a

smaller range of variables and Box-Behnken DoE is employed.Limits of the optimization

space for second optimization study are illustrated in Table 4.4.

Table 4.4: Limits of the Optimization Space for 4 Variable Box Behnken Design of Experi-
ment RSM Optimization

Jet
Location

Jet Angle Jet Velocity Jet
Frequency

Minimum 0.01 15 0.15 0.8
Mean 0.1 33 0.3 1.5

Maximum 0.2 50 0.4 3.

A second optimization study is performed using the limits inTable 4.4, since the drag reducing

is too low. At the jet location ofx/c = 0.01, with a nondimensional jet frequency of 0.8, jet

velocity of 0.4 and a jet angle of 50o, the minimum the drag is computed as 0. At the optimum

point RANS calculates the drag coefficient as 0.00424 corresponding to a drag decrease of
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Figure 4.31: 3D plots of RSM atα=4 for first trial
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24%. RSM residuals for second optimization study are given in Figure 4.32. As seen, the

error between RSM surface and the flow solver result is less than 5%. Figure 4.32(a) compares

the flow solver results with the RSM surface results. As observed, most values are within the

95% confidence lines. The response surface 3D plots are presented in Figure 4.33. As seen,

the most effective parameter is the jet location followed by the jet velocity whereas the least

effective parameter is jet frequency.
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Figure 4.32: RSM residuals atα=4 for second trial

At baseline configuration of optimization, the lift coefficient is not changed and the drag

coefficient is decreased by 2%. At the optimum point the lift coefficient is increased by 2%

and the drag coefficient is decreased by 24%. Figure 4.34 compares the average flowfields

of without the jet, the synthetic jet applied with baseline configuration jet parameters and

the synthetic jet applied with the optimum jet parameters. As seen, the boundary layer is

energized as the jet is applied with optimum jet parameters are employed.
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Figure 4.33: 3D plots of RSM atα=4 for second trial
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Figure 4.34: Average flowfields atα=4
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CHAPTER 5

CONCLUSION

In the present study, active flow control studies with jets isperformed successfully. Unsteady

turbulent flows over a 12.5% thick elliptical profile are computed using a Navier Stokes solver,

in a parallel computing environment, on structured grids. Validation studies are performed

with and without the presence of the jet. The steady blowing,the pulsating and the synthetic

jets are studied. The synthetic jet parameters are parametrized and optimized to minimize the

drag.

In the validation studies without the presence of the jet, itis shown that the flow solutions

agree well with the experimental study using transition location of x/c = 0.1. For steady

blowing jets, it is observed that grid resolution at the jet location does not change the average

Cp distribution significantly. The averageCp distributions of the three jet profiles, in general,

agree well with the experimental data. The steady blowing jet applied at the leading edge

causes lift enhancement and drag reduction at the same time.It is shown thatsin2 profile

increases theCl and decreases theCd more effectively, and causes a steady flow. Applying the

pulsating jet induces a periodic flow, where the frequenciesof theCl and theCd are equal to

the frequency of the pulsating jet. It is seen that the pulsating jet solutions are underestimating

the seperation, causing overestimation of the averageCp. The Coanda effect is observed to

cause a large increase in lift which is also increasing the drag. The solutions are shown to be

underestimating the suction pressure at the trailing edge.

Preliminary studies of various jets; namely the steady blowing jet, the pulsating jet and the

synthetic jet, are performed. The steady blowing jet causessteady flow, while other jets

cause unsteady (periodic) flow. Application of the steady jet increases the lift the most and

application of the synthetic jet decreases the drag the most. The least effective jet type is the
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pulsating jet.

In the parametric studies of the synthetic jet following observations are achieved. As the jet

velocity and the jet slot width increase, the lift increasesand the drag decreases. The jet

locations near leading edge are more effective for the drag reduction and the jet locations near

trailing edge are more effective for the lift enhancement. The jet angle and the jet frequency

effects are strongly related to the jet location. The least effective jet parameter is the jet

frequency.

Finally, in the optimization of the synthetic jet parameters, it is observed that atα = 0 degrees,

for minimum drag, the jet should be applied at 0.01 chord witha nondimensional jet velocity

of 0.4, with a jet angle of 50 degrees and a nondimensional jetfrequency of 0.5. The drag is

reduced by 32.5%, the lift is increased by 34.5%. For minimumdrag atα = 4 degrees, the

jet should be applied at 0.01 chord with a nondimensional jetvelocity of 0.4, with a jet angle

of 50 degrees and a nondimensional jet frequency of 0.8. The drag is reduced by 24%, the

lift is increased by 2%. The synthetic jet is, therefore, observed to be more effective atα = 0

degrees.

As a future work, more sophisticated transition and turbulence models or LES, DNS can be

used. To include 3D effects of turbulence, the problem can be modeled in 3D. The jet can be

defined with different jet profiles or modeling can start from the diagphram ofthe synthetic

jet. Oscillation of the jet velocity may be remodeled. More detailed parameterization of

the jet parameters can be performed. The lift and the drag canbe optimized together or the

lift-to-drag ratio can be optimized. Different optimization techniques may be employed.
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