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ABSTRACT

DIRECT GEOREFERENCING AND ORTHORECTIFICATION OF
AIRBORNE DIGITAL IMAGES

Kiraci, Ali Coskun
M. Sc., Department of Geodetic and Geographicrinédion Technologies

Supervisor  : Assoc.Prof. Mahmut Onur Kagglo

September 2008, 131 pages

GPS/INS (Global Positioning System / Inertial Natign System) brings
possibility of relaxing the demand for aerial tgaation in stereo model
construction and rectification. In this thesis Hedential rectification algorithm is
programmed with Matlab software for aerial framenesa images. This program
is tested using exterior orientation parametersiobtl by GPS/INS and images
are ortho-rectified. Ground Control Points (GCP¢ aneasured in the ortho-
rectified images and compared with other rectifamatmethods according to

RMSE and mean error.

Besides, direct georeferencing accuracy is invatgdy by using GPS/INS data.
Therefore, stereo models and ortho-images are rcatstl by using exterior
orientation parameters obtained with both aerig@ngulation and GPS/INS
integration. GCPs are measured in both stereo modald ortho-images,
compared with respect to their RMSE and mean etroorder to determine
Digital Elevation Model (DEM) effect in ortho-refitation, different DEM data

are used and the results are compared.

Keywords: Direct georeferencing, GPS/INS, orthoimages, odtiification,

rectification.
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HAVADAN ALINAN D 1JITAL GORUNTULERIN DOGRUDAN
YONELTILMESI VE ORTOREKTIFIKASYONU

Kiracl, Ali Coskun
Yuksek Lisans, Jeodezi ve grafi Bilgi Teknolojileri Bolimi

Tez Yoneticisi: Dog. Dr. Mahmut Onur Karstlo

Eylul 2008, 131 sayfa

GPS/INS, stereo model glurulmasinda ve rektifikasyonda havai nirengi
gereksinimi icin esneklik getirmektedir. Bu tezdeatlb yazilimi ile havadan
alinan cerceve kamera goruntileri icin bir diferggisrektifikasyon algoritmasi
programlandi. Bu program, GPS/INS entegrasyonielde edilen di yoneltme
parametreleri kullanilarak orto-gortntiler glwruldu ve test edildi. Orto-
goruntuler Uzerinde Yer Kontrol Noktalari 6l¢uldie vdiger rektifikasyon
yontemleri ile karesel ortalama hatalari (KOH) vdalama hatalarina goére

karstlastirildi.

Bunun yaninda, GPS/INS verileri kullanilarakgdedan ydneltmenin dgulugu
arggtinldi. Bunun igin, hem havai nirengi hem de GR&Ientegrasyonu ile
edilen dg yoneltme parametreleri kullanilarak stereo modelke ortogéruntuler
olusturuldu. Stereo modeller ve orto-gorunttler GzesiKN. lar ol¢uldi, KOH
ve ortalama hatalarina gore géastirildi. Sayisal Yukseklik Modeli (SYM) nin
orto-rektifikasyondaki etkisini belirlemek icin tdr SYM verileri kullanildi ve

sonugclar kanlastirildi.

Anahtar  Kelimeler: Dogrudan  yobneltme, GPS/INS, orto-gorintd,

ortorektifikasyon, rektifikasyon.
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CHAPTER 1

INTRODUCTION

GPS/INS systems are rapidly emerging as a main coerg of airborne mapping
and remote sensing systems. In recent years, GB3¥N been a great of interest
for direct georeferencing. In order to determinaneea perspective center
position, GPS application has already become a ammprocess in airborne
applications. Aerial triangulation is performeddetermine the unknown exterior
parameters (% Yo, Zo, W, ¢, k) generally with the use of four full control pant
and pass points homogenously scattered on theapvarea among the images.
Then bundle block adjustment is performed to edBmexterior orientation
parameters. To decrease the use of ground cordnaisp(GCP) has always been
focus of the photogrammetric studies. Theoreticdlre is no need for GCP with
the use of GPS/INS. Integrated GPS/INS providesrmxtorientation parameters
directly. According to the accuracy requirement d@ne aim of the study it is

possible not to use or decrease the number of G@Bsssible.

Aerial photos and satellite images do not showufestin their correct locations
due to displacements caused by the tilt of the mermd terrain relief.
Orthorectification transforms the central projentiof the photograph into an
orthogonal view of the ground, thereby removing distorting effects of tilt and
terrain relief. Orthorectification is the procedstrmnsforming raw imagery to an
accurate orthogonal projection, as against theppetwve projection of the raw
image. The product of orthorectification processilithoimage or orthophotos.
Without orthorectification, scale is not constamt the image and accurate
measurements of distance and direction cannot loke.ma order to orthorectify

imagery, a transformation model is required whigket into account the various



sources of image distortion generated at the tifmemage acquisition. These
include sensor orientation, relief displacementtheshape and rotation, orbit and

attitude variations, systematic error associatet thie sensor. [14]

Various studies were performed about direct geceafeng and orthorectification
and their accuracy assessments. One of the studjucted by Jacobsen (2000),
combined bundle block adjustment and direct semsmntation results were
compared and boresight misalignment was determifieely found the results in
mean square errors of the horizontal coordinatepom@ant in the range of +/-

0.43 m. and 0.78 m for vertical component for 1(BpOoto scale.

Cramer, Stallmann and Haala (2000) performed digsreferencing using
GPS/INS tests and compared the results with cordbémeial triangulation. The
root mean squares of object coordinates as eadh aad vertical component
were 4.5 cm, 6.3 cm, 12.1 cm for aerial triangolatand 8.8 cm, 11.9 cm, 17.8
cm for direct georeferencing.

Another study conducted by Wegmann (2003) was imagentation by
combined aerial triangulation (AT) with GPS/IMU. Bsight misalignment was
determined and combined (AT) results were asse3s$edtest resulted in 5 cm in
horizontal and 10 cm in vertical coordinate compurier 1/5000 photo scale.

Skaloud and Lichti (2006) studied on a rigorous rapph to boresight self
calibration in airborne laser scanning. The resiadigheir approach showed that
RMS residuals 3 cm in height, 2 arc seconds ineenghd 1 cm in laser range
with 200 m flying height.

Heipke et al. (1992) studied in SPOT Imagery fompaletermination, DEM
generation and orthorectification by the automatiotogrammetric processing.
For the DEM generated, an empirical height accu@clgetter than 10 m. was

achieved with small base-to-height ratios of 0.4 ar6.



Pala and Pons (1995) tested the incorporation béfren polynomial-based
geometric correction of SPOT and Landsat TM imagé#rys investigated that

sub-pixel accuracy can be reached with this method.

El-Manadili and Novak (1996) studied in Direct LareTransformation (DLT) for
the geometric modeling of SPOT imagery. The apgrodoes not need the
interior and ephemeris information. The solutiob@ased on only ground control
points. When sensor model and ephemeris informatrennot available this is
advantageous for processing of the new high rasalusatellite images.

Corrections for other systematic errors are comsaléhrough the adjustment.

Accuracy of the rectification methods was compaaed applicability of them
was assessed by Ok in his MS thesis (2005). Thastlexamines rectification

models including affine transformation to rigorarsalytical rectification.

Erdozgan has studied on methods and inputs of orthoieatidbn process and
effects of them over this process are describethisnM.S. thesis (2000). In
particular, SPOT satellite system and stereoscapjwects of this system are
studied in detail. Measurements and accuracy esfibhotogrammetric process,

DEMs and orthoimages are presented.

A new differential rectification algorithm for moscopic images taken by CCD
frame cameras was proposed by Kapgloand Friedrich (2005). The method
directly assigns the geodetic coordinates of theges so it avoids earth curvature
corrections. This method was performed in this ithésr digital aerial frame

camera and the results were examined.

Bettemir has studied on sensitivity analysis ofedéntial rectification method
proposed by Karslgu and Friedrich for CCD frame cameras and pushiroo
scanners (2006). Sensitivity and error analysisaotlifferential rectification
method were performed by using digital images takea frame camera onboard
BILSAT and pushbroom scanner on ASTER. The effeci®ss and accuracy of



the differential rectification method was comparadth other rectification

methods and results were compared.

In this thesis a differential rectification algdmih proposed by Karslgu and
Friedrich is applied to UltracamX Vexcel digitalre frame camera images. For
this, an operational software was developed, imptged and tested to generate
orthorectified image on the basis of this algoritimMatlab environment which is
explained step by step in Chapter 3. The test efstiftware is accomplished by
using exterior orientation parameters delivered3BS/INS integrated system on
board the airplane. GCPs of which the coordinatesdatermined by adjustment
of GPS observations are measured in ortho-rectifiealges obtained with the
software and rectified images with polynomial meth@" and 3 degree),
RMSE (Root Mean Square Error) and mean error ispeed using the adjusted
and measured coordinates of GCPs.

Besides, combined aerial triangulation and diresmtrgferencing are performed
using exterior orientation parameters obtained BSMNS integration. Stereo
models and ortho-images are constructed with eagthod and RMSE and mean
error are computed for GCPs measured in stereo Imadé ortho-images. The
results are compared and assessed with respdwitoatcuracies. Various GCP
combinations are used for combined aerial triarigpiato see the effect of
decreasing number of GCP. Additionally various DEDigital Elevation Model)

data are used to determine the effect of DEM ihavdctification.

This thesis is divided into seven parts. In théofeing chapter (Chapter 2), aerial
triangulation methods, Global Positioning Systerd arertial Navigation System

are presented. Development of the aerial trianguiand the effect of decreasing
GCP numbers are studied. Georeferencing algoritinbaresight calibration are

presented which were used in this thesis.

In Chapter 3, common rectification methods areoshiced and colinearity

equations as a basis of differential rectificatroethod are described for aerial



frame camera. DRM algorithm procedure which is progmed in this thesis is
explained step by step.

In Chapter 4, 5 and 6, test area, data and theauelibgy used in the study are
presented. Data inputs and processes are defingdingplementation of the

algorithm is completed.

In chapter 7, an overall discussion of the thesidysis made. Analysis results are
commented briefly and some recommendations wergesitigd for future studies

related with direct goereferencing and orthorezaifion applications.



CHAPTER 2

AERIAL TRIANGULATION AND DIRECT GEOREFERENCING

2.1  AERIAL TRIANGULATION

Aerial triangulation is an important procedure imoppgrammetric workflow. It
provides the exterior orientation parameters ofraiges and ground coordinates
of all pass points within a photogrammetric blobased on photogrammetric
measurements and a few control points. And normedgial triangulation is a

very hard and time-consuming procedure.

Traditionally, aerial triangulation begins with peeing and annotating
photographs, whereby a suitable number of wellribisted points are carefully
selected such that they appear on as many photwgrap possible. Once
preparation is completed, the points must be tearexd to all photographs. This
latter phase is quite crucial; particularly thensform of strip tie points. In fact,
the success of an aerial triangulation project ddpdargely on the quality of the
point transfer. Only after points are transferredctearly identified can the

measuring process begin [30].

Here automatic triangulation improvements play maapartant role. The point
transfer can be combined with simultaneous measenmeof conjugate points on
all images involved. Basically, aerial triangulaties suitable for automation.
While preparation, block points can be automatycadllected at proper locations.
An important advantage is the possibility to deteenconjugate points that
appear on more than two photographs by a multiplege matching procedure
simultaneously. In traditional aerial triangulatian operator can only view two

images at the same time.



In modern photogrammetry, the relative orientatiennot implemented as a
separate stand-alone process, but it is part abader point measurement and
triangulation module. However, it provides the tletical and practical basis of
automated point measurement during aero-triangulatAero-triangulation is

often characterized as one of the more complexepiaes in terms of user
knowledge of the underlying principles of a photagmetric block adjustment.

Its objective is to relate multiple images to eacbrder to: [30, p 957]

-determine the orientation parameters of each @maghe block, namely
the (Xo,Y0,Z0) coordinates the exposure station @ameéga, phi, kappa, rotations
and to

-determine the ground coordinates (X, Y, Z) ofnteiobserved in them.

This is performed by the measurement of photo doates of the ground control
points and the measurement of conjugate pointhenowverlapping areas of the
block imagery (tie, and pass points).

Virtually all vendors provide triangulation algdmhs that are based on rigorous
physical sensor models and the well establishettipte of least squares bundle

adjustment in which all parameters are fully weighnistrained [30, p 957].
2.2 AERIAL TRIANGULATION METHODS

Aerial triangulation can be defined as the deteatiam of point coordinates (X,
Y, Z) by means of photogrammetric devices. From thspects of
photogrammetric applications, it is the determmratdf control points to perform
absolute orientation in order to evaluate a singla pair of photograph(s) (stereo
compilation) (Photogrammetry Lecture Notes, 2002)

Densification of the control points't3and 4" degree points based off and 3¢

degree triangulation network) for the productionla25.000 scaled topographic
maps has been completed in Turkey. However this da¢ satisfy the enough
point density necessary to produce maps havingsdatger than 1:25.000 (e.g



1:5000, 1:2000, and 1:1000). Most of this kind ofnps lost or destroy in the
course of time. Aerial triangulation is the mosefu$ way of constructing the

required number of control points in map producpoocesses.

Point densifications by means of photogrammetrichoe can be arranged by
their historical developments namely pool methoéyiad method, aerial
triangulation method, and aerial triangulation wikinematic GPS support

respectively.
2.2.1 Pool Method

Independent of the flight direction at least 3 cohpoints must exist in a stereo
model, comprised of adjacent two photographs, tofopa the absolute

orientation.

A circle called as pool circle that encircles aruikderal triangle and whose
diameter can be measured is used to provide thereglgnumber of triangulation
points. Pool circle is drawn on a transparent [sagd as tracing paper, astrolon
etc. in a scale of triangulation canavas. 3 pamist be in the circle or at least on
the circle wherever the pool circle is placed dniangulation and flight planning

sheets (Figure 2.1)

A A 'S A
Pool Circle
Models

A A A

I L\ YN VAS A Triangulation
Points

A A A A A
I~ A VAS VAS A

A A A A A
A A A i A

Figure 2.1 Triangulation and flight planning by msaf pool method



2.2.2 Serial Method

Triangulation and flight planning by means of seneethod is made by placing
one point at nearly the corners of model which dfee provides absolute
orientation in a restricted way. To achieve thisstly the flight direction, photo

scale, and the along track overlapping ratio issam®red to determine the optimal
or optimum model area. After then how many pointelaich spacing along the X
and Y direction is determined. Considering the tengf model along the X

direction is equal to base of model, base length iBadopted to for the

triangulation point spacing. Until 1960 pool methadd after that time serial
method had been used in Turkey. Because the podhochenecessitates
establishing lots of points and the flights can betcovered along the colon in
serial method, most of the studies performed by GGadde to be redone.
Therefore the expected accuracy and economy frooh grad serial method has
not been provided (Figure 2.2) (Photogrammetry WwechNotes, 2002).

A A A A A A A

A A A 7S A A A

Figure 2.2 Triangulation and flight planning by msa&f serial method.




2.2.3 Aerial Triangulation Method

It is a triangulation method developed during 197%0@kich eliminates the
drawbacks occurred in pool and serial method amdiges establishing fewer
points in the field. The basic purpose of the meétie to establish minimum
number of ground control points and determine tificient number of control
points present in stereo models by means of phategetric techniques to
perform absolute orientation to evaluate the modelghis method there must be

a triangulation point at the beginning and the ehthe strips.

Practically a flight plan containing map sheetd&evaluated, flight directions
and available triangulation points is prepared.nidithis plan a selection for the
triangulation points lie on photograph area ancisiga2B between each other is
done at the outer frame of working area. At leagioihts are selected at the
beginning and the end of every strip, above an@dnof strip line. These points
should fall in the same model. Full control (X, &), spacing nearly 4B or only a
height control point (Z) selections is done abowud Aeneath every strip if they

are in the block (Figure 2.3).

In aerial triangulation method natural or artifiqgeints are marked and measured
as strip and model tie points and then their 3-Drdmates as well as the 12
exterior orientation parameters for each modeg| ¥, Zo, K, ¢, ) are calculated
after an adjustment process by the help of pointsifieation by means of

photogrammetric method with a few ground contrahfgestablished in the field.
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Figure 2.3 Triangulation and flight planning by msaf aerial triangulation

2.2.4 Aerial Triangulation Method with Kinematic GPS Support

Aerial triangulation controlled by kinematic GPSsebvation in the aircraft has
been established as a precise method of photogrammeint determination with

a few control points marked on the ground. New tgraents of kinematic GPS
processing yield accurate exposure locations Y%, Z,) instantaneously. Thus, it
leads to reduce 90-95% field survey and productiost and can meet the
specification of topographic mapping at small odinen scale (Photogrammetry
Lecture Notes, 2002).

Practically depending on the flight plan at leasiut ideally 8 points around the
corners of block area are marked and measuredeTpaats are positioned by
geodetic techniques (Figure 2.4) (Photogrammetpture Notes, 2002).
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Figure 2.4 Triangulation and flight planning by mesaf aerial triangulation with

kinematic GPS support

2.2.5 GPS/IMU Supported Aerial Triangulation Adjustment

An inertial navigation system is a navigation didttuses a computer and motion
sensors to continuously track the position, origota and velocity (direction and
speed of movement) of a vehicle without the needefdernal references. INS
includes at least a computer and a platform or feodontaining accelerometers,
gyroscopes, or other motion-sensing devices. TIi&igNnitially provided with its
position and velocity from another source (a hunogerator, a GPS satellite
receiver, etc.), and thereafter computes its owthatga position and velocity by
integrating information received from the motiomsars. An INS can detect a
change in its geographic position (a move easbahnfor example), a change in
its velocity (speed and direction of movement), andhange in its orientation
(rotation about an axis). It does this by measurihg linear and angular
accelerations applied to the system. [41].

Inertial Measurement Unit (IMU) is the most impatacomponent of INS and

consists of a gyroscope and an accelerometer. Gypes measure the angular

12



velocity of the system in the inertial referencanfie. By using the original

orientation of the system in the inertial referefreene as the initial condition and
integrating the angular velocity, the system's entrrorientation is known at all
times. Accelerometers measure the linear acceberafithe system in the inertial
reference frame, but in directions that can onlyrt@asured relative to the moving
system (since the accelerometers are fixed to y#iséeem and rotate with the
system, but are not aware of their own orientatiblgwever, by tracking both the
current angular velocity of the system and the enirtinear acceleration of the
system measured relative to the moving systens possible to determine the
linear acceleration of the system in the inertieference frame. Performing
integration on the inertial accelerations (using driginal velocity as the initial

conditions) using the correct kinematic equatioreddg the inertial velocities of

the system, and integration again (using the aalgimosition as the initial

condition) yields the inertial position.

GPS and INS are used in collaboration to take dvar@ages of both (Figure 2.5).
GPSI/INS refers to the use of GPS satellite sigimat®rrect or calibrate a solution
from an INS. INS usually can only provide an acteisolution for a short period
of time. The INS accelerometers will produce annavin bias signal that appears
as a genuine specific force. This is integrategrmduce an error in position.
Additionally, the INS software must use an estinaitéhe angular position of the
accelerometers when conducting this integratiorpidally, the angular position
is tracked through an integration of the angulée feom the gyro sensors. These
also produce unknown biases that affect the integrao get the position of the
unit. The GPS gives an absolute drift-free positratue that can be used to reset
the INS solution or may be blended with it by u$eaanathematical algorithm
such as a Kalman Filter. The angular orientatiothefunit may be inferred from
the series of position updates from the GPS. Tla@h in the error in position
relative to the GPS may be used to estimate theawk angle error. The benefits
of using GPS with an INS are that the INS may Hdibded by the GPS signals
and that the INS can provide position and angleatgslbetween the 1 second

13



GPS updates. Additionally, GPS may lose its sigmal the INS can continue to
compute the position and angle during the periodosf GPS signal. The two

systems are complementary and are often emplogedhter [41].

GPS Antenna

Figure 2.5 GPS/INS system.

In summary, the advent and commercial availabiityhigh-quality integrated
GPS/INS and GPS/IMU systems allows for direct gewesmcing without use of
any ground control data in remote sensing and ginatometric mapping

applications at least theoretically.
2.3 GLOBAL POSITIONING SYSTEM (GPS)

The global positioning system is a satellite-basadgation system consisting of
a network of 24 Medium Earth Orbit satellites (32Ndarch 2008) that are eleven
thousand nautical miles in space and in six diffebital paths. The satellites
precise microwave signals that enable GPS receteedetermine their location,

speed, direction, and time.

14



A GPS receiver calculates its position by careftillying the signals sent by the
constellation of GPS satellites high above the tEdfach satellite continually
transmits messages containing the time the mesgagesent, a precise orbit for
the satellite sending the message (the ephemarid)the general system health
and rough orbits of all GPS satellites (the alman&bese signals travel at the
speed of light through outer space, and slightbysl through the atmosphere.
The receiver uses the arrival time of each meskageasure the distance to each
satellite, from which it determines the positiontloé receiver using geometry and
trigonometry. The resulting coordinates are coraeeto more user-friendly forms
such as latitude and longitude, or location on g,n@d then displayed to the

user.

It might seem that three satellites would be enawgbolve for a position, since
space has three dimensions. However, a threeiatalution requires the time
be known to a nanosecond or so, far better thannamylaboratory clock can
provide. Using four or more satellites allows tkeeiver to solve for time as well
as geographical position, eliminating the needafeuper accurate clock. In other
words, the receiver uses four measurements to $mi\feur variablesx, y, z, and

L.

While many GPS applications have no particularfosehe computed time, it is

used in some GPS applications such as time transfer

Although four satellites are required for normakmgiion, fewer may be needed in
some special cases. If one variable is already kn@ar example, a sea-going
ship knows its altitude is 0), a receiver can deiee its position using only three
satellites. Also, in practice, receivers use adddl clues (doppler shift of satellite
signals, last known position, dead reckoning, iakmavigation, and so on) to

give degraded answers when fewer than four saelite visible.
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2.3.1 Types of Positioning

GPS can be used for either point positioning catrnet (differential) positioning.
A simple mathematical resection computation is usedletermine a point’s
position. GPS receivers use other constants (Kieple@lements) broadcast by the
satellite in its ephemeris to compute X, Y, Z cooates of each satellite for each
instant (epoch) observations are made. When th&andss to four or more
satellites are measured, the X, Y, Z, coordinatethe point occupied can be
computed by resection formulas. Four instead adelwatellites are needed due to
the fact that the true range or distance to eat#llisa is not measured by GPS.
The distance measured is called a pseudo or qalagerbecause it consists of true
range plus or minus a constant bias error duedalibck error of the receiver. If
the receiver were connected to an atomic clock Wed set to the proper GPS
time, the true range to each satellite could besomed. Thus in point positioning
four equations (distances to satellites) in folkngwns (X, Y, Z and clock error)
exists and therefore provides a unique solutionefMinore than four satellites are
observed an over-determined solution can be handlsimhg a least squares
solution which also provides estimates of the pmsit Relative positioning
requires two or more GPS receivers and is commosgyl in aerial photography
to navigate and position the aircraft more pregis@y using at least two

receivers it is aimed to eliminate orbital and &lecrors [30].
2.3.2 Positioning Errors

There are a number of electronic system errors ¢tlaat occur using GPS;
however, most of the equipment sold today has vedolhese system errors so
that they can be considered negligible. Three magurces of errors, orbital,
ionospheric and multipath can be mitigated usinth software and hardware

techniques.
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2.3.2.1 Orbital Errors

The broadcast ephemeris is normally accurate topaneper million (1 ppm) or

about 20 m and is often accurate 1 meter. A 204nwetetal can result in a 10 cm
error in position for a 100 km line when relativesfgioning techniques are used.
The precise ephemeris is accurate within 5 to 2@epending upon when it has
been computed, so the errors introduced by theggresphemeris are negligible

for most surveys [30].
2.3.2.2 Atmospheric Errors

Another source of inaccuracy is the reduced spekegropagation in the
troposphere and ionosphere. While radio signaletnaith the velocity of light in

the outer space, their propagation in the ionosphaerd troposphere is slower.

In the ionosphere in a height of 80 — 400 km adangmber of electrons and
positive charged ions are formed by the ionizingdoof the sun. The electrons
and ions are concentrated in four conductive layetse ionosphere These layers
refract the electromagnetic waves from the sagslliresulting in an elongated
runtime of the signals. These errors are mostlyected by the receiver by

calculations [27].
2.3.2.3 Multipath Errors

The multipath effect is caused by reflection ofeflae signals (radio waves) on
objects. It was the same effect that caused ghoages on television when

antennae on the roof were still more common instéaddays satellite dishes.

For GPS signals this effect mainly appears in tlegghbourhood of large
buildings or other elevations. The reflected sigiakles more time to reach the
receiver than the direct signal. The resulting retypically lies in the range of a

few meters [27].
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2.3.3 Airborne GPS (AGPS) Control

Airborne GPS is a method, which drastically reduttes number of ground
control points necessary on larger projects. Wherfopming airborne GPS
projects, a geodetic quality GPS system is ingtaife the airplane. The GPS
receiver records an event marker from the cameggirhg the precise time of
each exposure station or photo center. This timerdeis then correlated to the
location of GPS ground stations (at known, survelazhtions), which were
recording during the flight. It has been complesegeral Airborne GPS projects
where minimal ground control is supplemented bycigedy locating the camera's

projection center in three dimensions.

Today many ABGPS project is able to collect the GR& (L1/ L2 code and

carries phase) every second. For the best accutaty should be collected more
frequently. The photo-center positions are deteeahiby interpolating between
the adjacent GPS determined positions. At lowuwales the aircraft may not be
suitably stable and one second position samples imagduce unacceptable
errors. The need for one-half second data can bekeld by flying a mission

using the one-half second data to compute photaipas, and then thinning the
data to one second and re-computing the photoiseriecomparison of the two

sets of positions will show whether the more freguata are needed [30].

2.3.4 Base Stations

The optimum location for an ABGPS base statiomia grassy area at an airport
near the center of the project area. The grasswilreflect the satellite signal as
much as paved areas and thus reduce the possibilitynultipath errors.
Furthermore, airports are excellent sites sinceethee few obstructions to block
the satellites signals. Additionally, the aircra@PS receiver will be able to
quickly initialize (fix integer ambiguities) in @& minutes when the base station
Is located close to the aircraft. A base statiom usually be left unattended at an

airport, saving the cost of an operator [30].
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2.3.5 Processing GPS Data
2.3.5.1 Point Positioning

Point positioning is normally performed in the GR®eiver in near real-time.

Point position errors include the ephemeris elmrpsphere error, pseudo-range
error, and any multipath errors that may be pres&uime post-processing
software recomputes the point positions using thecipe ephemeris. These
positions should be considerably more accurate tih@mnes computed using the
broadcast ephemeris; however, they still are noa@srate as relative point

positions [30].
2.3.5.2 Differential Code Phase positioning

Differential Global Positioning System (DGPS) is anhancement to Global
Positioning System that uses a network of fixedugd-based reference stations
to broadcast the difference between the positiodgated by the satellite systems
and the known fixed positions. These stations brastdthe difference between
the measured satellite pseudoranges and actuakern@iy computed)
pseudoranges, and receiver stations may correictpgbeudoranges by the same
amount. When a positioning service is used, caoest received from a
communications satellite or ground radio statioe applied to the measured
(code-phase) pseudo ranges to obtain satelliteesafrom which many of the
systematic errors have been eliminated. These mrerate pseudo ranges are
then used in a classical resection computatiortopute coordinates of the point
[30].

2.3.5.3 Carrier Phase Differential Positioning (CPP)

Most ABGPS uses the L1 (19cm), L2 (24 cm), and 21(86 cm) carrier phase
data to compute the base vector length betweesedtation and a rover receiver.
Since the coordinates of the base station are kn@wncan be accurately
determined) the vector between the base and rerenits the computation of the
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accurate coordinates of the rover. In the caséofgacontrol operations the rover
may remain stationary for several minutes (statiovesy), while the rover is

constantly moving in the case of ABGPS [30].

The vector computation using carrier phase is nmhehsame as the differential
pseudo-range computation. In pseudo range compnidtie distances between
the GPS receivers and the satellites are unambstyugifi not precisely) known.
The vector between the GPS stations results framptbjection of the eight (or
more) pseudo-ranges measured at the one known randirkknown point. The
pseudo-range measurement error varies form 0.5net8rs depending upon the

receiver used.

The carrier phase observation also measures tlge tanthe satellite; however
this range is ambiguous since it consists of amawk integer number of 19 cm
cycles plus a precisely known (measured) fractianyale. In other words, the
carrier phase satellite range would be determimechitimeter accuracy if the
integer number of whole cycles were known. GPS gssing software, in effect,
determines this number integer cycles so that #tellée range data (actually

difference in range) is determined to millimetec@acy.

This determination of the precise difference irebiée ranges is performed in a
multi step computation [30]:

1. The (unambiguous) pseudo-ranges are differetagarovide a preliminary

solution of the vector to meter accuracy.

2. The L1 and L2 carrier phases are linearly comdbito produce an 86 cm wide-
lane phase. These wide-lane observables are dadlifféeenced (between sites
and again between one satellite and the remaimitgllises) for each epoch. Since
the relative position of the unknown point has bdetermined to meter accuracy
in step one, a search cube is set upcentered gorehminary position to search
for the correct ambiguity (difference in range gees). For example, if data from

five satellites are observed, four integer ambigsitire formed (since one satellite
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is reference). The various sets of ambiguitiestlaea statistically tested to arrive
at the set of integer ambiguities which give ther@dt vector. This computation

yields the answer correct to a centimeter.

3. When the wide-lane ambiguity has been determitiexiL1 ambiguity can be
quickly determined and the final answer computed few millimeter accuracy.
For long lines with noisy data it may be impossibdedetermine the integer

ambiguities so that only a float solution can bmpated.

4. As described above, the double differences @madd by subtracting the L1
carrier phases between sites (rover, base) ancebetthhe highest satellite and the
remaining satellites to form both the integer araliigs and the normal four
unknowns (difference latitude, longitude, heighdariock error). This yields
seven unknowns for four satellites. Since four knsware observed every epoch,
it would be theoretically possible to solve theteedn two epochs; however the
set of equations is ill conditioned and a solui®not possible with so little data.
When a sufficient data set has been observed (ysitiako 20 minutes for an L1
receiver), a three integer ambiguities as real rarmfe.g, ambiguity 1234 would
be served as 1234.0876) so that all seven unknavwensolved for. If there is a
sufficient amount of data, the float ambiguities a&ery close to integers and the
numbers can be rounded off to produce the correstvers. These estimated

(rounded off) ambiguities are used to completectiraputation.

5. The final solution is computed by treating tiséireated ambiguities computed
in the float solutions as known and solving theaddetquations for the normal four
unknowns. The set of equations is then re-solvacteasing or decreasing each
ambiguity by one cycle in turn. Each time the comapan is made, the standard
error of the solution is determined. The correctafeambiguities is the set that
has the smallest standard error, and the solusaomnsidered correct when the
ratio of the standard error of the best solutionthit of the next best solution is
two to three times. In this case the solution & tector is said to be a fixed

solution and the vector determined to centimeteucy [30].
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2.4  INERTIAL NAVIGATION SYSTEMS

An inertial Navigation System (INS) has two maimmgmnents. The first is the

inertial measurement unit (IMU), which compriseseth accelerometers, three
gyros and electronics to provide digitally encodednples of the accelerometer
and gyro data on a serial interface. The accelagensieare arranged as an
orthogonal triad and measure the specific forceéordbat is the vector sum of the
local gravity vector and the acceleration vectgrezienced by the IMU [30]. The

gyros are also arranged into an orthogonal triad theasures the angular rate
vector. The angular rate vector is the sum of thelErotation vector plus the

angular rate vector experienced by the IMU witlpees to the earth.

The second component is the navigation processé&).(M solves Newton’s
equations of motion of the IMU on the rotating Baliased on the measured
accelerations and angular rates. In order to déheoNP must establish the local
North, East and Down directions of the navigatioordinate frame (Figure 2.6)
using a procedure called alignment. Determining dbg/n direction is called
leveling, and is based on the assumption thatated lgravity vector is the vertical
reference. Once leveling is completed, the horaloates of the navigation frame
define a plane that is tangent to the local geasdalace, and hence is said to be
locally level. Aligning a locally level navigaticiname to the true North direction
is called heading alignment. A mechanism calledoggompassing uses the
horizontal component of the Earth angular rate areas heading reference. A
stationary or otherwise non-accelerating INS ukesBarth rate vector measured
by the gyros to gyrocompass its navigation frame&ue North. A typical aircraft
INS must undergo a stationary alignment lastingd.@0 minutes to accurately
align its navigation frame. Thereafter it navigate=e-inertially, which implies
that it computes its navigation solution using otilg acceleration and angular
rate data from the IMU without any subsequent @hiwas to its alignment or

position solution [30].
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Figure 2.6 Frames of references used in ineréigigation [30, p.705].

2.4.1 GPS-Aided Inertial Navigation System

An aided INS (AINS) (Figure 2.7) combines the comguats of an INS with
navigation-aiding sensors for the purpose of ragqdahe INS errors to those of
the aiding sensors during vehicle navigation. Hpéctal AINS uses Kalman Filter
to estimate the errors in the inertial navigati@ugon and the inertial sensor
errors. The Kalman filter uses measurements ofctireent inertial navigation
solution differenced with aiding sensor navigataata to observe and estimate
the INS errors. This is possible only when theraidsensor error characteristics
are different from the INS errors. A GPS positiofuson contains errors that can
be characterized as noisy and statistically bound#dn an error ellipse of fixed
volume. By contrast, the INS position errors ararahbterized as smooth but
unbounded. These error characteristics are complamyg and hence amenable to
Kalman filter error estimation. The Kalman filtetogesses measurements that are
the differences of the inertial navigator and GBSitons, and thus comprises the
noisy but bounded GPS position errors plus the gm@UNS position error. The
Kalman filter contains a model for these errorg] Hrereby is able to suppress the
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GPS short-term errors and estimate the INS erfidrs.accuracy of the INS error
estimates depends on the magnitude of the GPSiqmo&itror. When the GPS
solution is a kinematic ambiguity resolution sabati a better estimate error is

obtained with decimeter accuracy than an uncomeCt solution.

The AINS uses the Kalman filter's estimated inéntiavigation errors to correct
the position, velocity and attitude computations time inertial navigation

algorithm. This error correction closes the loopumd the INS and thereby
regulates the INS errors to be consistent withaildéeng sensor errors. In a GPS-
AINS, it regulates the INS position and velocityogs to be consistent with
smoothed GPS position and velocity errors. It femhore regulates the INS
attitude errors and thereby continuously improves INS alignment. Thus a
GPS-AINS is able to align from a cold initializatievhile the vehicle is moving.

This is called a mobile alignment, or in the cataroairborne AINS, an air start
[30].

2.5 Direct Georeferencing

Direct Georeferencing (DG) is the direct determoratof the position and
orientation parameters of a sensor. It is an engliéchnology for quantitive data
acquisition and mapping applications where preargantation and the position of
the sensor are required [30]. A direct georeferansiystem provides the position
and orientation of the sensor required to regigteracquired data in geographic
coordinates. In photogrammetry, direct georeferamcis used to produce
measurements of the exterior orientation paramésersach photograph without
the use of ground control points or aerial triaagoh.

If the IMU attitude vector ¢ ¢ k]'and the GPS antenna position vector [X Y Z]
are measured with sufficient accuracy for the apilon at hand, there is no need
to perform triangulation on the block of images diwed. This can result
significant savings in time and money. The borasaygles o ¢ & K g]' and

antenna offsetsAX AY AZ] ' still have to be accurately known and correctly
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applied to the attitude and antenna vectors. Thatiom angles also have to be

properly exploited.

The attitude and position data are sometimes dlaileith the boresight and
offset corrections are applied, making the impletagon of this method
straightforward. In this method, the corrections doift and shift for both IMU
attitude angles and GPS position are assumed #etoe( Puy Ado Ak, [Aw,
Ad1 AK4]Y, [AXo AoYo AZo] Y, [AX1 AY1 AZ4]') making the time variable irrelevant
[30].

2.5.1 Coordinate Frame Definitions

Geographic coordinate frame (g): This frame is lldegel frame tangent to the
reference ellipsoid. Its X-axis points North, Y-soiast, Z-axis Down, it is also

called as NED frame.

IMU body coordinate frame (b): IMU sensor axes the axes of this orthogonal
frame. The orientation of this frame is fixed witbspect to the camera body
frame (c). The DG system provides the roll, pitod &eading¢,w,k) of the body
frame (b) with respect to the local Geographic &DNrame (g) [30].

Camera body coordinate frame (c): This frame isightrhanded orthogonal
coordinate frame. Its origin is the perspectiveteenf the camera lens, direction
of flight is X-axis, Y-axis pointing to the rightf ahe camera, and Z-axis down.
The IMU body frame is misaligned with boresight Esgwith respect to this

frame.

Mapping coordinate frame (m): This is any local rciieate mapping frame, such
as the UTM.

Image coordinate frame (i): It is fixed to the ineagnd orthogonal right handed
coordinate frame. Its origin is at the perspectosnter of the camera lens,
direction of the flight is X-axis, Y-axis pointingward the left of the image, and

Z-axis up.
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Pixel coordinate frame (p): This frame is defingdtbe rows and columns of

pixels that make up the image, either from a scapmetograph or CCD.

Earth frame (ECEF): The Earth frame is fixed tordference ellipsoid and is also
referred to as Earth Centered Earth Fixed (ECE$ )rigin is at the center of the
ellipsoid, with its X-axis pointing through the a@rsection of the equator and the

Greenwich meridian, its Y-axis toward the equatad the +90 deg meridian, and

Z-axis through the geographic North Pole [30].

IMU

Inertial Navigator

Inertial data

Other aiding sensors

Navigator
correction

Error Controller

A

Error state Estimated
correction errors

\4

Kalman Filter

A

Aiding
data

GPS Receiver

A 4

A

Figure 2.7 GPS aided INS architecture [30, p.711]

GPS observations

2.5.2 Mapping with Direct Georeferencing

2.5.2.1 Computation of 2 dimensional image vector

v

Blended
navigation
solution

The first step is to compute the vector from thegple point (PP) to the point g

(Rep-9, corrected for the radial distortion of the lens.
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Figure 2.8 shows the two dimensional image vectunfthe principal point (PP)
to the point g measured in the image coordinatadtdts origin is at the center of

the image (O). The vector is computed as follows:

IR Xg— Xpp— dX
(Repg = (2.1)
Yo— Yer — d¥

where:

Xg, Yg coordinates of point g in the image frame,

Xpp, Yppcoordinates of the principal point in the imagerfea
dx;, dx radial distortions correction terms.

2.5.2.2 Compute 3D image vector in IMU body frame.

In order to perform this step first three dimensiomage vector to point g is
constructed, using the two dimensional image veatat the focal length of the
camera, and resolve it in the IMU body frame (bjic®the vector is resolved in
the IMU body frame, the vector is transformed te kbcal NED frame (g) using
roll, pitch and heading from the GPS/INS.

As shown in Figure 2.9, the three dimensional imagetor ﬁiE_g Is from the

camera perspective center E to point g. It is cdegpdirom the two dimensional

image vector, Fippp-g resolved in the pixame, and the focal length f as
follows:
~ ~
0 -1 0 -(Yg— Yep— dy)
. R (2.2)
Req= (10 0 RPppg| = -(Xg— Xpp— dX)
0O 0 1
-f
g _/
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Figure 2.8: Two dimensional image vector [3, p.712]

The IMU body frame (b) is defined as x forward,ght, z down. It is misaligned
from the image frame (i) by the so called boresighgles, which are physical
mounting angles between the IMU and camera. Theedsight angles are
determined via a calibration flight, with tradit@inphotogrammetric techniques

used to work backwards to solve for the boresiglates [30].
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Direction of flight
y —

Figure 2.9 Three dimensional image vector [30, §|.71

The simplest way of relating the boresight angbethé image frame is to first
define an arbitrary camera frame (c) that is cellinwith the image frame (i), but
has x forward, y right, and z down. The boresigtgles are then computed as the
angular offsets of the IMU body frame (b) with respto this frame. The

relationship among the three frames is given iargg2.10.

X

Zi -
alin i yc/' —%

y,c  Direction of Fligh"t:’yb z

Figure 2.10 Relationship among different framespace [30, p.713].
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The image vector from the camera perspective cénterpoint g resolved in the

IMU body frame (b) is described as follows:

where:
RbE_g = CE Clc RiE_g (23)
1 0 O
C
C = 0O -1 O (2.4)
O 0 -1
and
1 0 0 cody O -sirdy || co®, sip, O
b

0 -Sirfx coy || sinfy O cody || O 0 1

The boresight angles are constant as long as IMtires rigidly mounted to the
camera. These are determined once for a givenllaigia by performing a
calibration flight over known ground control. Therbsight angles are defined as
to bring the camera frame into alignment with tloelyo frame. The sequence of

rotations is described as follows [30].
a. Clockwise rotation about the camera frame Z axithieyangle,.
b. Clockwise rotation about the once rotated Y axisheyangle,.

c. Clockwise rotation about the twice rotated X axigie angle,.
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2.5.2.3 Resolve Image Vector in Local NED GeographFrame

The next step is to transform image vector whichithe IMU body frame into
the local NED Geographic frame (g) using the npiich and heading at the time
of exposure measured by the GPS/INS:

XgE_g
Reg= | Y%eq | = Co Reg (2.6)
ZgE-g
Where:

®, 0, ¥ are the roll pitch and heading (yaw) angles,

The roll, pitch and heading angles are definedHgydequence of rotations that
bring the NED Geographic frame into alignment wiite IMU body frame, and

are described as follows [3]:
a. Clockwise rotation about the down axis by the hegt
b. Clockwise rotation about the once rotated Eastlaxithe pitch anglé
c. Clockwise rotation about the twice rotated Nortisdy the roll angleb

This can be expressed as the following rotatiorrimat

1 0 0 cody O -Sirby || cos¥ sint¥ O
Ce=| 0 cosp sind || 0 1 0 -Sin¥ cost 0 (2.7)
0 -sindb cosb || sigy O cody || O 0 1
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from which:

cos¥ -sin? O co® O sirg || 1 0 0
Cg:CgT= sin cos¥ O |[|O 1 0 0 cosp sind
0 0 1 -sing 0 cod ||l O sinb cosh

(2.8)

GPS/INS provides the roll, pitch and heading anglesdirectly available from
the at the camera exposure times directly.

2.5.2.4 Project the Image Vector to the Ground

If the Image vector is in the local NED Geograpin&ne, it can than be projected
to the ground. The vegtorgBG from the camera perspective cerfeto the point
G on the ground (Figure 2.11), is computed from ﬁmag’e vector R4 as

follows:
X%.c
Rec= | Yeo| = Rieg 5 (2.9)
E-g
2%
Where:
H=H-h- hy (2.10)

H® height above ellipsoid from GPS/INS
hs geoidal seperation
hq orthometric height from DEM

2% vertical component of image vector in the NED gepgic frame
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---- \ jﬂh// ellipsoid

Figure 2.11: NED goegraphic frame to ground [3@1p].

with this vector ground coordinates for point G te&ncomputed.
2.5.2.5 Computation of ECEF Coordinates

Using equations 2.1 through 2.10, compute:

-(Yg— Yep— d¥) 011
—)I .
Ree” -(Xg— Xpp— dx)
-f
~ _/
Xeq
I?ng-g = ygE.g = CgCSCF ﬁbE_g (2.12)
Peg
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X%.c
o =y H
Rec=| Y%s| = R%y —
EG E-G E-g Py (2.13)

Z%ec

Then resolve vect&gﬁg in the earth frame (ECEF) and add to the coordmat
the perspective centércomputed by the GPS/INS [30]:

Xe Xe XeG
Yo | = | Ye | + ¢y | Yeo (2.14)
Zs Ze Zeg
-sinicod -sin -coslcod
cy = | sirsinl cod -cosisinl (2.15)
cost 0 -Sim.

A latitude of camera perspective center E compuyetid DG system,
| longitude of camera perspective center E compoyettie DG system,

Once the ground coordinates are computed in the FE€&me they can be
transformed into any mapping projection, datum oicdl Rectangular (LSR)
frame [30].

The local mapping frame projection (m) can be cameguby generating the
position of the camera perspective center in thppimg frame, and the rotations
of the Image frame (i) with respect to the locapmiag frame ¢, w, «):
[
-(Yg— Yep— d¥)

Reg=
ST %= Xep— ) (2.16)

-f
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Then resolve the image vector into the local magpfiame (m) via:

X X"
agE_g: ygE_g = C|m RbE—g + ymo (217)
ZgE-g Zm0
Where:
b C
Q= Gt Cy(h DCH(®, 6, %) Cc (0x, 0,,07) Ci (2.18)
cox -sink O cow O sine || 1 0 0
Co =| sik cox O 0 1 0 0 co® -sind (2.19)
0 0 1 -sinw 0 cow 0 Sinp - cosp
COWCOX  SIMSINWCOXK-COPSINK-COIPSINWCOK sindsink
—| coswsink simpsinwsink+coghcosc cogsinwsink-sing cosc
-Sinw sipcosw COE0W

o _/

Equation 2.18 can be used to solve directly fortthditional exterior angles, ¢,

k which can then be input directly to orient a plgpganmetric plotter or to use in
an aerial triangulation package. The transformatioatrices CS CS ,C.C ,
Cg are directly available from the GPS/INS data, wheréhe transformation

C? matrix is dependent upon local mapping frame [30].

If DEM is available, it not necessary to set upgexre pair. Using equation 2.13

the image vector is directly projected down tottegoping frame using:
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XeG
— N ZmE _
I:'sz G= YE-G = RgE g (220)
ZgE.g
Zeg
From which the mapping frame coordinates of p@rdare computed as:
m m m
Xe Xe XeG
Yo | = | Ye + YeG (2.21)
Zs Ze Zeg

2.6  Boresight Calibration

The distance between camera and IMU is measuredigafly when IMU
mounted. It is hoped that the axes of IMU wouldpaeallel with respect to the
camera but this is not possible and cannot be medsHence the angles between

camera and IMU have to be computed.

The boresight angles between the IMU and camergenpéane are computed in
an aerial triangulation of a block flown are a wahtrolled test field. A
minimum of four opposing strips is usually flownithv60 percent overlap and 20
percent sidelap (Figure 2.12). Photo scale is &jfyikbetween 1:5000 and 1:8000.
Even number strips are used, each with at leasttfiveight photographs. Ground
control points are signalized and distributed adbtire perimeter of the test field
[30].

The block is then triangulated in a least squanesdle adjustment using the
ground control and the GPS derived photo centeng Boresight angles are
computed by constructing the mean differences @fottientation angles from the
bundle adjustment with the angles from DG systengre solved for directly in

the bundle adjustment.
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CHAPTER 3

ORTHORECTIFICATION

3.1 Common Rectification Methods
In this subchapter some of the widespread rectifioanethods will be presented.
3.1.1 Helmert Transformation

There are four parameters in 2-D Helmert transftiona the scale, shift and
rotation. The rotation is orthogonal beacuse twesaare rotated by same amount
so the rotation is orthogonal [3].The formula oflidert transformation can be
given as;

X=au+bv+c
y=-bu+av+d (3.1

wherea andb are the rotation parametersandd are translation parameters,
andv are the image coordinates. Scale is the normarfdb. At least two GCPs
are needed to solve the parameters. The effettt ahtl curvature of the earth can
not be eliminated successfully by Helmert transfation [3].

3.1.2 Affine Transformation

An affine transformation is any transformation tpatserves collinearity (i.e., all
points lying on a line initially still lie on a lenafter transformation) and ratios of
distances (e.g., the midpoint of a line segmentares the midpoint after
transformation). In Affine Transformation rotatids not orthogonal but parallel
lines remains parallel after the rotation [3]. Thmathematical formula of the

transformation can be written as;
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X zau+bv+c
Y =du+ev+ f (3.2)

In Equation 3.2a and b are the both rotation and scalirgjs the translation
parameters of the axis, similarlyd ande are the rotation and scaling parameters
andf is the translation parameter for thaxis.X andY are the ground coordinates
of the corresponding pixel with respect to a cartdatum and finally andv are
image coordinates. Totally there are 6 parametebe tsolved, so at least 3 GCPs

are required in order to determine the transforomgpiarameters [3].
3.1.3 Pseudo Affine Transformation

Pseudo Affine is an eight parameter transformatised for the rectification of
satellite images. In order to solve eight paransed¢teast four GCPs are required.
This method has three rotation parameters andranslation parameter for each

axis [3]. The mathematical formula of the Pseudbn&fTransform is given as;

X=auv+a,u+ayv+a, (3.3)
y=auvtauta,v+ta, '

Pseudo Affine Transformation is neither an orth@dransformation nor parallel
lines stay parallel. Because afand @ terms rotation and scaling will not be the

same for every pixel in the raw image.
3.1.4 Projective Transformation

To perform a projective rectification, a geometiansformation between the
image plane and the projective plane is necesBaiythe calculation of the eight
unknown coefficients of the projective transforroatiat least four control points
in the object plane are required. Projective trammsétion is applicable to
rectifying aerial photographs of flat terrain orages of facades of buildings,
since it does not correct for relief displacemeijt The equations for projective

rectification are given as follows:
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x = aXrby+e |, _ax+by+c, (3.4)
ax+by+1 a;x+hy+1

In Equation 3.4 X and Y are the rectified coordasagéxpressed in terms of x and
y, which are tilted photo coordinates,, &, ¢, &, », &, & and k are the

transformation parameters to be solved.
3.1.5 Second Order Conformal Transform

As its name implies, this method rotates the images with same angle but the
amount of rotation is not the same at every locatibthe image. In other words
rotation amount may not be the same for differéxeldocations but the both axis
will be rotated by the same amount. There are fanameters for rotation of the
two axes and one parameter for the translatiorad @xis. In order to determine
all parameters, at least three GCPs are requijedig¢ mathematical formula of
the method can be written as;

x:a1u+a,2v+a3(u2—v2)+2a4uv+a5 (3.5)
y=—-au+ayVv+ 2a3uv—a4(u2 —v2)+a6

When second order conformal transformation is agplparallel lines may not

remain parallel after the transformation.
3.1.6 Polynomial Transformation

For the rectification of satellite images, Polynahtransformations are generally
used. The order of polynomial can be taken as twdhecee. Higher order
polynomials increase the parameter number condijeravhich results an
increase in demand for GCPs. Furthermore highezrdetfms may be correlated
with each other and cause rank deficiency in theffimdent matrix leading to
inaccurate solution [3]. The general formula foe ffolynomial transform can be

written as;
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X = ailui—lvj—l
ZZ b (3.6)
y=2 2 buv
[
In Equation 3.6 a and b are coefficients to berdatesd for rectificationuy andv
are raw image coordinates of the ground point anahd y are the assigned

ground point for the corresponding image point [3].
3.2 Orthorectification

Existing imagery may be resampled to produce a imeage that conforms to
specific geometric properties, such as the prodoctf a vertical view from

oblique imagery. This may be a one to one proceksre a single source image
iIs modified into another resampled one, as is comynihe case when producing
an orthophoto, Resampling can be defined typical/ two step process

comprising:

- the establishment of a geometric correspondencgeket the coordinate

systems of the source image s(x, y) and the resahiplage r(x’, y’) and

- the establishment of a function to express theoradtric relationship

between two images.

Orthorectification is a special case of image rqdarg whereby the effects of the
image perspective and relief displacement are rechaso that the resulting
orthoimage has uniformly scaled pixels, resembénganimetric map. There are
two basic approaches to orthoimage generation:aahand backward (direct or
indirect) projection. In forward projection, pixelsom the image are projected
onto DEM to ascertain their object space coordmatehich are subsequently
projected into the orthoimage. In backward progecti the object space
coordinates are projected into the source imagedddve the radiometric
information for the corresponding orthoimage pixél. either case, image
resampling is required to account for terrain \@sia and perspective effects.

Orthophoto generation typically proceeds followiagdifferential rectification,
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using the collinearity equations to describe th@vabmentioned geometric
relationships between two coordinate systems [30].

The method illustrated in the Figure 3.1 is thecpes commonly referred to as
differential rectification. In figure, point P immaged at location P on the mapping
plane due to relief displacement. An orthogonajgmtion is achieved by placing
a rectification plane at the average terrain hegjhthe terrain falling within the

bounds of the rectification segment containing pBifl3].

Image Plane

Rectification plane set at correct terrain
height for point P.

Rectification plane set at

incorrect terrain height g Terrain Profile
for point P. I~
P 7~
Ah I
I
LT 2 I
P 1
1 |
|
|
| |
; I
\ I
I
o1y N
P''(X,Y) P(X,Y) J P'(X,Y)
k > >

Error in planimetric position

¥ . . t
of pointP, Relief displacemen

Figure 3.1 An illustration of the concept of dietial rectification.

In a digital context such as in softcopy photograetry) digital images are used in
the process and are differentially transformed tedification plane on a pixel-
by-pixel basis and digitally projected to a mapppigne thereby eliminating tilt
and relief displacements. The terrain profile shown Figure 3.1 can be

considered to be a scan line in the digital imdf@ne-to-one correspondence

42



between the orthophoto and the footprint of the mn@age pixels is established,
then one can imagine a rectification plane intreduimto each image pixel. The
true orthographic positions of image points areedeined by placing a
rectification plane along a terrain profile at resguintervals called rectification
segments. The rectification plane is placed atatrerage elevation of the terrain
for each segment and the image data containednwtitliei segment is rectified to

this plane. Figure 3.1 illustrates this concept.

The image pixels are projected to the mapping plaore equivalently the

orthophoto matrix, through the assignment of a gsegle value to each grid
element of a regular gridded DEM. This ensures th@h the elevation and
photographic density of ground surface elements stawed at the same
planimetric location. If the gridded pattern of th&M does not correspond to the
pixel pattern of the raw image, then the elevatioosesponding to each image
pixel must be interpolated.

The geometric accuracy of orthophotos mainly depeonl the quality of the
underlying surface description. The definition loé tsurface can be made mainly
with two data sources: (a) ground control or etedrientation parameters, (b)
digital elevation model, which are the main inptits the orthorectification
process. Therefore, a user of orthophoto data dhbel aware of the effects
inherent to orthophotos such as misplacement aotdbjthat are not modelled by
the DEM. Furthermore, the terms accuracy and psieé should be strictly
separated which are generally confused by the uddetadata about the
orthophoto including information about the inputadairectly connected to the
orthophoto would be helpful in order to avoid theeuof orthophotos for
applications where the accuracy of orthophoto @gateot sufficient. Orthophotos
may be computed with a quite small pixel size for sake of interpretation, but
their positional accuracy may be less (Weidner9).99

Orthoimages are the end product of orthorectiftcatiOnce created, these digital

images can be merged with other data sources arsghiced with adjacent
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orthoimages. The resulting digital file makes aeaidimage backdrop for many
applications, including feature collection, visaalion, and input into

GIS/Remote Sensing systems [13].
3.2.1 Orthorectification Methods

The process of orthorectification differentiallyatisforms, on a pixel-by-pixel
basis, a space imagery into an orthogonal projeciibe correspondence between
an image pixel and its corresponding ground eleroantbe established in one of

the two ways:
(i) Direct orthorectification model: source image (I,p)» geocoded image (i,))
(il) Inverse orthorectification model: geocoded image (i,p» source image (l,p)

In the direct method of orthorectification, the meacoordinates of the center of
the input pixel in the original digital image arsed to calculate the output space
coordinates of the corresponding ground elementhich the image pixel gray
value is transferred. This direct projection of leamage pixel onto a mapping
plane is accomplished using the reprojection cakecallinearity equation.
Although this direct method results in an outputepifor each input pixel, it
creates a problem in that the elevation data reduir the process must be stored
in a rectangular matrix that is based on the digit@ge coordinates. This can be
difficult to accomplish when a DEM has been cokekcfrom a source other than
the image being orthorectified because the geograptients of the image and
the DEM may not correspond exactly and geocodirgitiage to the DEM can
be problematic, as it must be performed in aniof-process. For these reasons,

the indirect approach is the preferred method tifavectification.

The indirect or inverse model is the most convenikrconsists in computing, for
each rectified pixel, the radiometric value accogdio the corresponding pixels of
the raw image. Actually, to limit computing time thout noticeable errors, a

regular grid can be used instead of applying thdehfor every image pixel. The
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grid is called Geometric Interpolation Grid (GIGi). that process, the grid-cell
corner coordinates (1,J) are known. One pixel of tectified image (i) is
selected. Using the inverse model, the locatiothefeach corner of the grid-cell
is calculated (L,P) in the raw image. The locatminthe concerned pixel is
calculated using a resampling method between thé gell corners. The
radiometric value of the rectified pixel is caldgld using the adjoining pixels of

the corresponding pixel in the raw image, by amggang method [13].

3.2.2 The Role of Exterior Orientation Parameters

GCPs are used to calculate the position and otienté.e. roll, tilt, and yaw) of
the imaging system at the moment of image takenis Tdalculation is
accomplished using standard photogrammetric algogf such as a space
resection or bundle adjustment. Orientation pararsetan be obtained directly
with the use of GPS/INS so there is no need for &S@Pcompute them if the
accuracy requirement is provided. The position andntation of the imaging
system are expressed as six values: x, y, z pitdh, and yaw (or alternatively, x,
y, Z, omega, phi, and kappa), which collectivelfirdethe exterior orientation of
the imaging system for each image [13]. They arded in order to map each
pixel of the digital image to its precise location the ground. These processes

can change according to the characteristics ahtlaging system.

When GPS/INS is not used orthoimage generation tlsesnethod of space
resection to determine the relation between theabtlgpace and image space.
Thus, the accuracy of the ground control so diyectt indirectly exterior
orientation parameters used in the process effixetsaccuracy of the digital
orthophoto. The absolute accuracy of an orthointegends also upon the quality
of the ground control information or orientatiorrgaeters.

Any errors in the exterior orientation parametersggmund control information
will be propagated into the pixel positions throulga digital rectification process.
It is therefore important to control this error sl
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3.2.3 The Role of DEM

A digital elevation model (DEM) is a digital repesgation of a portion of the
Earth terrain over a two dimensional surface. Thede rof DEM in
orthorectification process is that it eliminategda-induced displacements so as
to transform an imagery into an orthogonal progettiThe role of DEM is
illustrated in Figure 3.2 where it can be seen ti DEM matrix, where
individual elements have an elevation associateith Wiem, can be made to
correspond to a selected orthophoto matrix. Anyugdosample distance (GSD)
can be chosen for a given orthophoto. The GSDas tsed to create an empty
orthophoto matrix by basically dividing the speedfistudy area into a regular
gridded pattern. The digital imagery is orthoreetfthrough the assignment of a
gray-level value to each element in the DEM matinxfact, this is the essence of
digital orthorectification whereby the pixels areojected to the specified
orthophoto matrix through the assignment of a deagl value to each grid
element of the DEM. Thus, the role of DEM is twafo{i) it sets the height of the
elemental rectification planes (defined by the DgNU interval) by storing the
ground elevation corresponding to each plane andit (serves as the storage

array for the gray-level values of each element.

DEM accuracy plays an important role in digitalharectification process as it
affects the accuracy of planimetry in the orthophofhe accuracy of DEMs
depends on a number of factors including sourcex datle, resolution and

quality, DEM gridding interval and processing aigjans.
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ORTHO PHOTO

Figure 3.2 Principle of orthophoto generation (Véle4984).

3.3  DRM Algorithm for Aerial Frame Cameras

DRM is based on colinearity equations to provideelationship between pixel
positions and corresponding positions on grounce procedure of differential
rectification is applied in combination with thenfeard projection (direct) method
of orthoimage reprojection. This is based on th8ingarity principle, which
states that the projection center of a centralgsatsve image, an object point, and

its photographic image lie upon a straight lineg(ire 3.3).
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Figure 3.3 lllustration of Colinearity Condition3]|

M is the photographic nadir point,
PP is the principal point,

P’ is the image position of the object point P ahdy” are the image coordinates

of point P.

Colinearity equations are written by interior amxtiegior camera parameters.
Interior orientation parameters of the camera arecdow;

» f focal length (mm)

* AX, Ay principal point coordinates (mm)

+ ki, ko radial lens distortion  (1/mfrand 1/mrfi respectively)
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*  p1, P asymmetric radial lens distortion (1/mm)

Exterior orientation parameters of the camera areetow;

* X Y, Z...Camera coordinates at exposure time with respest to

cam? cam?

given datum (meter)

* «, ¢, « Attitude angles of thegSwith respect to Sat exposure time

3.3.1 Transformation from C  to Cp

Algorithm of DRM for aerial digital frame cameraensists of 6 stages and the
data needed for each step are shown in Figuré®&@él coordinates of image are

computed in G, to begin the rectification procedure.

The first step of the algorithm is transformatidniroage coordinates from to
Cc. Image coordinates are converted tep By using Equation 3.7. In this
transformation, origin of coordinate system is stated from left corner to the
middle of the CCD array by moving half of the stdehe CCD array by applying
the correction of the misalignment of the principalnt to the CCD center by an
amount ofAx andAy. Furthermore, direction of y axis is reversed aadrdinate
system is shifted from Left Hand system to Righthé#laystem. Additionally, unit
of this coordinate system is converted from pixehtm by using parameter ‘c’
the size of the sensing element in CCD array [8n$formation from (g to G

can be formulated as in Equation 3.7.
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Figure 3.4 lllustration of the algorithm of DRM [R6

’—(x"—Width]*c—Ax (3.7)

where;
x" andy” are cartesian pixel coordinates in the digitalgméoixel)

width andheightare the image width and image height (pixel)
AX, Ay are the x and y coordinates of the principal p(imm)
c is the image scale (mm/pixel)
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x'and y' are the coordinates incgmm)

Obtained photo coordinates are not at right passtioThere are small
displacements in their ideal positions becausé@fiéns distorsion effects. These

displacements have to be corrected by using matiwaheodels [3].
3.3.2 Lens Distortion Corrections

Lens distortions are corrected by a polynomial nhotlee radial distortion value
is the radial displacement from the ideal locattonthe actual image of the
collimator cross, with positive values indicatingtward displacements. Radial

and asymmetric lens distortions are corrected bydhowing formulae [3];
— ! 2 4 ] ] pl * r2
X=X*L-k*r =k *r*=2*p*x-2*p,*y -————)
X

)
y:yr*(l_kl*rZ_kz*r4_2* pz*y_2* pl*x’_u) (38)

r

z=—f

r=yx?+y? (3.9)
where;

r is the distance of the corresponding pixel frowa principal point on the CCD
array (mm)

X' is the x coordinate of the image point ip C

y Is the y coordinate of the image point ip C

X, y and z values are the for lens distortion freage coordinates inC
k1 and k2 are radial lens distortion parameters,

pl and p2 are decentering lens distortion parameter

fis the focal length of the camera.
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3.3.3 Transformation from Cp to C¢

Transformation to € can be performed with the use of focal lengthhef tcamera
and pixel positions in& The origin of coordinate system is moved frommgipal

point to focus, for this reason all image pointstaordinates aref{Equation
3.10).

Direction vector of each pixel is calculated wigspect to the camera coordinate

system, by;

|S:[)(,y,z]'/,/x2+y2+z2 (310)
where;

x and y are the corrected pixel coordinates ipdhdz is the negative value of

focal length

C
D is the direction vector with respect tg.C
3.3.4 Transformation from Cc to Cg

Transformation from gto Gs is applied by 180rotation respect to X axis and -
90’ rotation with respect to Z axis. Two coordinatsteyns are shown in Figure
3.5a and 3.5b.

D =R, (-90°)R, (L8¢*)D (3.11)
where;

|:B) is the direction vector of the corresponding impgit with respect to £

10 0 0 -10
R{s®)=l0 -1 0© R(-90°)=[1 0 o
0 0 -1 00 1

(3.12)
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(a) (b)

Figure 3.5 (a) Orientation of (®) Orientation of ¢ [2, p38]

3.3.5 Transformation from Cgto C_

Roll, pitch and yaw angles derived from INS are #rgles with respect to
Geodetic Local Frame (NED). Once the direction eed resolved in the body
frame, it is then resolved into the local NED Gexqainic frame (€) using the roll,

pitch and heading at the time of exposure meadwydke GPS/INS:

L L B
D=Rs D (3.13)
1 0 0 cody O -sirdy || cos¥ sin¥ O
R|é= 0 cosp sin® || O 1 0 -sin cos¥ O (3.14)
0 -sind cosd || sinBy O cody || O 0 1

Where:
®, 0, ¥ are the roll pitch and heading angles,

The roll, pitch and heading angles are definedHhgy dequence of rotations that
bring the NED Geographic frame into alignment wiite IMU body frame, and
are described as follows [30]:
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a. clockwise rotation about the down axis by the hegti

b. clockwise rotation about the once rotated East laxithe pitch anglé

c. clockwise rotation about the twice rotated Nortisdy the roll angle
3.3.6 Computation of Intersection Point

Applying Equation 3.13 completes the first steptlod rectification algorithm.
Second step of the algorithm involves the compomatif cartesian coordinates of
intersection point with the direction vector comguitin step 1 with the WGS84
ellipsoid. In order to compute the cartesian cauatis of the intersection point,
the direction vector with respect to. Ghould be transformed togGand the
intersection equation involving the direction vecto Cz and camera position

should be generated [3].
3.3.6.1Transformation from C | to Ce

To proceed the next step transformation of directkector from Geographic
Local Frame (NED) to Earth Fixed Refence Frame (Ed& needed.

Equation of the rotation from Qo Gz can be written as;

E

D=R.D (3.15)
Both are rectangular coordinate frames and geocaktelationship between two
system can be established by two consecutive oosatiiven as

RL = Rs(= Aa)R2(da — 90)R3(- 90) (3.16)

wherep, andi, are latitude and longitude of origin of LGF; aR@ andR2 are
counterclockwise rotations (positive when viewedidad origin) around andY

axes.

—sinky —sSin@, COSNy COS Py COS Ay
R.=| coshy =—singgsink, cosg,siniy

0 COS Py sin @4 (3.17)
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E
D is the direction vector of the corresponding impgmt with respect to £

Direction vector of corresponding image point wigéspect to €is obtained. The
direction vector goes through from aerial camerzu$o and passes the
corresponding sensing element of the CCD array iatefsects the WGS84
ellipsoid. The intersection point of direction vactvith the WGS84 ellipsoid
surface should be computed to complete step 2alAemmera’s position is known
with respect to € at the instant of the image acquisiton, if theiséction point
on the reference ellipsoid is assumed @wikh the coordinates [ Yo, Zo ] then

the following equation can be written [26];

e, ]
XO xcam E
Y, [=|Y,, |+s*|D (3.18)
Z0 anm EZ

where;

Xo, Yo, Zp are the coordinates of the intersection point negpect to €

Xcam Ycam Zcamare the coordinates of the satellite camera veisipect to €

sis the distance between satellite’s camera foodstlae intersection point on the

reference ellipsoid,

Ex E

E; . . .
D, D D are the components of direction vector from canfecas to image

plane with respect togC

In Equation 3.18 there are 4 unknowns to be solieith are X%, Yo, Zp and s.

However, Equation 3.18 contains only 3 equationglwls inadequate for solving
the equation set. One more equation is required ti@er solution for the
intersection point. SinceoHs on the reference ellipsoid’s surface, ellipabid

surface equation can be written for this point [3],
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Xot¥ , %o 4 (3.19)
where;
ais the semimajor axis
b is the semiminor axis of the WGS84 reference sbig.
This leads to a system of four equations and foknawns

If Equation 3.18 is substituted into Equation 3@ following intersection
equation will be obtained,

E2 E2 E2 E . E . E
D+ Dy +& * g% 4+ 2% D" Xeam * Dy* Yoan + D." Zean |
2 2 2 2
a b a b (3.20)
+ Xcam2 +Ycam2 + anm2 -1=0

Solving Equation 3.20 for s will lead to two sotuts for s, which are

— -f+ 132 —4ay 3.21
S, = o (3.21)
where;
E2 E2 E
D,+D; D?
a= a2 y +b722 (322)
D*X..+D,*Y. D
X* cam + * cam Dz* anm
B=2*( " . M) (3.23)
2 2 2
y= ><cam +Ycam + anm -1 (324)

a’ b?

Among the twos values the shorter one is the proper solution umexgéhe bigger

distance gives the other side of the ellipsoidafase [26]. The smaller root is
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used in the intersection equation and interseqimnt’s coordinates (X Yo, Zo)
are computed [3]. Solution for the smaller rocagsfollowing

s= AP ~4ay (3.25)
2a

If s is substituted into Equation 3.18 Cartesiamrdmates of the intersection
point can be computed. This may be thought as rildeoé Step 2 but this is not
the case. Since the light ray passes through thesmhere which is a dispersive
medium, it is refracted and its path is not a gtrline anymore. For this reason,
computed cartesian coordinates of the ground pshoiuld be corrected. The
correction is performed by the zenith angle of tirection vector. In order to
compute zenith angle the direction vector shouldrbesformed from €to G.
The rotation matrix of this transformation is cortgmiby means of the geodetic
coordinates of the corresponding ground point. Bus reason, cartesian
coordinates should be transformed into geodetic rdinates. Cartesian

coordinates are converted to ellipsoidal coordmatean iterative method [3].

-1
_ Z N,

- L N 3.26
ne [ﬁ( NhU -
A= tan‘l(Yj (3.27)

X
h =7VX2+Y2_Ni (3.28)

cosg

The algorithm shown in Equation 3.26 is an iteetmethod, in order to start
iteration, it is a good approximation to take @itvalue of h as 0 and compuge

and correct the h. This iteration continues ud tifference in h is less than a

predefined threshold value [3].
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3.3.6.2 Atmospheric Refraction Correction

According to the Snell's law light rays are bendehile traveling through a
medium of changing refraction index. Besides theactivity of the medium,
change in direction is proportional to the entraacgle also [3, p43]. The relation

between the entrance and exit angles to the boymglgiven as;

n,sing, = n, sing, (3.29)

where;

n; is the refractivity index of the first medium
n, is the refractivity of the second medium
0, is the entrance angle of the light ray to the lolaup

0, is the exit angle of the light from the boundary

Entrance angle of the light ray will be equal ®zenith angle.

N =(n-1p0° (3.30)
[3, p.43] where
N is the refractivity and computed for visible lighy the formula [3, p.43]

ON _ —78p(0.034+ aTj _1lce (3.31)
oh T2 oh) T oh

where;

h is the elevation with respect to mean sea level
p is atmospheric pressure in hPa
T is the temperature of the atmosphere in Kelvin

e is humidity measured as the water vapor pressuna

Parameters in the Equation 3.31 are not constahtrey should be computed for

each atmosphere layer. In order to compute thaatdity, the atmosphere is
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divided into layer of 1 km thickness. Within eaelyér refractivity is considered
as constant [3, p. 43].

Atmosphere pressure, p is computed from the baranfetmula [3].

-Mgh

p=p.e R’ (3.32)
where;

h is the height in meter

Po is pressure at ground level in hPa

M is the mass of 1 mole of air 0.029 kg thol
Ris the gas constant (8.314 3 Kol

o is the acceleration due to gravity (9.81'f)s

By taking the initial values for temperature as 3Gflvin, atmospheric pressure
as 1023 hPa and water vapor pressure as 16 hiRaltvang values are obtained
for the atmospheric conditions for the first 8 km.

3.3.6.3 Transformation from Gz to C.

To perform atmospheric corrections, zenith angltnefdirection vector should be
computed. To compute zenith and azimuth anglesctitin vector in € should
be transformed to ((3].

In order to transform fromgo § first from the third axis (Z-axis) the frame is
rotated byi degrees and from the second axis (Y-axis) thedramotated by 90

— ¢ degrees. To convert the local system to left heygtem the first axis is

multiplied by -1. The total rotation is

Re= QuRA(90 —¢)Rs(\) (3.33)
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where;

¢ is the latitude of the point on the ground,

A is the longitude of the point on the ground,

If the matrix multiplications represented in Eqoati3.33 are performed, the

following matrix will be obtained,

L —-singcosA -singsinA cosy
Re=| -sinA cos 0 (3.34)
cospcosAd  cosgsind - sing

In this matrixsin(90 —p) is substituted bgosg) andcos(90 ) is substituted by
sin(p).

L L E
D=ReD (3.35)

This can be written in matrix form as;

L E
DLX —singcosAd  -singsinA  cosg DEX
D, |=| -sin4 cosA 0 | D, (3.36)
IZ; cospcosA  cosgsind  sing DE

By using the direction vector with respect tg @zimuth and zenith angles of the

direction line can be computed by the followingnimiae:

L
D
a =tan”| = (3.37)
DX
L2 L2
4 VO<* Dy (3.38)

60



where;
a is the azimuth angle,

Z is the zenith angle.
3.3.7 Relief Displacement Correction

The intersection point of the direction vector wiltle WGS84 ellipsoid is exactly
on the reference ellipsoid, in other words itspsitidal height is zero which is
usually not the real case. Height differences efdbjects with respect to datum
cause relief displacements which alter the placéhefobjects in the image. In
order to eliminate relief displacements, exact aiem of ground objects should
be known. While studying with mono images to eliatenrelief displacements a
DEM is required. First at the position of intersewt elevation of that point is
read from DEM and a correction for relief displaegmfor the geodetic position
is done on reference ellipsoid, then height valuthe corrected position is read
from DEM and another correction is performed coesity the elevation
differences between two successive height valudsirsddl from DEM. The
iterative procedure continues until the elevatioiifetence between two

successive elevation values reduces to a predetedntiireshold value [26].

The iteration algorithm is shown in Figure 3.4. Thiersection point of direction
vector with WGS84 ellipsoid is shown ag i the figure. From its geodetic
coordinates an elevation value is obtained from DBW using azimuth & zenith
angles and ellipsoidal parameters geodetic coalnaf the intersection point is
corrected [26]. The correction formulae are showEguation 3.30. After the first
iteration the present point is called Which has different geodetic coordinates
from the previous points, this will cause a diffarellipsoidal normal as shown in
the Figure 3.6. The direction vector is again tfamsed from G to C_in order to
compute the correct zenith and azimuth anglesy afterecting the zenith and
azimuth a new height value obtained from DEM,dnd geodetic coordinates are
corrected if the difference between two height galJuh- h|, is greater than the

pre-defined threshold value, Magnitude of the correction is computed by the
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elevation differences obtained at current and previteration steps. This is the
modification for the DRM which was using only theepious elevation data.

Iteration procedure continues until the differetetween two successive height
values are below the threshold value [3].

Ellipsoid
Mermal

Earth surface

T
Geond ?ﬁ\
Ellipsoid

Figure 3.6 lllustration of relief displacement @wtion algorithm [26].

The procedure can be formulated as;

Ahn = hn (An—l' wn—l) - hn—l(/]n—l’¢n—l) (339)
d, = Ah, tan@) (3.40)
. V 1
- x| Y 3.41
A, =A,, +d, sin@) [ Cjn—l[cos@n—l)] ( )
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3
.= 0. +d,c080,)" [ (342
n-1

2 2 _me2
c=2, Vv, =\/1— a - b cos (@), (3.43)

2

The threshold value to be satisfiefhis,| < £, finally

Aa:/]n’ ¢a=¢n’ ha:hn'
(3.44)

After n iterations final position of the point bewes/,, @, andh, .

Geodetic coordinates of the intersection points #edcorrected points are not
expected to be exactly on the DEM grids. For tkeson, elevation of the point
can not be obtained directly. Interpolation is tiegpl to predict the elevation of
the point. Because of this four nearest grid peimffevation are obtained from
DEM and a linear interpolation is applied if iB not exactly on the DEM grids

[3].
3.3.8 Transformation from C ¢ to Cy

After computing the geodetic coordinates for eaoctelpposition, the geodetic
coordinates are converted to Universal Transversecdor (UTM) coordinates.
Conversion of coordinates between the geodeti@sysif latitude and longitude
and the UTM map projection involves complex mathicsaA UTM zone has a
number of defining constants in addition to theuresfd standard ellipsoid

parameters [3].
These defining constants are;

ko is scale factor along the central meridian,

@ is latitude of the grid origin,

A, is longitude of the grid origin,
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Eo is false easting,
Np is false northing.

The longitude of the grid origify, is conventionally referred to as the longitude of

the central meridian.

UTM conversion equations involve series expansidrickv is truncated to a
limited number of terms. For this reason, the aacyrof the transformation is
limited not only to the number of significant figas in the computations; but also
the truncation of the series. When the followingrialae are used, the accuracy
should be satisfactory as long as the points arigeld to the defined region of the

particular UTM zone.

A key parameter involved in UTM conversions is theridional distance M from

the equator to a specific latituge Calculation of M can be performed by a

truncated series expansion which is given in thievieng equation [3].

4 64 256 8 32 1024 256 1024

35°
- 30725m(6¢)

&3 ) (3, 3 4t (15 4%
ol TS e (G )

where;

M is the meridian distance from the equator toecHe latitudeo,
a is the semimajor axis,
e is the eccentricity,

¢ is the latitude.

The value of latitude in the first term must be in radian. This equai®n

accurate to 1 mm in any latitude.
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A forward procedure that can convert latitugleand longitudeA of a point to X

and Y Transverse Mercator coordinates begins bypatimy the following
preliminary quantities T, C, A [3].

T=tar’ ¢ (3.46)
C=e’cos g (3.47)
A=(A-A,)cosp (3.48)

where;

Aand Ajare in radians,

e is second eccentricity,

A, is the longitude of the grid origin (central méaial).

The following equations complete the forward cosiar to X and Y.

3 5
X = kON[A+ @-T +C)%+ (5-18T +T2 +72C—58e'2)1A20}+ E, (3.49)
M—M,+
A? 2y A
Y =k, —+(B-T+9C+4C )z PN, (3.50)
N tan AS
+ (61— 58T +T?2 +600C —330e2) ——
720

where;

ko is a scale factor at central meridian.
e’ is the second eccentricity.
Eo, No are false easting and false northing respectively.

M is the meridianal distance at latituge
My is the meridianal distance at latituge

N is the length of ellipsoid normal at latituge
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3.3.9 Resampling

After geodetic coordinates of the ground point $farmed to UTM coordinates,
next step is resampling to produce the image mape €Tomputed UTM
coordinates will not be regularly spaced and pla&as] the position of the pixels
in the image will be different. To obtain a regutdwaped and spaced UTM grids,
a mapping algorithm should be defined that mapgi®ness Values of the image
with irregular UTM grids to image with regular UT§fids.

When a digital image is acquired, no attempt is eneedhave the pixels line up
with any particular map projection coordinates.idt therefore necessary to
perform resampling to obtain a digital sample atirtermediate row, column
location. Resampling involves interpolation betwestisting pixels’ brightness
value (BV) to synthesize pixels that correspond ftactional locations.

Interpolation works by using known data to estimat@ues at unknown

points.Determination of the appropriate fractiologhtions is often the result of a

coordinate transformation [3].

There are various techniques for resampling digialges. The most widely used
which are nearest-neighborhood interpolation, bdininterpolation and bicubic
convolution [3]. In this thesis bilinear interpatat is used for resampling
procedure because of its smoothness. Bilineargalation considers the closest
2x2 neighborhood of known pixel values surroundimg unknown pixel. It then
takes a weighted average of these 4 pixels toeasivts final interpolated value.
This results in much smoother looking images thaarest neighbor. After
performing the resampling all requirements of tlgo@athm illustrated in Figure

3.4 will be accomplished.
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CHAPTER 4

TEST AREA, DATA SETS AND SOFTWARE

In this chapter test area and data sets used inmjhlementation are explained.
After describing the study area, the image datggmtces, flight plan and GCPs
are given. Besides software used in aero-trianigmatirect georeferencing and

rectification of images are described.
4.1 The Study Area

The study area (Figure 4.1) is located in Ankara.cdvers an area of

approximately 3600 kfrand encloses the city of Ankara.
4.2 Flight Plan and GCPs

Flight is planned over the test area with 15 flighlumn and includes 571 images
(Figure 4.1). Image scale is 1:60.000 with 6 knghtelabove the average terrain
height and ground sample distance (GSD) is 43 cm.

Totally 24 GCPs (Figure 4.2) are constructed homegasly and 4 of them are
on the corner of the test block. 3 hours GPS olgienv was done for each GCP
and adjusted with least square adjustment meth@Ps@&djusted coordinates are

given in Appendix-A.
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Figure 4.1 The Study Area.

Figure 4.2 GCP example.
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4.3 Digital Camera and Image Data

UltramcamX Vexcel digital camera (Figure 4.3) iedisind tested in this thesis. It

has13 CCDs arrays (9 pan, 4 coloBamera properties are shown in Table 4.1.

Table 4.1 UltracamX Vexcel Technical Properties|[44

Panchromatic image size 14,430 * 9,420
pixels
Panchromatic physical pixel size 7.2um

Input data quantity per image

435 Mega Bytes

Physical format of the focal plane 104 mm * 68.4
mm
Panchromatic lens focal distance 100 mm
Lens aperture f=1/5.6
Angle-of-view from vertical, cross track (alongaka 55° (37°)
Color (multi-spectral capability) 4 channels R&BIR

Color image size

4810 * 3140 pixels

Color physical pixel size

7.2um
Color lens system focal distance 33 mm
Color lens aperture f=1/4.0
Color field of view from vertical, cross track (alp 55° (37°)

track)

Shutter speed options

1/500 to 1/32

Forward-motion compensation (FMC)

TDI controlled

Maximum FMC-capability

50 pixels

Pixel size on the ground (GSD) at flying heigh66D m

3.6 cm (2.2 cm)

(at 300m)

Frame rate per second (minimum inter-image int¢rval 1 frame per 1.35
seconds

Analog-to-digital conversion at 14 bits Radiometric 14 bits

resolution in each color channel
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Figure 4.3 UltracamX Vexcel.

4.4 Software

Kinematic GPS data are post-processed with IGIf§eaf 8.1 and integrated with
INS data with AeroOffice v5.1c software. Aero-triamation is implemented with
Inpho Match-AT 5.0, orthorectification and rectdion of images is done with
Erdas Imagine 9.1 and Inpho OrthoMaster 5.2 anddifierential rectification

algorithm explained in chapter 5 is programmed Witatlab 7.1. Stereo models

are constructed by Datem Summit Evolution 4.1
4.5 DEM Data

YUKPAF is elevation data derived from 1:25.000 sdatopographic maps with
10 m interval. SRTM (Shuttle Radar Topography Mig3iDEM is 30 m interval
data (Level 2).
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CHAPTER 5

IMPLEMENTATION OF AERO-TRIANGULATION AND DIRECT
GEOREFERENCING

In this chapter aero-triangulation, direct georefieing and boresight calibration

implementation process are explained.
5.1 Direct Georeferencing

Aero-triangulation provides exterior orientationrgraeters with bundle block
adjustment. In order to determine the parameteficient amount of GCPs are
needed. Perspective center coordinates Y%, Zo) and rotation anglesy ¢, K)
of each image in the block are solved by using GOBrdinates with space
resection. With the use of the GPS/INS, it is fdassito determine exterior
orientation parameters by GPS/INS integration. Téwgally there is no need to
GCP but the geometric accuracy of GPS/INS has ttebermined.

Air GPS data and ground (base) GPS data are pos¢gsed with GraffNav 8.1
and using Carrier Phase Differential Positioningthnd. GPS post-processing
parameters are shown in Figure 5.1-5.4. Besides tBj&ctory and estimated

position accuracy is shown in Figure 5.5 and Figu6ée
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Figure 5.1 Process parameters.
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Figure 5.2 Elevation mask and processing datum.
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Figure 5.3. Measurement parameters.
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Figure 5.4 lonospheric correction parameters.
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Figure 5.5 GPS trajectory.
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Figure 5.6 Estimated position accuracy.
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GPS data and INS data are integrated with Aero®flising Kalman Filtering
Method as explained in Chapter 3. GPS/INS positldfferences are shown in
Figure 5.7. Exterior orientation parameters olgdifrom integration are used for
stereo model construction. Stereo models are agrett in Datem Summit
Evolution software and GCPs of which the coordisatee determined by
adjustment of GPS observations are measured inmtbeels. Horizontal and
vertical coordinate differences between the adguatedl measured coordinates are
determined, mean error and root mean square eRBISE) (Table 5.1) are

computed. Detailed results are shown in Appendix-B.

|§ AERQoffice: ankemasyal3052008.aop - [(1) ankemasya13052008: Position Difference [GPS/INS]] [;]@]ﬂ

& Prolect ArborneData Process ReportjOutput Tools Window Plot About _|&@ x
== woE | S

i EE 2431 By 2olke| 58

[m]

197,500 198,000 198500 199000 189500 200000 200500 201000 201,500 202000 202500 203000 203500 204000 204500 205000 205500 206,000
[sec]

- north - zast_-up

%: 199583 [sec] Tue 7:26:73 ¥:-0.01[m]

Figure 5.7 GPS/INS Position differences.

75



Table 5.1 RMSE and mean error of DG.

ROOT MEAN SQUARE ERROR

(RMSE) MEAN ERROR
X (m) Y (m) Z (m) X (m) Y (m) Z (m)
0,835 0,603 0,550 0,699 0,426 0,412

5.2 Aero-triangulation

Integrated GPS/INS data are corrected using bdresalibration results and used
as initial parameters in aero-triangulation proc€ssrected GPS/INS data and 4
GCPs at the corner of the test block are used @hdiutomatic aero-triangulation
is implemented to determine the tie points (Figbt8). Then bundle block
adjustment is applied (Figure 5.9-5.13) with InpgWatch-AT using 4 GCPs, 2
GCPs, 1 GCP and no GCP in order to determine fieetedf the GCP amount in
the adjustment. GCPs are used as check points @nguted in bundle block
adjustment. Horizontal and vertical coordinate efiéhces between the adjusted
measured and adjusted GCP coordinates are detelmrmmean error and root
mean square error (RMSE) are computed (Figure 5MDéjailed results are

shown in Appendix-C.
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Figure 5.8 Automatic aero-triangulation example.
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Figure 5.9 Adjustment settings.
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+* Settings
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Figure 5.10 Strategy settings.
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Figure 5.11 Matching settings.
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Figure 5.12 Standard deviations of image points.

+# Settings

t atching ] Files ] Std. Dev, Image/Cantral | Standard Dev. GRSANS |« | »

GPS/ANS

Eazt
Morth
Height £

GPS positions [m] IMS rotation [deg]
| 01000 Omega | 0.0150
| 01000 Phi | 00180
| 01000 Kappa | 0.0180

Figure 5.13 Standard deviations of GPS/INS.

79



0,800
0,700

0,600

0,500
0,400

RMSE (m)

0,300 4
0,200 -
0,100 4

i

»

@ DX(m)
m DY (m)
0 DZ(m)

0,000

4GCPs

2GCPs

1GCP

NO GCP

o DX(m)
m DY (m)

0,156
0,135

0,236
0,186

0,208
0,136

0,244
0,152

0 DZ(m)

0,449

0,710

0,416

0,624

PROJECTS

5.3 Boresight Calibration

Figure 5.14 RMSE of Aero-triangulation results.

The distance between IMU and camera sensor is meshgquhysically when

integrating IMU to the camera but the rotation asgbetween the camera and

IMU axes cannot be measured. It is computed with libresight calibration.

Boresight calibration @, dd, dk, dx, dy, dz) is obtained by the differences

between adjusted and GPS/INS results.

In order to implement boresight calibration a snata enclosing 5 GCPs is
determined (Figure 5.15). Bundle block adjustmeragplied using GPS/INS data

as initial parameters. Then boresight parametersletermined using AeroOffice

software (Table 5.2)

Table 5.2 Boresight Calibration Results

BORESIGHT CALIBRATION RESULTS

ROLL |PITCH |YAW EASTING |NORTHING [HEIGHT
SCALE (degree)| (degree) (degree) (m) (m) (m)
1:60.000 | 0.3874 -0.035R-0.1155| -0.03 -0.014 -37.329

80



s
e
-

A¥ !
!
i
=15,
k2
H
g =
1|

il |}
T

o B

Figure 5.15 Boresight calibration area.

5.4 GPS Process with PPP

Perspective center coordinatesy,(Xo, Zo) are determined with kinematic GPS
method. Kinematic method is applied with the uséhefair and ground GPS data
and solved by kinematic differential method. Irsthiethod it is aimed to remove
the satellite orbit and clock errors with doubl&eatencing. Alternatively there is

another method to solve the GPS data named ass€rBoint Positioning. The

concept in this method is point positioning usimgaad precise ephemeris data.
Corrected satellite coordinates and clock erroesieluded in precise ephemeris
data. Thus precise results can be obtained. Thantatye of PPP is no need of

ground (base) GPS observations.

According to this concept PPP is performed by usang GPS and precise
ephemeris data. GPS/INS integration is implemenigith PPP results and
corrected with boresight calibration parameterghBock adjustment and direct
georeferencing are performed. Stereo models arstrcmted in Datem Summit
Evolution software and GCPs are measured in thesfaoHorizontal and vertical
coordinate differences between the measured andstadj coordinates are
determined, mean error and root mean square &MEE) are computed (Figure

5.16). Detailed results are shown in Appendix-D.
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Figure 5.16 PPP and DGPS results in block adjudtarehdirect georeferencing.
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CHAPTER 6

IMPLEMENTATION OF RECTIFICATION METHODS

In this chapter DRM of which the theory is explalna Chapter 3 will be
implemented. Besides forward orthorectification (@R and polynomial

rectification method will be implemented in orderdcompare the results.
6.1 Implementation of DRM

While implementing this algorithm direct georefereny results as exterior

orientation parameters are used.

In order to implement DRM an operational programvigiten in Matlab. For the
rectification procedure the required data: raw imathpe file includes exterior
orientation parameters and DEM should be supptidti¢ folder that the program

code runs.

After obtaining necessary data for rectificatidme pixel by pixel transformation
is performed. Firstly, the pixel coordinates asngformed into photo coordinates
and the lens distortion corrections are applieduBing focal length of the camera
corrected image coordinates are transformed intmeca coordinates. The
direction vector measured in camera coordinateesys transformed to the Local
Geodetic Frame NED by the attitude angles obtaiinech file. The direction
vector in local frame is transformed into the Ea@entered Earth Fixed

Reference Frame.

Intersection point of the direction vector with W& HSellipsoid is computed by
solving the quadratic equation. At this stage tlatesian coordinates are
converted to the geodetic coordinates and the tibrewector is transformed to
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the local coordinate system and its zenith and attinangles are computed. By
using the zenith angle and atmospheric parametgrapspheric refraction
coefficients are computed for 7 layers and theiahiintersection position is

corrected.

After the atmospheric refraction correction, reldiéplacement corrections are
performed by iterative method. At this stage thevation information is obtained
from DEM. YUKPAF is used for the elevation datatlis method. This file

contains elevation data at every 10 m interval both Northing and Easting.
Elevation data are stored in ASCIlI format (X, Y,.Zklevation data are
constructed as grid data using mesh function (Eigut).

Figure 6.1 lllustration of elevation storage oroleDEM [3].

After getting the corrected ground coordinates athe pixel, resampling with
bilinear interpolation is applied in order to getregular grid data. Thus
orthorectified image is obtained (Figure 6.2).
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Figure 6.2 Example of orthorectified image.

Finally, horizontal ground coordinates of GCPs t¢iich the adjusted coordinates
are known with GPS observations are measured orottherectified image.
Coordinate differences between the adjusted andsumeeé coordinates are
determined, mean error and root mean square eRBISE) (Table 6.1) are

computed. Detailed results are shown in Appendix E.

Table 6.1 RMSE and mean error of horizontal coaidis for DRM.

ROOT MEAN SQUARE ERROR
(RMSE) MEAN ERROR
DX (m) DY (m) DX (m) DY (m)
1,303 2,557 1,128 2,148

85



6.2 Implementation of Polynomial Rectification

In order to compare the results with DRM, polyndmetification is applied as
2" order and § order. The higher order polynomial functions da¢ correspond

to any physical reality of the image acquisitionstsyn and it should be
remembered that, in general, a higher deg?ép(ﬂynomial may fit the GCPs but
it will produce undesired distortions far away froimem [4, p.25].

According to this concept polynomial rectificatienapplied as ¥ order and %
order with using Erdas Imagine 9.1 software (Figar&). Horizontal ground
coordinates of which the adjusted coordinates amevk with GPS observations
are measured on the rectified image. Coordinaferdiices between the adjusted
and measured coordinates are determined, meanaglotoot mean square error

(RMSE) (Table 6.2) are computed. Detailed resuksshown in Appendix F.

Table 6.2 RMSE and mean error of horizontal coaidis for polynomial

rectification.

ROOT MEAN SQUARE
Pcc))lglggrm ERROR (RMSE) MEAN ERROR
DX (m) DY (m) DX (m) DY (m)
2I"Id
4,763 19,671 3,129 9,800
ch 4,622 13,960 3,631 8,427

86



o moss vwaeas i viener T o et oo - e
Session Msin Took LUkiities Help 4 q EB b

DataPrep

Composer | Interprett

Ele Ublty View AQ1 R el

FEDWSOYeHE=+AE NAQHNF  FEHOIEMEPTHUE=+AL N@an A

File Wiew Edt Hep
W L3 ¥ XOm A zz |
Point # | Point ID > | Color HlInput ¥ Input > ] Color X Ref.

2 GCP #3 £12.200 1388.109 480880.451

4 GCP #4 241128 1766785 A76812.663

5 GEP #5 5255.403) 5476878 478363.949 4389216.472] Control

6 GCP #6 7728.560 0077563 476936.474 4330700.305| Contrel

7 GCF #7 ] 636976 10586622 480183367 4331395.109] _Contral

8 GCF #8 3657.289] 9637 506 478884178 4390770.442| Control

El GCP #9 4763873 1406133 478543104 4386878.167| Control
10 GCP#10 54306501 13048.218 477871 6RE 4392187.301]  Control
1 GCP A1 > > Control

Figure 6.3 An example of polynomial rectificatiofthwvErdas Imagine 9.1.

6.3 Implementation of orthorectification with Inpho OrthoMaster 5.2

In this section images are orthorectified with elifint DEM data and GPS process
methods in order to compare the results.

6.3.1 Orthorectification with direct georeferencing

Firstly, GPS data are post-processed as CarriesePBdfferential Positioning
(CPDP) method and Precise Point positioning metfiden GPS/INS data are
integrated with Kalman filtering in AeroOffice safare. Both results, obtained
from integration are used in orthorectification liypho OrthoMaster. The
parameters used in orthorectification is shown igufe 6.4 - 6.9. Horizontal

ground coordinates are measured on the orthoesgttiimage. Coordinate
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differences between the adjusted coordinates dezndimed, mean error and root
mean square error (RMSE) (Table 6.3, 6.4) are coedplDetailed results are
shown in Appendix-G.

%3 Selection Orthophoto Generation Parameters

Parameters ]Format l Files ] Block l Computation ] DTM l Post-Proceszing ]
Output rezolution
¢ Defing Fixelsize |E|_=1. m
¢ Definescale  1: [55585 =
¢ Original Scale 1: [B2168 =
Color codes for non-defined areas
No Image |
oo | I
[ wiabermark
Watermark, file: Browse
Tranzparency |75 EI: 4
0K | Help | Cancel

Figure 6.4 Pixel resolutions.
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Output Format S pecifications
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Tiff file creation parameters
Overview Generation
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Figure 6.5 File format.
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Figure 6.6 Selection method.
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3¢ Selection Orthophoto Generation Parameters

Parameters l Farmnat l Files l Black | Computation lDTM l Paost-Proceszing l

Parameters for Computation
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Anchar Paint Distance
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(o Euact
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Figure 6.7 Resampling method

%3 Selection Orthophoto Generation Parameters
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Origin, narth lﬂi m
Tilt - east [ deg
Tilt - narth IUi dea
Height 0. m

Figure 6.8 Used DEM.
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Figure 6.9 Footprint of images.

Table 6.3 RMSE and mean error of horizontal coaidis for orthorectification
(CPDP).

ROOT MEAN SQUARE ERROR
(RMSE) MEAN ERROR
DX (m) DY (m) DX (m) DY (m)
0,981 0,980 0,812 0,734

Table 6.4 RMSE and mean error of horizontal coaidis for orthorectification
(PPP).

ROOT MEAN SQUARE ERROR
(RMSE) MEAN ERROR
DX (m) DY (m) DX (m) DY (m)
1,079 0,961 0,900 0,714
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6.3.2 Orthorectification with various DEM

In order to determine the effect of the DEM in oréctification, SRTM and

YUKPAF are used. In this implementation, adjustextemor orientation

parameters are used for orthorectification. Afteneyating the orthorectified
images horizontal ground coordinates of which tldgusted coordinates are
known with GPS observations are measured. Cooslitifferences between the
adjusted and measured coordinates are determinealn @rror and root mean
square error (RMSE) (Table 6.5) are computed. etaiesults are shown in

Appendix-H.

Table 6.5 RMSE and mean error of horizontal coagis for orthorectification.

e | FOZRMEANSQUARE | ey ermon
DX (m) DY (m) DX (m) DY (m)
YUKPAF 0,436 0,823 0,320 0,514
SRTM 1,401 1,913 1,052 1,173
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CHAPTER 7

DISCUSSION OF RESULTS AND CONCLUSIONS

In this chapter, an overall evaluation of the asiglyand the thesis will be
performed and some recommendations will be madetHer future studies.
Evaluation and suggestions will be made for theithand an overall conclusion
will be written for the thesis study.

Aero-triangulation and direct georeferencing ardgemed using GPS/INS data
for the test area. RMSE of direct georeferencirsgllte are 0.835 m, 0.603 m and
0.550 m for X, Y and Z respectively. These resaéiem to be sufficient enough
for small scale applications. RMSEs of aero-tridagon results with 4 GCPs in
the order of X, Y, Z is 0.156 m, 0.135 m and 0.4#9for X, Y and Z
respectively. These are the expected results beaHube bundle block adjusted
parameters. If no GCP is used in aero-triangulaherresults are also satisfactory
with the RMSE of X, Y, Z as 0.244 m, 0.152 and @.62 respectively. It can be
concluded as there is no need for GCP from nowtherother hand it should be
known that there will not be the control of the ules if there is no GCP.
However, in order to be able to control the res@lt&CP can be used for the
applications. RMSEs of aero-triangulation by usinGCP X, Y, Z are 0.208 m,
0.216 m and 0.416 m respectively. It can be comduthat the use of GPS/INS
reduces the GCP amount used in the applicationkblatso automatic aero-
triangulation reduces the cost of personnel anct.tiBesides, PPP solution of
GPS data are also satisfactory with the RMSE XZY¥s 0.968 m, 0.635 m, and
0.747 m respectively for direct georeferencing @ri?1 m, 0.230 m and 0.491 m

respectively for aero-triangulation.
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DRM is implemented with respect to the algorithnplained in chapter 3 (Figure
3.4). Besides images are rectified with differeatgmeters and DEM data in
order to compare the results. Accuracy of DRM impared with some of the
existing methods (Figure 7.1). Results of comparigadicate that DRM has
higher accuracy for aerial frame cameras and DRNhatkperformance is very
pleasing since polynomial transformation methodwshgignificant decrease in
accuracy especially in mountainous areas. Theteesilithe polynomial method
seem good in flat areas but the accuracy decrdfates height difference is big
and it has no consistency. Besid€®,c8der polynomial seems better in accuracy
especially in mountainous area with respect 1 dder polynomial but there
seems no correlation between them. On the othed,HARM algorithm results
have consistency in the whole test area. This shtved DRM can be

implemented for the rectification of mountainousas with confidence.

Image plane

(a) Classical differential rectification procedure
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(b) DRM method

Figure 7.1 Comparison of the DRM with classicafetiéntial rectification method
[3, p.176].

As shown in Figure 7.1 DRM maps the image coorémalirectly on to the
reference ellipsoid while the classical rectifioatimethods project the pixels on a
plane. Although earth curvature corrections ardiegmfter the projection, error
caused by the assumption can not be completely vethd~urthermore, if the
image is not taken in nadir direction, error caubgdhe classical rectification
methods increases considerably. However, obliguagés do not introduce
significant errors in DRM, the only error is thdesft of elevation anomaly on the

horizontal coordinates. This can easily be overcbgnesing precise DEM [3].

Besides DRM, images are orthorectified with diffarddEM data and GPS
process methods in order to compare the resultBof@ctification by SRTM data
and YUKPAF data shows that DEM data are signifidanthe orthorectification
procedure. Orthorectified images constructed bywqusYUKPAF with 10 m

resolution are more accurate than the ones comstiuzy using SRTM with
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approximately 30 m resolution as expected. Alsedaligeoreferencing results are
obtained with both Carrier Phase Differential Hoeihg (CPDP) method and
Precise Point Positioning (PPP) method. CPDP methoabre accurate because
of the double differencing advantage. However, BBIBtion is also satisfactory
and advantageous because it does not need anydg@R@ data. This reduces the
cost but post process can be made approximatelye@ksvlater to get the

ephemeris data. All implementation results candrepared from Table 7.1.

Table 7.1 Comparison of rectification methods.

ROE;Qg@'}'R?\AQSUE’;RE MEAN ERROR
PROJECTS
DX (m) DY (m) DX (m) DY (m)
DRM 1,303 2 557 1128 2148
POLY(';',]?)M'AL 4.763 19.671 3.129 9.800
POLY(';'%M'AL 4.622 13.960 3631 8427
CPDP 0,081 0,980 0,812 0.734
PPP 1,079 0.961 0,900 0714
YUKPAF 0.436 0.823 0,320 0.514
SRTM 1.401 1,013 1,052 1173

In this thesis, DRM is programmed and applied. &8esiit is compared with
different rectification methods by using exteriorentation parameters obtained
by different methods. It can be concluded that afirgeoreferencing with

GPS/INS can’t be used for 1:25.000 scaled topogecaphpping. However, when
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GPS/INS data are used in combined aerial trianigulait reduces cost of
personnel and time with automatic applications.atidition, orthorectification
with direct georeferencing results are satisfact@gsides, different DEM data
are used in order to determine the effect of DEMrimorectification. The results
show that orthorectification accuracy increaseai@antly when DEM accuracy
increases. Finally, boresight calibration can hegrated in this DRM algorithm

for the future studies.
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Table A.1 GCP coordinates computed by least sqadiestment from GPS

observations.

APPENDIX A

GCP COORDINATES

GCP ID X (m) Y (m) Z (m)

1001 478936,505 4390731,643 1008,086
1002 481826,293 4390727,917 996,994
1003 482180,482 4388574,039 1014,323
1004 478812,143 4388756,076 1010,384
2501 458445342 4444259050 1159,13]
2502 505370,543 4444700,11%5 1022,15¢
2503 505306,640 4387929,31%5 973,117
2504 458479,272 4387801,224 1133,78F
2505 466518,51] 4436370,420 830,259
2506 477618,816 4428274204 977,772
2507 498147217 4436267,692 958,880
2508 497329,923 4425998611 1069,047
2509 464193,389 4413327,702 1224,120
2510 479619,906 4415660,590 893,751
2511 496841,35(0 4413195980 1116,347
2512 483337,136¢ 4403382,802 1015,749
2513 488891,152 4396829,274 1401,78(
2514 476039,113 4390932,736 1132,284
5515 482099,726 4437300,907 1362,45]
2516 502583,110 4404687,82] 1385,683
2517 462116,284 4424747120 789,877
2518 466320,285 4398570,588 1287,17]
2519 490068554 4419954012 952,063
2520 473487,407 4406252,022 1173,893
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APPENDIX B

DIRECT GEOREFERENCING RESULTS

Table B.1 Measured coordinates in stereo model taaied using exterior

orientation parameters obtained by direct georatzng.

GCP ID | MEASURED COORDINATES (m)
X Y Z

1001 | 478935,623 4390731,525 1008,167
1002 | 481825386 4390728,168 997,867
1003 | 482179,627 4388574,251 1014,437
1004 | 478811,310 4388755,966 1010,26(
o501 | 458445330 4444258042 1159,32(
o502 | 505370,641 4444701,929 1022,299
o503 | 505305621 4387929,588 972,510
o504 | 458478032 4387801,505 1133,633
o505 | 466518199 4436370,4890 829,315
o506 | 477618781 4428274,362 977,772
o507 | 498146,763 4436268,145 958,880
o508 | 497329943 4425998,505 1068284
o509 | 464194,752 4413326875 1223,665
o510 | 479620,412 4415660,271 893,798
o511 | 496842197 4413195,383 1116,034
o512 | 483338552 4403383,212 1016,203
o513 | 488891584 4396829,35) 1401,135
o514 | 476038142 4390932558 1132,626
o515 | 482099,066 4437302,096 1363,668
o516 | 502583,858 4404688,223 1384,924
o517 | 462117,147 4424746,950 790,490
o518 | 466319,239 4398570,221 1288,044
o519 | 490068436 4419954,243 952,157
o500 | 473486261 4406252,630 1174,007
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Table B.2 Differences between measured and adjgsi@dlinates.

GCP ID COORDINATE DIFFERENCES (m)
DX DY Dz
1001 -0,882 -0,118 0,076
1002 -0,907 0,251 0,873
1003 -0,855 0,212 0,114
1004 -0,833 -0,110 -0,124
2501 -0,012 -1,008 0,189
2502 0,098 1,814 0,141
2503 -1,019 0,273 -0,607
2504 -1,240 0,281 -0,152
2505 -0,312 0,069 -0,943
2506 -0,035 0,158 0,000
2507 -0,454 0,453 0,000
2508 0,020 -0,106 -0,754
2509 1,363 -0,827 -0,455
2510 0,506 -0,319 0,047
2511 0,847 -0,597 -0,304
2512 1,416 0,410 0,455
2513 0,432 0,076 -0,645
2514 -0,971 -0,183 0,342
2515 -0,660 1,189 1,217
2516 0,748 0,402 -0,759
2517 0,863 -0,170 0,613
2518 -1,046 -0,367 0,873
2519 -0,118 0,231 0,094
2520 -1,146 0,608 0,114

Table B.3 RMSE and mean error of coordinate diffees.

ROOT MEAN SQUARE ERROR

(RMSE) MEAN ERROR
DX (m) DY (m) DZ (m) DX (m) DY (m) DZ (m)
0,835 0,603 0,550 0,699 0,426 0,417
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APPENDIX C

AERIAL TRIANGULATION RESULTS

Aerotriangulation results with bundle block adjustrhusing 4 GCP.

Table C.1 Computed as check points (CP) in bunidiekkadjustment (4 GCP).

GCP ID CP COORDINATES (m)
X Y Z
1001 478936,401 4390731,654 1008,254
1002 481826,463 4390727,946 997,236
1003 482180,470 4388574,039 1014,584
1004 478812,202 4388756,079 1010,63(0
2501 458445,302 4444259,052 1159,13(@
2502 505370,54% 4444700,11% 1022,106
2503 505306,636 4387929,31% 973,152
2504 458479,313 4387801,22¢ 1133,804
2505 466518,431 4436370,426 830,426
2506 477619,048 4428274,258 977,992
2507 498147,34% 4436267,708 959,143
2508 497329,896 4425998,612 1069,065
2509 464193,281 4413327,714 1224,318
2510 479620,002 4415660,599 893,826
2511 496841,443 4413195,989 1116,33(@
2512 483336,911 4403382,853 1015,707
2513 488891,250 4396829,284 1401,926
2514 476039,177 4390932,740 1132,548
2515 482099,537 4437300,943 1362,155
2516 502583,277 4404687,849 1385,594
2517 462116,041 4424747,179 789,860
2518 466320,240 4398570,590 1287,356
2519 490068,602 4419954,014 952,236
2520 473487,38% 4406252,022 1174,016
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Table C.2 Differences between check points andsselfl GCP coordinates.

GCP ID COORDINATE DIFFERENCES (m)
DX DY Dz
1001 -0,104 0,168 0,190
1002 0,170 0,242 -0,059
1003 -0,012 0,261 -0,060
1004 0,059 0,246 0,086
2501 -0,040 -0,001 -0,038
2502 0,002 -0,052 0,049
2503 -0,004 0,035 0,207
2504 0,041 0,019 -0,218
2505 -0,080 0,168 0,120
2506 0,232 0,220 0,366
2507 0,128 0,263 0,131
2508 -0,027 0,023 0,354
2509 -0,108 0,198 -0,244
2510 0,096 0,075 0,285
2511 0,093 -0,012 0,039
2512 -0,225 -0,046 -0,149
2513 0,098 0,146 -0,411
2514 0,064 0,264 -0,009
2515 -0,189 -0,296 -0,380
2516 0,167 -0,089 -0,345
2517 -0,243 -0,017 0,136
2518 -0,045 0,185 -0,660
2519 0,048 0,173 0,319
2520 -0,022 0,123 -0,080

Table C.3 RMSE and mean error of coordinate diffees.

ROOT MEAN SQUARE ERROR

(RMSE) MEAN ERROR
DX (m) DY (m) DZ (m) DX (m) DY (m) DZ (m)
0,123 0,172 0,263 0,096 0,138 0,206
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Aerotriangulation results with bundle block adjustihusing 2 GCP.

Table C.4 Computed as check points (CP) in bunidiekkadjustment (2 GCP).

GCP ID CP COORDINATES (m)
X Y Z
1001 478936,30% 4390731,683 1008,183
1002 481826,368 4390727,9283 997,164
1003 482180,374 4388574,051 1014,511
1004 478812,105 4388756,077 1010,559
2501 458445,10% 4444259,106 1159,054
2502 505370,431 4444700,128 1021,775
2503 505306,498 4387929,33% 973,210
2504 458479,319 4387801,226 1133,806
2505 466518,330 4436370,453 830,346
2506 477618,951 4428274,222 977,913
2507 498147,245 4436267,693 959,051
2508 497329,798 4425998,627 1068,986
2509 464193,184 4413327,744 1224,243
2510 479619,906 4415660,590 893,751
2511 496841,347 4413195,980 1116,253
2512 483336,816 4403382,904 1015,628
2513 488891,156 4396829,274 1401,853
2514 476039,081 4390932,737 1132,479
2515 482099,441 4437300,988 1362,0771
2516 502583,181 4404687,826 1385,516
2517 462115,94% 4424747,23% 789,784
2518 466320,150 4398570,606 1287,287
2519 490068,50% 4419954,014 952,157
2520 473487,290 4406252,036 1173,941
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Table C.5 Differences between check points andséeljucoordinates.

GCP ID COORDINATE DIFFERENCES (m)
DX DY Dz
1001 -0,026 0,105 0,044
1002 0,248 0,178 -0,205
1003 0,066 0,196 -0,206
1004 0,136 0,183 -0,060
2501 -0,014 -0,021 -0,156
2502 0,060 -0,374 0,046
2503 0,014 0,021 0,156
2504 0,221 0,029 -0,530
2505 -0,009 0,106 -0,033
2506 0,309 0,153 0,222
2507 0,201 0,180 -0,001
2508 0,047 -0,047 0,213
2509 -0,031 0,132 -0,390
2510 0,172 0,009 0,141
2511 0,170 -0,080 -0,106
2512 -0,148 -0,112 -0,292
2513 0,176 0,081 -0,554
2514 0,142 0,203 -0,153
2515 -0,112 -0,363 -0,525
2516 0,243 -0,159 -0,490
2517 -0,168 -0,083 -0,008
2518 0,038 0,120 -0,799
2519 0,124 0,105 0,175
2520 0,056 0,057 -0,222

Table C.6 RMSE and mean error of coordinate diffees.

ROOT MEAN SQUARE ERROR
(RMSE) MEAN ERROR
DX (m) DY (m) DZ (m) DX (m) DY (m) DZ (m)
0,152 0,162 0,320 0,122 0,129 0,239
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Aerotriangulation results with bundle block adjustihusing 1 GCP.

Table C.7 Computed as check points (CP) in bunidiekkadjustment (1 GCP).

GCP ID CP COORDINATES (m)
X Y Z
1001 478936,305 4390731,683 1008,183
1002 481826,368 4390727,923 997,164
1003 482180,374 4388574,051 1014,511
1004 478812,105 4388756,077 1010,559
2501 458445,105 4444259,106 1159,054
2502 505370,431 4444700,128 1021,775
2503 505306,498 4387929,335 973,210
2504 458479,319 4387801,226 1133,806
2505 466518,330 4436370,453 830,346
2506 477618,951 4428274,222 977,913
2507 498147,245 4436267,693 959,051
2508 497329,798 4425998,627 1068,986
2509 464193,184 4413327,744 1224,243
2510 479619,906 4415660,590 893,751
2511 496841,347 4413195,980 1116,253
2512 483336,816 4403382,904 1015,628
2513 488891,156 4396829,274 1401,853
2514 476039,081 4390932,737 1132,479
2515 482099,441 4437300,988 1362,077
2516 502583,181 4404687,826 1385,516
2517 462115,945 4424747,235 789,784
2518 466320,150 4398570,606 1287,282
2519 490068,505 4419954,014 952,157
2520 473487,290 4406252,036 1173,941
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Table C.8 Differences between check points andséeljucoordinates.

GCP ID COORDINATE DIFFERENCES (m)
DX DY DZ
1001 -0,200 0,097 -0,096
1002 0,075 0,170 -0,346
1003 -0,108 0,188 -0,347
1004 -0,038 0,175 -0,200
2501 -0,237 -0,077 -0,409
2502 -0,112 -0,383 -0,097
2503 -0,142 0,093 0,177
2504 0,047 0,021 -0,672
2505 -0,181 0,088 -0,170
2506 0,135 0,141 0,083
2507 0,028 0,171 -0,142
2508 -0,125 -0,056 0,073
2509 -0,205 0,123 -0,532
2510 0,000 0,000 0,000
2511 -0,003 -0,089 -0,247
2512 -0,320 -0,120 -0,431
2513 0,004 0,073 -0,694
2514 -0,032 0,195 -0,294
2515 -0,285 -0,374 -0,665
2516 0,071 -0,167 -0,629
2517 -0,339 -0,093 -0,145
2518 -0,135 0,111 -0,939
2519 -0,049 0,094 0,036
2520 -0,117 0,048 -0,361

Table C.9 RMSE and mean error of coordinate diffees.

ROOT MEAN SQUARE ERROR
(RMSE) MEAN ERROR
DX (m) DY (m) DZ (m) DX (m) DY (m) DZ (m)
0,161 0,162 0,416 0,125 0,025 0,129
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Aerotriangulation results with bundle block adjustihusing no GCP.

Table C.10 Computed as check points (CP) in bubldiek adjustment (No GCP).

GCP ID CP COORDINATES (m)
X Y Z
1001 478936,403 4390731,587 1007,886
1002 481826,446 4390727,90%5 996,698
1003 482180,521 4388573,882 1014,13C
1004 478812,256 4388755,908 1010,215
2501 458445,191 4444259,074 1159,329
2502 505370,281 4444699,909 1022,25§
2503 505306,178 4387929,461 973,849
2504 458479,816 4387801,230 1133,655
2505 466518,486 4436370,639 830,713
2506 477619,000 4428274,374 978,079
2507 498147,045 4436267,893 959,220
2508 497329,601 4425998,622 1069,705
2509 464193,578 4413327,887 1224,267
2510 479619,967 4415660,642 893,799
2511 496841,093 4413195,961 1116,778
2512 483336,807 4403382,739 1015,274
2513 488891,134 4396829,278 1401,563
2514 476039,201 4390932,793 1132,195
2515 482099,353 4437300,75% 1361,827
2516 502582,662 4404687,706 1385,788
2517 462116,339 4424747,127 789,853
2518 466320,443 4398570,711 1286,176
2519 490068,416  4419954,092 952,111
2520 473487,517 4406252,10% 1174,159
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Table C.11 Differences between check points anaiséeljl coordinates.

GCP ID COORDINATE DIFFERENCES (m)
DX DY Dz
1001 -0,102 -0,056 -0,200
1002 0,153 -0,012 -0,296
1003 0,039 -0,157 -0,193
1004 0,113 -0,168 -0,169
2501 -0,151 0,024 0,198
2502 -0,262 -0,206 0,100
2503 -0,462 0,146 0,732
2504 0,544 0,006 -0,130
2505 -0,025 0,219 0,455
2506 0,184 0,170 0,307
2507 -0,172 0,201 0,340
2508 -0,322 0,011 0,662
2509 0,189 0,185 0,142
2510 0,061 0,052 0,048
2511 -0,257 -0,019 0,436
2512 -0,329 -0,063 -0,474
2513 -0,018 0,004 -0,217
2514 0,088 0,056 -0,089
2515 -0,373 -0,152 -0,629
2516 -0,448 -0,115 0,105
2517 0,055 0,007 -0,024
2518 0,158 0,123 -0,995
2519 -0,138 0,080 0,048
2520 0,110 0,083 0,266

Table C.12 RMSE and mean error of coordinate diffees.

ROOT MEAN SQUARE ERROR
(RMSE) MEAN ERROR
DX (m) DY (m) DZ (m) DX (m) DY (m) DZ (m)
0,244 0,152 0,624 0,208 0,103 0,328
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APPENDIX D

GPS PROCESSING WITH PPP

D.1 Bundle Block Adjustment

GPS post-processed with PPP and then the

Table D.1 GCP coordinates measured from stereo Inoashstructed using PPP

resuiégrated with INS.

Integration results are used as initial parametebsindle block adjustment.

results.
MEASURED COORDINATES

GCP ID X (m) Y (m) Z (m)
1001 |478936,5544390731,6861008,684
1002 |481826,2664390727,802 997,822
1003 |482180,5524388574,1041014,415
1004 |478812,0894388756,1961010,832
2501 458445,4 | 4444258,772158,395
2502 |505370,5954444700,256 1021,79
2503 |505306,6754387929,397 973,025
2504 |458479,278 4387801,36] 1133,417
2505 [466518,5094436369,947 829,982
2506 [477618,6244428273,901 977,956
2507 [498146,9464436267,232 958,88
2508 |497329,8494425998,3791069,502
2509 |464193,5134413327,2541223,695
2510 |479619,6064415660,538 894,119
2511 [496841,3654413195,812 1116,48
2512 |483337,3784403382,5361016,645
2513 [488891,1754396829,3431402,228
2514 |476039,2334390932,7891132,732
2515 |502583,0624404687,8981385,832
2516 | 462116,23| 4424746,834790,613
2517 |466320,312 4398570,52 1287,711
2518 [490068,536 4419953,97] 952,615
2519 (473487,3864406251,8561174,341
2520 [478936,5544390731,6861008,684
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Table D.2 Differences between adjusted and measb@fl coordinates.

COORDINATE DIFFRENCES
(m)

DX DY DZ
0,049 0,043 0,598
-0,027 -0,115 0,828
0,070 0,065 0,092
-0,054 0,120 0,448
0,058 -0,278 -0,736
0,052 0,141 -0,368
0,035 0,082 -0,092
0,006 0,136 -0,368
-0,002 -0,473 -0,276
-0,192 -0,303 0,184
-0,271 -0,460 0,000
-0,074 -0,232 0,460
0,124 -0,448 -0,425
-0,300 -0,052 0,368
0,015 -0,168 0,138
0,242 -0,266 0,897
0,023 0,069 0,448
0,120 0,053 0,448
-0,048 0,077 0,149
-0,054 -0,286 0,736
0,027 -0,068 0,540
-0,018 -0,042 0,552
-0,021 -0,166 0,448

Table D.3 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) Z (m) X (m) Y (m) Z (m)
0,121 0,230 0,491 0,078 0,173 0,400
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D.2 Direct Georeferencing

GPS post-processed with PPP and then the

Integration

georeferencing).

Table D.4 GCP coordinates measured from stereo Insodstructed by PPP

requieégrated with INS.

results used as directly in stereo rhodenstruction (direct

results.
MEASURED COORDINATES

GCP

ID X (m) Y (m) Z (m)
1001| 478935,45| 4390731,732 1009,604
1002| 481825,013| 4390728,089 998,259
1003| 482179,678| 4388574,687 1014,5(6
1004| 478811,314| 4388756,77) 1010,763
2501| 458446,242| 4444260,661 1159,786
2502| 505371,324| 4444701,602 1021,503
2503| 505305,831| 4387929,957 972,358
2504| 458477,349| 4387801,617 1133,279
2505 466518,164| 4436370,508 829,396
2506| 477618,711| 4428274,329 977,197
2507| 498146,585| 4436268,322 958,88
2508| 497329,908| 4425998,355 1068,7H5
2509| 464194,821 4413326,83 1223,883
2510 479620,325| 4415660,241 894,038
2511| 496841,984| 4413195,46  1116,629
2512| 483338,481| 4403382,887Y 1016,61
2513| 488891,626| 4396828,453  1401,78
2514| 476037,956| 4390932,836 1133,169
2515 482098,921| 4437301,558 1363,693
2516/ 502583,739| 4404687,806 1385,108
2517| 462116,918| 4424746,899 790,739
2518 466319,056| 4398570,736 1288,321
2519/ 490068,061| 4419954,212 952,35
2520| 473486,009| 4406252,344 1174,18
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Table D.5 Coordinate differences between adjusteldh@easured GCP

coordinates.

COORDINATE DIFFERENCES (m)
GCPID| DX DY DZ
1001 | -1,055 | 0,089 1,518
1002 | -1,280 | 0,172 1,265
1003 | -0,804 | 0,648 0,253
1004 | -0,829 | 0,694 0,379
2501 0,900 1,611 0,655
2502 0,781 1,487 -0,655
2503 | -0,809 | 0,642 -0,759
2504 | -1,923 | 0,393 -0,506
2505 | -0,347 | 0,088 -0,862
2506 | -0,105| 0,125| -0,575
2507 | -0,632 | 0,630 0,000
2508 | -0,015| -0,256| -0,287
2509 1,432 | -0,872] -0,287
2510 0,419 | -0,349| 0,287
2511 0,634 | -0,520| 0,287
2512 1,345 0,085 0,862
2513 0,474 | -0,821| 0,000
2514 | -1,157 | 0,100 0,885
2515 | -0,805 | 0,651 1,242
2516 0,629 | -0,015| -0,575
2517 0,634 | -0,221| 0,862
2518 | -1,229 | 0,148 1,150
2519 | -0,493 | 0,200 0,287
2520 | -1,398 | 0,322 0,287

Table D.6 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) Z (m) X (m) Y (m) Z (m)
0,968 0,635 0,747 0,839 0,464 0,614
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APPENDIX E

DRM RESULTS

Table E.1 GCP coordinates measured from orthoredtiimagery constructed

using DRM.

MEASURED COORDINATES
GCP ID X (m) Y (m)
1001 478935,586 4390732,811
1002 481824,492 4390729,49%
1003 482179,573 4388571,752
1004 478811,245 4388754,058
2501 458446,494 A4444255,983
2502 505371,47 4444697,939
2503 505305,903 4387926,422
2504 458477,778 4387806,139
2505 466518,477 4436368,717
2506 477619,019 4428272,39%
2507 498146,832 4436265,971
2508 497330,581 4426001,018
2509 464195,626 4413330,424
2510 479620,935 4415659,89%
2511 496843,106 4413198,816
2512 483339,366 4403383,934
2513 488892,109 4396834,64%
2514 476038,155 4390934,548
2515 482101,201 4437299,54%
2516 502584,593 4404692,363
2517 462117,64 4424747,291
2518 466318,127 4398569,911
2519 490068,017 4419953,067
2520 473486,626 4406250,473
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Table E.2 Differences between adjusted and measa@#icoordinates.

COORDINATE DIFFRENCES
GCP ID m)
DX DY
1001 -0,919 1,168
1002 -1,801 1,578
1003 -0,909 -2,287
1004 -0,898 -2,018
2501 1,152 -3,067
2502 0,927 -2,176
2503 -0,737 -2,893
2504 -1,494 4,915
2505 -0,034 -1,703
2506 0,203 -1,809
2507 -0,385 -1,721
2508 0,658 2,407
2509 2,237 2,722
2510 1,029 -0,695
2511 1,756 2,836
2512 2,230 1,132
2513 0,957 5,371
2514 -0,958 1,812
2515 1,475 -1,362
2516 1,483 4,542
2517 1,356 0,171
2518 -2,158 -0,677
2519 -0,537 -0,945
2520 -0,781 -1,549

Table E.3 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) Z (m) X (m) Y (m) Z (m)
1,303 2,557 1,128 2,148 1,303 2,557
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APPENDIX F

POLYNOMIAL RECTIFICATION RESULTS

F.1 2nd Order Polynomial Rectification

Table F.1 GCP coordinates measured from rectifieery constructed by using

2nd order polynomial rectification.

MEASURED COORDINATES
GCP ID X (m) Y (m)
1001 478937,229  4390730,324
1002 481825,047  4390728,889
1003 482180,122  4388574,27%
1004 478812,198 4388757,065
2501 458447,150  4444261,442
2502 505367,253  4444704,154
2503 505311,167  4387940,155
2504 458478,641  4387825,040
2505 466517,592  4436374,555
2506 477617,141  4428272,182
2507 498146,642  4436270,585
2508 497328,257  4425992,173
2509 464197,463  4413336,47%
2510 479616,876  4415654,694
2511 496840,957 4413204,211
2512 483339,564  4403392,553
2513 488881,522 4396913,672
2514 476037,753  4390935,448
2515 482095,657  4437289,226
2516 502599,093 4404708,64%
2517 462114,063  4424743,050
2518 466325,52% 4398576,475%
2519 490062,431  4419945,428
2520 473484,331 4406256,311
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Table F.2 Differences between adjusted and mea$a@# coordinates.

COORDINATE DIFFRENCES
GCP ID (m)
DX DY
1001 0,724 -1,319
1002 -1,246 0,972
1003 -0,360 0,236
1004 0,055 0,989
2501 1,808 2,392
2502 -3,290 4,039
2503 4,527 10,840
2504 -0,631 23,816
2505 -0,919 4,135
2506 -1,675 -2,022
2507 -0,575 2,893
2508 -1,666 -6,438
2509 4,074 8,773
2510 -3,030 -5,896
2511 -0,393 8,231
2512 2,428 9,751
2513 -9,630 84,398
2514 -1,360 2,712
2515 -4,069 -11,681
2516 15,983 20,824
2517 -2,221 -4,070
2518 5,240 5,887
2519 -6,123 -8,584
2520 -3,076 4,289

Table F.3 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) X (m) Y (m)
4,763 19,671 3,129 9,800
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F.2 3rd Order Polynomial Rectification

Table F.4 GCP coordinates measured from rectifieagery constructed by using

3rd order polynomial rectification.

~N- OO0

7 T

MEASURED COORDINATES
GCP ID X (m) Y (m)
1001 478937,043 4390729,245
1002 481824,054 4390728,87]
1003 482180,243 4388575,24
1004 478812,230 4388755,93
2501 458446,972 4444261,96]
2502 505366,567 4444704,763
2503 505310,332 4387941,08¢
2504 458477,679 4387820,56%
2505 466516,328 4436376,58¢
2506 477616,177 4428270,87¢
2507 498157,282 4436256,66¢
2508 497334,471 4426014,57]
2509 464199,451 4413336,475
2510 479616,87¢ 4415652,60]
2511 496834,863 4413196,57]
2512 483338,008 4403391,50%
2513 488893,776 4396883,44¢
2514 476035,244 4390932,114
2515 482095,669 4437288,801
2516 502593,161 4404696,911
2517 462114,958 4424745,86¢
2518 466323,512 4398577,97¢
2519 490061,097 4419948,364
2520 473482,743 4406258,064

O -— A\ 7 LA O -— \J7 A4
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Table F.5 Differences between adjusted and mea$a@# coordinates.

COORDINATE DIFFRENCES
GCP ID (m)
DX DY
1001 0,538 -2,398
1002 -2,239 0,960
1003 -0,239 1,204
1004 0,087 -0,140
2501 1,629 2,917
2502 -3,976 4,647
2503 3,692 11,770
2504 -1,593 19,341
2505 -2,183 6,169
2506 -2,639 -3,328
2507 10,065 -11,026
2508 4,548 15,960
2509 6,062 8,773
2510 -3,030 -7,989
2511 -6,487 0,597
2512 0,872 8,703
2513 2,624 54,172
2514 -3,869 -0,622
2515 -4,057 -12,104
2516 10,051 9,091
2517 -1,326 -1,254
2518 3,227 7,390
2519 -7,457 -5,648
2520 -4,664 6,046

Table F.6 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) X (m) Y (m)
4,622 13,960 3,631 8,427
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APPENDIX G

CPDP AND PPP IN ORTHORECTIFICATION

G.1 Direct Georeferencing with CPDP results

GPS post-processed with CPDP and then the

Integration
orthorectification.

Table G.1 GCP coordinates measured from orthoredtiimagery constructed

using by CPDP results.

results used directly as exterior

dagon parameters

~

A"~}

~

OO 00 U OV 9719 = N W= 00 O 0)r 0O

MEASURED COORDINATES
GCP ID X (m) Y (m)
1001 478935,2732 4390729,61]
1002 481824,7221  4390727,52:
1003 482179,587% 4388575,21]
1004 478811,2773  4388757,516
2501 458446,380% 4444259,86¢
2502 505371,436  4444701,124
2503 505306,414% 4387927,634
2504 458478,1273  4387803,34
2505 466518,1041 4436370,65§
2506 477619,0883  4428273,56¢
2507 498146,8404  4436268,47]
2508 497330,0898 4425998,584
2509 464194,4488  4413326,11’
2510 479620,0503 4415660,4¢
2511 496841,5896¢  4413195,16¢
2512 483339,056% 4403383,271
2513 488891,593% 4396829,67:
2514 476038,1853 4390932,88:
2515 482100,9972  4437300,501
2516 502583,8999 4404688,21
2517 462116,7863 4424747,19
2518 466318,3667 4398570,09¢
2519 490068,2016  4419954,014
2520 473486,5667 4406252,38]

W= U=
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Table G.2 Differences between adjusted and measa@# coordinates.

COORDINATE DIFFERENCES
GCP ID m)
DX DY
1001 -1,232 -2,026
1002 -1,571 -0,394
1003 -0,894 1,178
1004 -0,866 1,440
2501 1,038 0,816
2502 0,893 1,014
2503 -0,226 -1,677
2504 -1,145 2,120
2505 -0,407 0,238
2506 0,272 -0,636
2507 -0,377 0,785
2508 0,167 -0,027
2509 1,060 -1,590
2510 0,144 -0,130
2511 0,240 -0,814
2512 1,921 0,473
2513 0,441 0,399
2514 -0,928 0,147
2515 1,271 -0,405
2516 0,790 0,389
2517 0,502 0,070
2518 -1,918 -0,492
2519 -0,352 0,002
2520 -0,840 0,361

Table G.3 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) X (m) Y (m)
0,981 0,980 0,812 0,734
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G.2 Direct georeferencing with PPP results

GPS post-processed with PPP and then the

Integration

orthorectification.

Table G.4 GCP coordinates measured from orthoredtiimagery constructed

using by PPP results.

results used directly as exterior

MEASURED COORDINATES
GCP ID X (m) Y (m)
1001 478935,179  4390730,05]
1002 481824,771 4390728,61¢
1003 482179,559  4388575,70]
1004 478811,317 4388757,83!
2501 458446253  4444259,96¢
2502 505371,295  4444701,32!
2503 505306,442 4387928,17
2504 458477,459 4387803,271
2505 466518,035 4436370,72]
2506 477619,085  4428273,64
2507 498146,766  4436268,58]
2508 497330,057  4425998,544
2509 464194,627 4413326,374
2510 479619,958  4415660,49]
2511 496841,706  4413195,33¢
2512 483338,936  4403382,87]
2513 488889,363  4396828,39!
2514 476038,22]  4390933,26¢
2515 482101,164 4437300,92]
2516 502583,036  4404687,55¢
2517 462116,742 4424746951
2518 466318,585 4398570,67.
2519 490068,081 4419953,90!
2520 473486,425 4406252,114

126

requieégrated with INS.

dadon parameters

in



Table G.5 Differences between adjusted and measu@#i coordinates.

COORDINATE DIFFRENCES
GCP ID m)
DX DY
1001 -1,326 -1,586
1002 -1,522 0,699
1003 -0,923 1,662
1004 -0,826 1,756
2501 0,911 0,918
2502 0,751 1,208
2503 -0,198 -1,136
2504 -1,813 2,049
2505 -0,477 0,307
2506 0,269 -0,564
2507 -0,451 0,889
2508 0,134 -0,067
2509 1,238 -1,328
2510 0,052 -0,099
2511 0,356 -0,642
2512 1,800 0,075
2513 -1,789 -0,882
2514 -0,892 0,532
2515 1,438 0,014
2516 0,826 -0,263
2517 0,458 -0,166
2518 -1,700 0,084
2519 -0,473 -0,111
2520 -0,982 0,092

Table G.6 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) X (m) Y (m)
1,079 0,961 0,900 0,714
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APPENDIX H

ORTHORECTIFICATION WITH YUKPAF AND SRTM

H.1 Orthorectification with YUKPAF

Exterior orientation parameters are obtained bydlurblock adjustment and

YUKPAF DEM is used in orthorectification.

Table H.1 GCP coordinates measured from orthoredtiimagery constructed

using YUKPAF DEM.

~N OO0 0o OC0 1o OO0

~NCO000—0O

= 4= 000 (OC00 019 0O)r 0O

MEASURED COORDINATES
GCP ID X (m) Y (m)
1001 478936,71%  4390729,484
1002 481826,27%  4390728,104
1003 482180,664  4388575,13’
1004 478812,331  4388757,104
2501 458445,173  4444259,154
2502 505370,539  4444700,23:
2503 505307,523  4387927,12¢
2504 458479,658  4387802,58¢
2505 466518,152  4436370,42]
2506 477619,311  4428273,226
2507 498147,308  4436267,85]
2508 497329,949  4425998,75¢
2509 464192,942  4413327,82]
2510 479618,939 4415661,05
2511 496840,841  4413195,821
2512 483337,45%  4403383,16¢
2513 488891,04%  4396829,71’
2514 476039,443  4390932,78¢
2515 482099,718  4437300,96¢
2516 502583,135  4404688,28¢
2517 462115,878  4424747,21§
2518 466319,959  4398570,411
2519 490068,803  4419953,694
2520 473486,42%  4406252,114
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Table H.2 Differences between adjusted and measb@fl coordinates.

COORDINATE DIFFRENCES
GCP ID (m)
DX DY
1001 0,210 -2,155
1002 -0,018 0,192
1003 0,182 1,093
1004 0,188 1,032
2501 -0,169 0,109
2502 -0,004 0,118
2503 0,883 -2,189
2504 0,386 1,362
2505 -0,359 0,007
2506 0,495 -0,978
2507 0,091 0,161
2508 0,026 0,147
2509 -0,447 0,125
2510 -0,967 0,460
2511 -0,509 -0,155
2512 0,319 0,364
2513 -0,107 0,438
2514 0,330 0,050
2515 -0,008 0,061
2516 0,025 0,468
2517 -0,406 0,098
2518 -0,326 -0,175
2519 0,249 -0,318
2520 -0,982 0,092

Table H.3 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) X (m) Y (m)
0,436 0,823 0,320 0,514

129




H.2 Orthorectification with SRTM

Exterior orientation parameters are obtained bydmurblock adjustment and

SRTM DEM is used in orthorectification.

Table H.4 GCP coordinates measured from orthoredtiimagery constructed

using SRTM DEM.

~

MEASURED COORDINATES
GCP ID X (m) Y (m)
1001 478935,594 4390731,02]
1002 481824,567 4390727,89%
1003 482179,746  4388573,35¢
1004 478811,353 4388756,14]
2501 458446,272  4444258,29]
2502 505371,052 4444702,324
2503 505305,400  4387931,034
2504 458478,000 4387801,571
2505 466518,098 4436370,641
2506 477619,773 4428270,454
2507 498147,042 4436269,10!
2508 497330,838  4426000,7¢
2509 464197,719 4413330,144
2510 479619,931 4415660,49]
2511 496841,491 4413195,16¢
2512 483339,395 4403383,48]
2513 488892,364 4396835,88!
2514 476038,060 4390932,591
2515 482100,553 4437299,43]
2516 502584,103 4404688461
2517 462116,703  4424747,003
2518 466318,247 4398570,23]
2519 490068,379  4419954,144
2520 473486,205 4406252,69]

— N WY ~N NN N T W= WY U U W= T N ANTTU
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Table H.5 Differences between adjusted and measb@fl coordinates.

COORDINATE DIFFRENCES
GCP ID (m)
DX DY
1001 -0,911 -0,616
1002 -1,726 -0,022
1003 -0,737 -0,681
1004 -0,790 0,071
2501 0,929 -0,759
2502 0,509 2,213
2503 -1,240 1,719
2504 -1,272 0,349
2505 -0,413 0,225
2506 0,957 -3,749
2507 -0,174 1,410
2508 0,915 2,169
2509 4,330 2,442
2510 0,025 -0,097
2511 0,141 -0,811
2512 2,259 0,685
2513 1,212 6,608
2514 -1,053 -0,143
2515 0,827 -1,470
2516 0,993 0,641
2517 0,419 -0,117
2518 -2,038 -0,351
2519 -0,175 0,132
2520 -1,202 0,669

Table H.6 RMSE and mean error of coordinate diffees.

RMSE MEAN ERROR
X (m) Y (m) X (m) Y (m)
1,401 1,913 1,052 1,173
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