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ABSTRACT

ACOUSTIC WAVE ANALYSIS USING DIFFERENT WAVE
PROPAGATION MODELS

Yildirim, Baran
M.Sc., Department of Engineering Science
Supervisor: Prof.Dr.Y.Cevdet Akg6z

May 2008, 50 pages

In this study in order to simulate the acoustic @gvRay Theory and Normal
Mode models are used. These methods are analyregl MATLAB simulation
tool; differences between two models are examimeti aaregion with a known
bottom profile and sound velocity profiles is intigated. The Ray Theory is used
in acoustic systems which is the one of the apjitina of wave modeling. Ray
theory is solved with standard Ordinary Differehi&guation solvers and normal
mode with finite element method. Different bottomofdes and sound velocity
profiles previously taken are interpolated to faam environment and examined

in the case study.

Keywords: Ray Theory, Normal Mode, Sonar Systems, Rungaakuginite

Differences



Oz

AKUSTIiK DALGA DENKLEMLER iNiN DEGIiSiK YAYILMA
METODLARI KULLANILARAK ANAL  izi

Yildirim, Baran
Yuksek Lisans, Mihendislik Bilimleri Bolimu
Tez darngmani: Prof.Dr.Y.Cevdet Akgoz

Mayis 2008, 50 sayfa

Bu calsmada akustik dalga modelleme ydntemlerindgn teoremi ve normal
mod yontemi kullanilngtir. Bu metodlar MATLAB aracifityla ¢ozulmg farklar
incelenmg ve dip profilleri belli olan bir bolgenin akustikcelemesi yapilnstir.
Isin teoremi, akustik uygulama alanlarindan biri olaonar sistemlerinde
kullaniimistir. Isin teoremi standart difransiyel denklem c¢oziculei (Runga
Kutta), Normal Mod sonlu elemanlar yontemleri ilézgimisttir. Daha 6nceden
alinmg dip profileri ve ses hiz profilleri interpolasygdntemi ile sekillendirilip

desisik analiz ortamlari olgturulmus ve durum cadmasinda incelenrstir.

Anahtar Kelimeler: Isin teoremi, Normal Mod, Sonar Sistemleri, Rungat&ut

Sonlu Elemanlar
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CHAPTER 1

INTRODUCTION

1.1 HISTORICAL BACKGROUND

Acoustics is primarily a matter of communicatiomeTphenomenon of speaking
is based on acoustic waves and it has been the bhasearly human

communication. Recently, the introduction of Eleatagnetic (EM) Waves has
been a great evolution in human communication systéHowever, EM waves
cannot propagate much through the sea medium, eouktic waves is still the
most efficient way to transmit information throughis medium. Therefore,

underwater acoustics should be studied in detail.

The first acoustic studies started with Pythag@jade developed the theory of
the musical scale in terms of a device called acobard. He recognized that the
lengths of these strings were inversely proporiidnathe frequency of sound
generated when plucked. Galileo, an Italian astmeroand physicist, was the
greatest contributor to our understanding of soutdd.demonstrated that the
frequency of sound waves determined the pitch. TWas done by scraping a
chisel across a brass plate producing a screedited@sihen related the spacing of
the grooves induced by the chisel to the pitchhef 4creech. Leonardo DaVinci
discovered that sound travels in waves. I} &@ntury, Marin Mersenne was the
first measured the speed of sound in air, RobegtleBdiscovered that sound
waves must travel in a medium and Sir Isaac Nevidomulated a relationship

between the speed of sound in a medium and thetglemsl compressibility in a

medium.



Impressive lists of physicists and mathematiciarenf Galileo, Newton to
Rayleigh, and beyond have made major contributioriee theory of acoustics in
gases, liquids, and solids. For example, Euler® leagrange’s ideas on sound
propagation were studied by D’Alembert[3]. He whs first to write down the
partial differential equation describing the motioha vibrating string which is
now referred to as the wave equation. He develaepméthod to solve this type of
equation: separation of variables. Newton is nolymafedited with the first
theoretical attempt to describe sound propagatioa fluid. The development of
acoustics theory has followed a different histdrigeth than optics and
electromagnetic theory. While there has been a lmnpning battle in optics
between ray and wave theory, acoustics originalyetbped with wave and
vibration concepts as far back as ancient Greelesinfor example, musical
sound is the result of air motion generated bybaating musical instrument. This
sound is propagated in an analogous manner to veatdace waves which
propagate disturbances (signals), but does notagaip matter to long distances.
The bending of sound around corners is then easitierstood in the context of

diffraction in the water surface wave analogy.

Analytical investigations of sound propagation miahomogeneneous medium
are usually based on normal mode theory, the phcabpproximation, or ray
theory. Each theory has its strengths and weaksebsaormal mode theory the
acoustic wave equation is solved explicitly. A cdetg solution in normal modes
is often difficult. Nevertheless, valuable resuits/e been obtained (Chunchuzov
(2985), Zorumski and Willshire (1986)) but, the Bgation of normal mode
theory to atmospheric noise propagation problenpeni@s on being in the far
field, so it cannot be used to study data nearsthece. Although the parabolic
approximation is used in ocean acoustics with gesdlts, its use in atmospheric
acoustics is relatively unknown. However, White daitbert (1986), using the

parabolic approximation, also obtained good agreentetween theory and



Willshire’s 1985 data at long ranges. Again, howepeedictions for near-source
ranges were in question. As the normal mode theomnyery complicated and
difficult to interpret, ray theory is often emplayas an alternative or as a first
approximation to describing the sound field. Ragotly has the advantages of
being easy to use and of providing a simple vigaéibn of the sound field. As a
result, in underwater acoustics, in which the mediis inhomogeneous and
bounded by complicated interfaces, ray theory hasoiically proved to be an
indispensable tool for understanding and studymgnd propagation. However,
because it is a high frequency approximation of ila&e equation, ray theory

also has limits of applicability.

1.2 SCOPE OF THE THESIS

The thesis is about sound in underwater, 2-D Ragomh and Normal Mode
theory are examined. After some comparisons, Ragofhis used during
modeling. Different types of sound speed profilesl ebottom profiles are
discussed during the case study.

This is an introductory study for acoustics, thevantional models are used. The
acoustic wave modeling of a specific region is remflibefore the settlements of
acoustic sensors, to find the right places of fatlement the modeling of this
region should be done.

1.3 SUMMARY OF THE THESIS

The thesis is composed of 4 chapters.

In Chapter 1, an introduction is given. Startingnir the necessity of acoustic
studies, the summary of acoustic studies is expthalso the development of the



wave models is introduced.

Chapter 2 is started with some basic definitionsafooustic waves, then a brief
explanation of acoustic wave models and mathenidtcanulations of the ray

theory are given. Ray theory section is finalizathway theory simulations. The
same flowing is followed for the Normal Mode. Thusathematical formulations
and simulations are given for the Normal Mode. Tthapter is finalized with

discussion of the two models.

In Chapter 3 a case study is analyzed. Starting sahar systems explanation the

assumptions and simulations are shown, tied up neghilts.

In the last chapter the study is finalized by sumnirag the basic conclusions of
the work and the recommendations for future studies



CHAPTER 2

DEFINITIONS AND SIMULATIONS

2.1 PHYSICS BEHIND THE ACOUSTICS

The variables; displacement, density and the presshould be identified to

formulate the theory of the propagation of acoustwes:

OLD NEW VOLUME
VOLUME with same
With mass mass
M M
X T+AT x+E(5.1) I+AX+HI(R+AR,T)
> 4
Px) - AR ) P(x+ax)
47
»
47

Fig.2.1 One-dimensional geometry for wave moti&h. [

The acoustic waves are longitudinal waves. In otdedrive the acoustic wave
displacement the pressure term should be definechwh actually a function of

density P, such aspi).



In Fig. 2.1, x is the distance in the directionvadive propagation, P(x) is the
pressuré(x + Ax, t) is the change in the volume. In this study lineeoustics is
considered, illustrated in the figure volume ihn and motion along the x axis is
considered. Starting from the conservation of naambusing the Newtor'2Law
the acoustic wave equation in terms of displacenseiound as
() ZE=0 @D
0%t  \py/9%x
wheret is the change in the volume, t is the time 8rid p(dP/ dp) is the bulk

modulus which is the complement of the medium casgibility. From Egn. 2.1

C_ E_(f) 2.2)
~pe 00"

This means, the sound speed or wave speed is &rprogt the medium, is

the sound speed is

independent of the strength or amplitude of thauatto wave.

The actual value of sound speed emerges not ongesarfrom Newton’s

mechanics, but it also requires the specific priogerof the material, i.e., its
compressibility. Newton theory explains sound speadsome thermodynamic is
required to define the velocity of sound. Whenttiermodynamics is considered

the sound velocity is found as [1]:

(2.3)

Where R is the molar gas constant, Tk is the absaémperature, Mmol is the

molar mass and is the ratio of the specific heats= z—p [1]

This equation says that Newton approach needs somections. It defines the
speed of waves but some more additional terms emeired. After further

considerations, the sound speed in the ocean fasradfunction of temperature,



salinity and ambient pressure. Since the ambieggspire is a function of depth, it
is customary to express the sound speed (c) asngirieal function of
temperature (T) in degrees centigrade, salinityif®arts per thousand and depth
(2). In general, the velocity of sound in wategigen by the following equation

[6]

c = 1449.2 + 4.6T — 0.055T2 + 0.00029T 3 + (1.34 — 0.01T)(S — (2.4)
35+ 0.016z

2.2 SOUND PROPOGATION MODELS

All acoustic models start solving Helmholtz equatio an azimuthally symmetric
environment [3]. Starting from Eqn.2.1 Helmholtauation is stated for acoustic

medium as:

N w? =8 —15)(z — z) (2.5)
P (cz(r, z)) P= r

VZ

where c(r,z) is the ocean sound speed as a funoticange and depths rand 2

states the point the where the source is locatedartesian coordinates. The
Eqgn.2.4. is approximated as Eqn.2.20 that will BEussed in Section 2.3. In
addition,w is the angular frequency of the source which eated at the range

depth coordinatérs, z).

There are mainly four types of models to descriinend propagation in the sea:
ray theory, the spectral method or fast field pangr(FFP), normal mode (NM)
and parabolic equation (PE). All of these modelatest that the water
environment varies with depth. The two of four typéll be examined during the
study; Ray Theory and Normal mode which are thetrfreguent used among

others. Spectral integral and normal mode modelslasely related.



2.3 RAY THEORY
Optical ray theory can all be translated to acegstnell’'s Law should be known
to provide first order knowledge on where rays go.

2.3.1 Snell's Law and Rays

Snell’'s Law in terms of emerging angbewith respect to the horizontal can be

rewritten as

cosBs  cos6 (2.6)

c(zs)  c(2)

- 0 =cos™! lcc((zzs)) cosesl

where Eq. 2.6.is interpreted to be the angle degmredof a ray as a function of
depth as specified through the sound speed préfiter differentiating Eq. 2.6

with respect to z:

- de  dc(2) (2.7)
—c(zs)smeaz i cos 0,

(g, Zg)

-
-

Figure 2.2: Schematic of two dimensional geomediy.[



2.3.2 Ray Theory

The starting point is the Helmholtz equation in tBartesian Coordinates;
x=(X,¥,2),

w? (2.8)
e ) = —8(x — Xg)

Here the sound speed c(x) and the angular frequenioglong to the source

V2P +

located akg. Assuming a high frequency solution by a seriesaagn in inverse
frequency, each term thereby getting smaller. Térées expansion of Pressure

can be written as the following equation [2]

P(x) = €@ z (mf’)?

where t(x) denotes the wavefrontd,; terms of series. Substituting this result

(2.9)

into the Helmholtz equation, one obtains the indidequence of equations for the

functionst (x) and A(x),

0(w?): V|2 = 1/c?(x) (2.10)
0(w): 2VT.VA, + (V2D)A, = 0 (2.11)
O(w*): 2VT.VA; + (V2DA; = —V?A;L; j=1.2,.. (2.12)

The Ow?) equation (Egn.2.10.) for(x) is known as the eikonal equation. The
remaining equations (Eqn.2.11, Eqn.2.12) fo(xAare stated as the transport
equations which will not be studied in this stuay paths or pictures of where
sound travels are inferred from the eikonal equatibe transport equations are

related to the amplitude of the sound.



Wavefronts - © = constant

Figure 2.3: Rays and wavefronf3]

A single linear partial differential equation (PDIs)converted into a nonlinear
PDE (the eikonal equation) plus an infinite sewédinear PDEs (the transport
equations) which will not be solved here. The eddaquation:

1
|Vt|? = c2(x) (243

is a first-order nonlinear PDE which is solved by imethod of characteristics.

Constantr defines a wavefront and the normals to that ekanging (because of
varying sound speed) wavefront in space are ragsicBlly, it is introduced a
family of curves (rays) which are perpendiculathe level curves (wavefronts)
of t(x) as seen in Fig. 2.3. This family of rays defirenew coordinate system,
and in ray coordinates the eikonal equation reducesa linear, ordinary

differential equation.

dx (2.14)
—=cVt
ds

V1 is a vector perpendicular to the wavefronts, infioduced so that the tangent
vector dx/ds has unit length. The rays can alspdrameterized with respect to

travel time or any other quantity which increasesaotonically along the ray.

10



The definition for the rays is based on their bepeypendicular to the level
curves of r(x), a function which for the momentais unknown. However, with
some manipulations the ray equations in a form linmg only c(x) can be
written,

d (1 dX) 1 (2.15)

The ray equations may be written in the first-oridem[12]

dr dn 1 dc (2.19
&0 T @

dz . 1dc

R 22— 2.1
ds c(s), ds c2dz (2.17

[r(s),z(s)] is the trajectory of the ray in the twlonensional range-depth plane.
The auxiliary variableg(s) and{(s) are introduced in order to write the equations
in first-order form. The tangent vector to a cufus), z(s)] is given by [dr/ds,

dz/ds]. Thus from the above equations the tangeatov to the ray is cn[s),
&(s)l-

This set of ordinary differential equations is fmlvnumerically. However, to
complete the specification of the rays initial ciioths are needed. As indicated

in Fig. 2.2, the initial conditions are that thg sarts at the source positiog ()
with a specified anglé . Thus,

_ __cosH (2.18)
r=rs, &= _C(O)
sin@

— — 2.19

Z=17s, (= <(0) ( )

MATLAB is used to solve these systems of equatidimie sound speed profile is

approximated as:

c(z) = 1500.0[1.0 + (Z — 1 + 7% )] (2.20)

11



The guantitye is taken ag = 0.00737. The scaled depth is taken asf10]

~ _ 2(z—1300) (2.21)
B 1300

0 T T T
500
1000 -

1500

2000+

=

= 25000

=4

a
3000 -
3500t
4000

4500+

5000 L . I I
1500 1510 1520 1530 1540 1550 1560

Sound Speed (m/s)

Figure 2.4: Generic Sound Speed Profile

2.3.3 Ray Theory Simulations

According to the scope defined above, the coded to be realized step by step.
When the basic picture of Ray Theory is considetteel source is located at 1000
m depth and the range is 100 km, the graph is dxdieas follows:

B 7
Y 7
‘\;§\§§\§'§i~‘:;si’flfl;l-
ey
‘%3‘\\\\'1-;’:11

Figure 2.5: Ray figure (depth=1000m)

12



MATLAB default ODE45 and ODEZ23 functions are usadorder to figure this
graph. The equations stated in Eqn.2.16 and Egh&4 solved simultaneously
with the initial conditions defined in Eqn.2.18 aBdn.2.19. Sound speed profile
is taken as Eqn.2.20. Propagation of rays perpaelatido wavefronts with
different grazing angles are seen in the graplthéncase study the shallow water
will be considered. When we decrease the depth,seee that the rays that
penetrate do not highly effected from the soundedpmofile since the sound in
lower depths are nearly constant in generic soundle (Fig.2.4.). This plot is
only the skeleton of the acoustic field; to obttie associated pressure field it
should be further developed. However, this rayetngcoften the most important
product of a ray model. Other techniques can giwgenaccurate transmission
loss figures; however, they do not readily provitiées simple graphical ray

picture showing the important energy paths.

The main issue in shallow water is the interferendéhe reflected waves from

boundaries will interfere which will be seen in thig.2.6.

-20

Depth {m)

120

1 1 1 1
0 1000 2000 3000 4000 5000
Range (m)

Figure 2.6:Ray figure (depth=100 m)
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In Fig.2.6, the source is at 25 meters the depttOBm and the range is 5km.
Boundary conditions for this case is adapted asl adflection at the boundaries,
which means the bottom and the sea level behakesalimirror. It is seen that
reflections from the sea level and bottom makegitah more complex. When

we examine much simpler case, depth is 500 metersaage is 20 km:

0

100f
200 F

300

Depth (m)

400 -

500 |

600 1 L 1
0 05 1 15 2

Figure 2.7: Ray figure (depth=500 m)

In Fig.2.7, the source is at 100 meters. It capdmly observed that, whatever the
arriving angle of the rays, they are collected earty 7 km, thus if one puts a

receiver at nearly 7 km source can be easily dsdect

This is a basic illustration, thus the reflectidram the bottom are considered as
perfect, means full reflection from the bottom. Hower the reflections are not
perfect and the bottom is not smooth and also s@pa@d profile is taken as
generic. The sound speed profile depends on maotorfa like salinity,

temperature, mostly temperature which changes enedaytime.

The basic boundary conditions (i.e. full reflectianz=0 and z=500) are easily to

be handled but more complex boundaries will beiaggurther, thus ODE solver

14



which is used up to this point, should be codedortter to accomplish this™3
order Runga Kutta method is used which is assumduetone of the effective
solvers for differential equations. In the caselgf8"orderRunga Kutta method

will be used.

2.4 NORMAL MODE PROPAGATION

The sea medium can be thought as an acousticalgwalebounded above by air
and below by the sea bottom which may be a combmatf sand, mud, layered
rocks, etc. This waveguide is considered to beeandependent, meaning that it
is a horizontally stratified medium. The two modbtvimus properties of a

waveguide are:
1. Itis infinite in the horizontal dimension (r)
2. It is finite in the vertical direction (z)

The assumption of range-independence implies t@twave equation can be
solved by “separation of variables” which meang tha solution is a product of
solutions of one dimensional wave equations (raeduations) which are related
by a separation constant. The solution of the waikeg equation will be a

product of traveling waves in the horizontal direstand standing waves in the
vertical direction. The standing waves in the zrdowte are called normal
modes. Waves refer to many paths that are descbpenany waves. In effect,

the solutions are in terms of these normal modash ef which is distributed in

depth differently. Each of these modes are themthglitude of a particular plane
wave (through the separation constant) travelinghen horizontal and the total

solution is the sum of these terms.

15



2.4.1 The picture of normal modes

A waveguide is considered which is bounded aboveheyair/water interface.
Hence having perfect reflection with a 180 degrease change at the surface and
for paths more horizontal than the bottom crit@agle, there will also be perfect

reflection with an angle dependent phase change.

a) Sound Speead Profile rarige

H
ol
fa [ 282 ocean bottom

by Ray-Mode Analogy 1)

wavefront

f P11
Paca

Figure 2.8: Shallow water waveguide propagation
a)sound speed profile
b)ray mode analogy|[6]

As seen in Fig. 2.8a ray paths within a cone &f\ill propagated unattenuated
down the waveguide. Since the up and down going heaye equal amplitudes,
preferred angles will exist such that perfect carcdive interference can occur.
These particular angles can be associated with nitienal modes of the
waveguide. Figure 2.8b is a schematic of a raycéfd from the bottom and then
the surface of a “Pekeris” waveguide (an environméth constant sound speeds
and densities in the water column and fluid botteespectively). When a ray
along the path ACDF is considered and its wavefwnich is perpendicular to
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the ray, the two downgoing rays, AC and DF will stvactively interfere if points
B and E have a phase difference of an integral munad 360 degrees (and

similarly for upgoing rays).

a)

Figure 2.9: Schematic of normal mode propagation
a)long range propagation i2g,. cone
b)propagation of waves with different wave numb@rs|
Referring to Fig. 2.9 it is seen that the moreigaltthe ray the more horizontal

the wavefront. Hence the most vertical ray corraggoto the maximum phase
velocity of c2; that is, rays more vertical thae tritical angle do not propagate
down the waveguide. On the other hand, a horizaatahas a vertical wavefront
and so the phase is constant in the vertical. Tiperposition of discrete up and

downgoing waves results in a vertical amplituderitigtion in the waveguide of

. 2.22
@, ~ elkar=0y (7); u (z) = sin< ’kf — k%z) (2.22)

[3]The u's are called the normal modes of the waveguidé gmopagate with

the form,

phase velocity £ The total field in the waveguide is a sum oftiaf normal mode
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terms of the form of Eq. 2.22; the vertical disttibn can be thought of as a
superposition of up and down going plane wavesistrete propagation angles
within the cone #.. Rays and modes are shown in Fig. 2.9a.

2.4.2 Normal mode solution from the wave equation

Beginning with the Helmholtz equation in cylinddiceoordinates with sound
speed depending only on depth z,
10 ( ap) ’p w? 8(r)8(z — zs) (2.23)

ror\'ar) " 922 cz(z)p: 2mr

where the right hand side is the delta function cylindrical coordinates
representing a point source at (r, z) = @, @sing the technique of separation of
variables, the solution is in the form p(r, zZ¥v<r) ¥ (z). The modal equation in

the z direction is,

0°¥,, (2) w? 5 (2.24)
32 + [cz(z) — kml Y,(z)=0
the boundary conditions f&,(z) at the surface and bottom,
(2.25)

4w,
¥y, (0) =0, T(D) =0

The modal equation is Sturm—Liouville eigenvaluelppem. The functiont'(z)

is an eigenfunction and,kis an eigenvalue. The"hmode has m zeroes in the
interval [0,D] and the corresponding eigenvalugSate all real and are ordered
as k* > k? > - - -. In addition, the modes of Sturm-Liouvileoblems are
orthogonal,

D
f —lpm(z)lpn(z) dz=0 for m#n
0 p(2) (2.26)

The modes are normalized so that
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IDWI%(Z) dz < 1 (2.27)
o P(®@)

Finally, the modes form a complete set, which means can represent an
arbitrary function as a sum of the normal modesutim for the travelling wave
in the r direction is
1d| do,(r S(N¥y,(z 2.28
LA [ 400 o o 80 ¥n(2) (2.28)
rdr dr 2mrp(zs)
This is a standard equation whose solution is gimelerms of a Hankel function
as
i

4p(zs)

(2.29)

O (r) = Wi (2 HEY @ (k1)
The choice of 4 or H?; is determined by the radiation condition statingtth
energy should be radiating outward s> « .Since a time dependence of the
form exp(-wt) is suppressed, Hankel function of the first kindused. Putting

these all together,

i > @ (2.30)
P = oo D Wn(zHG (k)
or, using the asymptotic approximation to the Haffkection,[8]

~____ i N D
P(0) = — e 4Zwm(zs>wm(z> =

Hence the acoustic field in the waveguide can loeight of as a sum of plane
waves travelling horizontally with wavenumberg. Khe amplitude of the m-th
wave as function of depth is a product of the nmibde as a function of depth

and the value of that (normalized) mode at the®depth.
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2.4.3 Normal Mode Simulations

Finite difference approximation for modal equation (Eqn 2.24) can be

written as follows;

Y., —2¥". + W 2.32
hz
W, (-2 w (2.33)
)2 T el i = _
= +{h2 *oy }tp]+ 2=0 j=1..N-1
lpo == O l'IJN_l_l == O (234)

Matrix form representation:
[A—K Y =0 (2.35)

This equation has N eigenvalues k™ , and corresponding eigenvectors ¥(™

Y™ js the vector with components Wi, WJ", ... ... ... ... P
d; e, T (2.36)
e; dz e3
e3 dp €4
A=

N dy
4 = —2+ w? _ 1 (2.37)
] 7 h2 CZ(Z]_) ’ € = h2

Numerical solution steps:
* Eigenvalue problem is solved AW = AW
« ky, =V
* km are sorted, largest k is the most effective in solution.

* Eigenfunctions are normalized
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pm) — ¥ (2.38)
([ |

* Eigenvectors are assembled into matrix(isd=index of source depth)

Y= [gOy@  gM] (2.39)
[Wisa1]

C= | Yisaz | (2.40)
Lpisd,M

+ A mode matrix ¥ is scaled by the mode excitation
1 | (2.41)
Y=y
1
Cm

* & a phase matrix (Eqn 2.29) is formed

_1 -
/ \/k_1 [eiklrl eikirz . . eikiINR (2.42)
eik2r1 eikzrz . . ]
CD = S, ' I:i]
Y Lo )
/ kM eile‘l eile‘z . . . eikMrNR
* Finally
p =T (2.43)
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Figure 2.10: Normal Mode figure (depth=1000m)

In order to observe the similarities and differenoé two modes the situation is
taken as same as the situation in Fig. 2.4. Sasraé 1000 meters range is 100
km. In the Fig.2.10 .it can be seen the wave prapag due to Normal mode
theory with pressure distribution. The solutionEgfn.2.31 with 102 number of
modes and 5000 number of finite points ¥in the z direction. Frequency is 50
Hz which is a very small frequency for acoustidse Tun time for high frequency
(i.e.5000Hz) is very much compared to low freque(i®.50Hz). The run time
for f=50Hz (number of modes=100) is less than 1,rfon f=500Hz (humber of
modes=1000) approximately 3 minutes and for f=5000khumber of
modes=10000) run time is approximately 25 min witb0 CPU usage. This
datas are taken with computer configuration: INTE&re 2 Duo T7300 2GHz
processor with 1 GB RAM.

In the graph, brighter areas show that the predsunegh at this point and areas
which turn to black show that the effect of pressisrdiminished at these points.
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It is easily seen that the white points turn toygndnile the wave penetrates. The

sound speed profile is used as defined in Eqn 20 graph of generic sound

speed profile is as in Fig 2.4:

Mormal mode intensity

Range [m) «10

Figure 2.11:Normal Mode figure (depth=500m)

The depth is 500 meters and the range is 20 kmnWbmpared with Figure 2.6
this graph is more complicated. Although numbernaddes is 10 the waves

reflected from sea level and from the bottom arelliyalistinguished.

2.5 DIFFERENCES BETWEEN TWO MODELS

The need for these various types of models sterom fthe diversity of
applications. While one model may be capable ddtiimg all the problems one
encounters, usually at least some of the problamsnare efficiently treated by
another model. After simulations it is also obsdrvihat, high-frequency
problems are easily treated with ray models, ratgmendent problems with

normal mode model.

23



For high frequencies (a few kilohertz or abovey, ttaeory is the most practical.
Since the solution is frequency independent thethapry is applicable for all
frequencies. This feature of ray models is thay tten be adapted to broadband
problems. As many modes occur for normal mode themumber of modes

increase with increasing frequency and the comp@fithe code become high.

However, the normal mode is more applicable anchlseat lower frequencies
(below a kilohertz). A model that also takes int@@unt horizontal variations in
the environment is termed range dependent. Normademmodel assume a

stratified ocean (no range dependence) and takangatye of this for speed.

When the Figures 2.4. and 2.9 are considered, m@yrp and normal mode
graphs are same in formal comparison. The ray naodégy suggests that each
mode corresponds to a kind of ray with an incidemgle. Every time the ray
bounces off the bottom, it will undergo a refleatimss because of the bottom
attenuation. Bottom loss is very important in shallwater propagation that is
bottom loss increases with increasing grazing aagtethe number of reflections
per unit distance increases with grazing angle.s Tdombination causes the

exponential damping factor to grow with mode number

In the view of the above advantages of ray theanpther advantage arises
compared to normal mode model; its numerical efficy. Typically, the normal
mode model requires about 10 nodes per wavelehgtig range problems are
often thousands of wavelengths in range and tensagtlengths in depth. The
resulting linear systems of equations for the atoud®ld at each node involve
millions of unknowns [19].Thus, such technique st romputationally very

practical for long range problems but for shortges1Normal Mode works.

Especially mode based approaches require a largeirgnof computing time
since the number of modes increase with frequelncgddition to the time factor,
modeling of the transmission and reflection of sbuat rough wave guide
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boundaries is comparatively simple in the ray trgenethod.

The models are two dimensional models since thexiraf refraction has much
stronger dependence on depth than on horizontandis. Nevertheless, bottom
topography and strong sea features can cause htaizefraction. Ray models
are most easily extendable to include this addedptexity. Three dimensional

wave models are extremely computationally very demp
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CHAPTER 3

CASE STUDY

3.1 SONAR EQUATION

There are two kinds of sonaBQund NAvigation andRanging): passive and

active as shown in Fig. 3.1. In active sonar, fstesn emits a pulse of sound and
then the operator listens for echoes. In passivarsahe operator listens to
sounds emitted by the object which is trying tddmated.

SONAR

PASSIVE

ACTIVE

Figure 3.1: Schematic of Passive and Active Sonars.

A major application of underwater acoustics is sosgstem technology. The
performance of sonar is often approximately describimply in terms of the
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sonar equation. The methodology of the sonar emuat analogous to an
accounting procedure involving acoustic signal,enfgrence and system
characteristics. The latter involves the abilitytbé combination of the system

and operator to discern a target in the noiseeaslutt

One of the way that prediction tools are used itkcméeld processing (MFP). In
MFP, the first data input is measured acoustic datan a sonar set of
hydrophones, the second data input is a predicédad sket, or replica data set,
against which the measured data are compared. Muteplicas are compared to
the measured data and the closest match is retalied closest match of the
replica is presumed to characterize the data iresomportant way (e.g., a source
location). More specifically, the output of a semebthe towed array is translated
to the frequency domain by applying a Discrete kwoufransform (DFT) or a
Fast Fourier Transform (FFT) to a set of contigutivse samples. A replica
vector is the frequency domain N x 1 vector repmesg the predicted or
expected values at each sensor of the sensor famrayspecific frequency. The
corresponding output of the method is an ambigsityface. The ambiguity
surface is a set of numbers ranging between zedoome with each number
corresponding to a specific location in the seaiomadThe highest values on the
ambiguity surface indicate the most likely positiohan acoustic source. The
matched-field response is generalized by averatliegresponse over multiple
frequencies. A response for an array may be cordpbyeforming beams and

then combining them by multiplying each by an erggrfactor before summing.

3.2 DETECTION THRESHOLD

The detection threshold DT is a decibel number #saentially incorporates the
Sonar systems (which includes operator) abilitgeoide that a detection is made

or not made. The detection process includes thewalg probabilities:
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* PD (probability of detection): Probability of agsal is detected which is
detected if it is present.

» 1-PD: The probability of a the signal which wlbt be detected if it is present;

* PFA (probability of false alarm): Probability ef signal is detected that is
detected when it is not present.

* 1-PFA: The probability of a signal which will nbe detected when it is not

present.
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n DT Mlﬂ
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Figure 3.2: Probability density functions (PDF’sj Signal plus noise and noise alone.

In practical terms, since the signal and noisdlactuating, the detection is made
(over a time interval) when the fluctuating suntlod signal and noise exceeds a
threshold that is determined from empirically dedv probability density
functions (PDFs) of noise and signal plus noise. &@mple, the case that the
noise alone rises above the threshold contributetheé PFA. Therefore, the
process for determining a detection threshold lelegpends on PD and PFA.
Typically numbers might be a PD of 0.5 and PFAOS0.1.
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3.3 PASSIVE SONAR EQUATION

A passive sonar system uses the radiated sounddramget to detect and locate

the target. A radiating object of source level Slraceived at a hydrophone of a

sonar system at a lower signal level S, becausigedfansmission loss “TL".
S=SL-TL (3.1)

The noise, N at a single hydrophone is subtracteoch fEq. 3.1. to obtain the
signal-to-noise ratio at a single hydrophone,
SNR=SL—-TL—-N (3.2)

Typically a sonar system consists of an array ¢erara of hydrophones which
provides signal to noise enhancement through a beaming process. This
process is quantified in decibels by an array gebthat is added to the single
hydrophone SNR to give the ShRat the output of the beam former,

SNRgr = SL—TL — N + AG (3.3)

Because detection involves additional factors idicig sonar operator ability, it is
necessary to specify a detection threshold, DTl lakeve the SNR at which
there is a 50% (by convention) probability of détat The difference between
these two quantities is called signal excess (SE),

SE=SL—-TL—-N+ AG — DT (3.4)

This decibel bookkeeping leads to an important saragineering descriptor
called the figure of merit, FOM, which is the tramission loss that gives a zero
signal excess,

FOM =SL - N+ AG — DT (3.5)

FOM encompasses the various parameters one mustvitleaexpected source
level, the noise environment, array gain and theaf®n threshold. Conversely

since FOM is a transmission loss, one can uselutmubof a propagation model
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to estimate the minimum range at which a 50% pritibalof detection can be

expected. This range changes with conditipi.

3.4 ACTIVE SONAR EQUATION

A monostatic active sonar transmits a pulse togetaand its echo is detected at a
receiver collected with the transmitter. A bistaative sonar has the receiver in a
different location than the transmitter. The maitfiedences between the passive
and active cases are the addition of a targetgttieierm, TS; reverberation and
hence reverberation level, RL, is usually the d@ntnsource of interference as
opposed noise; and the transmission loss is overpiaths: transmitter to target
and target to receiver. In the monostatic casefrmesmission loss is 2TL where
TL is the one way transmission loss, and in theabiscase, the transmission loss
is the sum (in dB) over paths from the transmittethe target and the target to
the receiver, TL1 + TL2. The concept of the detacthreshold is useful for both
passive and active sonars. Hence, for signal excess
SE=SL—-TL,+TS—TL,—(RL+ N)+ AG — DT (3.6)

The corresponding FOM for an active system is @efifor the maximum

allowable two-way transmission loss with TS = 0 §R)].

3.5 PERFORMANCE PREDICTIONS USING RAY THEORY

Passive sonars work in the frequency (f) range-8.8kHz the noises and losses
are approximated as; in case of the acoustic wageah approach af4 to the

receiver the wave would be detected.
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Figure 3.3:Transmitter Receiver (f=3500Hz)

In Fig.3.3 the source is at 85 meters and the veces at 90 meters, the depth of
the water is 110 meters. Simple rays are choseilldstration; 3 of the rays are
caught by the receiver one is reflected from the level and two from the

bottom.

Figure 3.3. represents not only passive sonarsalsut bi-static case of active
sonars. The figure may be thought as a transnaftan active sonar working in
3500Hz. Actually the active sonars work in the erd@-35 kHz but wideband
solutions of lower frequencies is also acceptabée 3500Hz). The transmitter
frequency is chosen as 3500Hz which covers the dayls for passive and active
cases. The main problem for passive case is whelfleee is an actual target
transmitting in 3500 kHz.
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Figure 3.4: Time diagram transmitter receiver (f63%1z)

The time of arrivals of rays are shown in the fegwhich are sampled at a

frequency 10*f, f is equal to 3500 Hz in this figur
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Figure 3.5: Transmitter Receiver (f=50Hz)
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When lower frequencies are considered the Probahili Detection (PoD)

increases for passive sonars in this approximasse.cin Fig 3.5. the rays,

reached to the receiver are much more consider&B&D0Hz case, however in

f=50Hz case there is no such sensitive receiveritagidould be considered that

active sonars are only sensitive to transmittiregj@iency but passive sonars are

sensitive to band of frequency. To Iillustrate suchse instead ofA/4

approximatiorh/40 approximation is considered in Fig 3.6.
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Figure 3.6: Transmitter Receiver (f=50 Hz, lesssitere case)
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Figure 3.7: Source is at 10 meters receiver i©@atreters

In Fig.3.7., the source is at 10 meters and theivec is at 100 meters. The

bottom is 110 meters.
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Figure 3.8: Time diagram (source is at 10 metagsiver is at 100 meters)
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The time diagram is as in Fig3.8. The receiverteddhe signals between 5.555
and 5.650 seconds. One pulse in the transmittarlitse$our signals in the

receiver.

3.6 SIMULATIONS

3.6.1 Environment

In case study a specific place whose sound velgeifiles and bottom profiles
are known is investigated. The place is separatedtwo zones; passive sonars
are placed in the outer zone for longe range detecictive sonars are placed in
the inner zone to get high accuracy. The maximuinieft settlement shall be

considered with the use of this code.
3.6.1.1  Sound Velocity Profiles

A case study is conducted in order to compare arsmsound velocity (Fig.3.9.)
with a warm surface layer and a winter sound vegogrrofile with nearly

constant temperature (Fig.3.10.).
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0 T T
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Figure 3.9: Sound speed velocity profile in summer
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Winter SVP
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Figure 3.10: Sound speed velocity profile in winter

3.6.1.2 Bottom profiles

The bottom decreases strongly in the first sevE@@l0 m to values of 90 m. In

further ranges the sea become shallow. The piisflige a hollow from one coast

to other coast as seen in the Fig.3.11. The sdarbas assumed to be mostly

sandy and full reflection is assumed.
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Figure 3.11:Bottom profile for active sensors
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Eottomn profile for further ranges
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Figure 3.12: Bottom profile for passive sensors

For Passive sensors the bottom is degreasing conuisty as seen in Fig.3.12.
For the active case Fig 3.11 is considered anthpassive case Fig. 3.12 is

considered
3.6.2 Active detection simulation

For active case detection the scenario is;

. There is a transmitter and an array of receiverghvhre separated
from each other means bistatic case,

. The transmitter is in the one coast and the tramarmis in the other
coast of the hollow like shaped bay.

. The receiver is an array of hydrophone, consists @ements which

are arranged in every 10 meters.
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Figure 3.13: Active Case (summer SVP)

The different colors indicate the receiving arrtys certain hydrophone. The
rays received by the upper hydrophone represemtedraen, red for the
middle and the rays caught by the lower one are aya&olor. As seen in the
Fig 3.13 there is only one ray colored in greencaigs there is only one ray
reaches to the hydrophone settled near the seacsulf can be inferred that
no need for such a near surface settlement foreactise. Also, there are some

anomalities in the rays seen in the figure dudéobottom profile.
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Figure 3.14: Time Histogram Active Case (summer SVP
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When the time histogram of the rays is examine#ig3.14., the rays reach
to the middle hydrophone is much dense as comparddthe upper and
lower ones. The time of arriving wave is not samall hydrophones. In real
time applications this figure is stored and byuke of MFP the same figure is
expected for each wave. If there is an anomalityhim figure it should be

understood that there is an obstacle betweendhsrtritter and the receiver.
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Figure 3.15: Active Case with (winter SVP)

Examining the SVP of the winter in Fig. 3.10 itgeen that the velocity is
nearly constant for all depths results much smaslitapes of the rays.
Therefore, Fig.3.15. is less crowded compared tpFi3 as the waves are
slower; the crests are much discrete. They peeetratan inclined angle

results less probability of detection by the sesisor
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Figure 3.16: Time Histogram Active Case (winter $VP

Further by examining time histogram (Fig 3.16.)sibbserved that no ray is
caught by the upper hydrophone as similar to sunuase. Thus, we can infer
a hydrophone near the sea level is useless.

3.6.3 Passive detection simulation
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Figure 3.17:Passive Case (summer SVP )
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The scenario is much more similar to active cassyever in active case the
intruder is understood by the change in the figlmethis case situation is little
different thus, one can reverse the Fig 3.17 m#astruder is 8 km away from
the receivers and try to analyze the acoustic wapesad out from the source.
The receivers catch the signals coming 8 km awagn fthe coast. Source is
located at 30 meters. Again different colors inthcavaves caught by different
receivers.
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Figure 3.18: Time Histogram Passive Case (summé&h)SV

The abnormal rays are not seen in the time histodfégure 3.18.) since these
are filtered by the program. This is also doneMi$iP. As seen in the figure the
number of hydrophone is 4 in this case. The recenasys are at the second
hydrophone when winter SVP is considered as seEigif3.19 and Fig. 3.20
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Figure 3.19:Passive Case (winter SVP )
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Figure 3.20: Time Histogram Passive Case (wintdP)SV

42



-10

depth(m)

] 1000 2000 3000 4000 5000 5000 7000

range(m)

Figure 3.21: Active Case Higher Frequency

Fig 3.21 is active case when higher frequency issiciered. The figure is
similar to low frequency since the rays are noeet#d from the frequency
only difference is the assumed sensitivity of tles®rs, sensors became less
sensitive however the number of hydrophones ineseaince there is an
interaction between wavelength and spacing of thdrdphone thus, a
typical sonar spacing, d is half a wavelength bseathe angles at which
destructive and constructive interference occurraost advantageous. For
simplicity d is chosen as wavelength in the codde Tnumber of
hydrophones increases for active case when wed&amsie time histogram,

it is seen as follows in Fig.3.22.
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Figure 3.22: Time Histogram of Active Case Highezdtiency

3.6.4 Results

As considered for the active and passive casesmbst suitable numerical
scheme seemed to be ray tracing. Ray method isedpa this case, since the
model is independent of frequencies the code isicgippe for Active or Passive
sensors. The ray equations 2.16 and 2.17 are selwadtaneously with Runga-
Kutta method. The bottom profile differs in range, the boundaries. There was
only 6 data for the bottom profile. The bottom jled are formed with the
interpolation of these datas.

Although Ray Theory is fast, run times for this bgagion are between 25-30

minutes.

Another key issue affecting acoustic models isrtliiect use in the signal
processing algorithms. As it is illustrated in Rig. the bending of sound and the

numerous bottom and surface echoes can seriougadie standard schemes
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based on plane-wave beam forming. Matched-fieldgssing problems that use
acoustic models to correct for these effects aadlemging for many reasons.
They involve repeated field calculations as a s@irce is swept over the domain
of possible source positions to generate wavegegdica vectors. Multipath

waves cause problems in MFP [17] best way to sesetimultipaths which are
reflected from bottom and sea level is Ray Modairmil Mode does not solve

this problem.
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CHAPTER 4

CONCLUSION

In this study, the acoustic waves in sea mediusinmulated. It is an introductory
work to understand the behavior of acoustics inewakthere are some methods
for analyzing, Ray Theory and Normal Mode methassused in this study. Ray
Model is solved using Runga-Kutta method and themab mode equation is

solved using finite-difference methods.

When simulations are compared, it has been obsd¢hatdRay method is more
applicable to high frequencies. Environmental cbods such as bottom profile
and sound velocity profile are easy to adapt in Rigel. Moreover when the
run times of models are compared Ray Model is wdythetter. Although the ray
figures seem simpler, multipath solution can eab#yobtained in Ray Model

which is an important parameter in signal procegsin

After comparison of Ray and Normal Mode methody, tteeory approach is
chosen for the case study. In order to accomplisiering the scope of this work
the codes have been enhanced with the feedbagkgewbus runs. Starting from
basic simulations, requirement for the next stegultto be analyzed then the next
step is fulfilled. There may be further methodsadticed in order to get better
results, however these should be supported witleraxental results. Such an
infrastructure might be used for further studielsoAthis is an introductory study
for sonar systems. Although our country is a parathese kinds of studies have
not been done yet. There are a plenty of comméraakilable software in the
world regarding acoustic wave modeling. In orderatalyze anything in water
prediction software should run with sensor systemiss kind of software are
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integrated in acoustic systems, works as a subsysteéhose systems and should
well communicate with them, so one should havemdw-how of this software
in order to use the system. From another poinie\such software works with a
SVP database specific for region. Therefore, thisl kof software should be
nationally developed. This study may be improveddavelop such national

software. 3D analysis may be considered for a éurstudy.

MATLAB is used for simulation however it has someeheads such as speed.
Software development tools such as C or FORTRAN rmayide better

solutions.
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