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Head of Department, Physics

Assoc. Prof. Dr. Hande Toffoli
Supervisor, Physics Department, METU

Examining Committee Members:

Assoc. Prof. Dr. Engin Durgun
Institute of Material Science and Nanotechnology , Bilkent Uni.

Assoc. Prof. Dr. Hande Toffoli
Physics Department, METU

Assist. Prof. Dr. Osman Barış Malcıoğlu
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ABSTRACT

A JOINT DENSITY FUNCTIONAL AND CLASSICAL MOLECULAR
DYNAMICS STUDY ON INTERFACE CHARACTERISTICS OF

GRAPHENE AND POLYETHERETHERKETONE

Sert, Elif
M.S., Department of Physics

Supervisor: Assoc. Prof. Dr. Hande Toffoli

September 2020, 58 pages

Graphene is a single layer allotrope of carbon with a honeycomb arrangement of

atoms, characterized by excellent mechanical properties such as high tensile strength,

high Young’s modulus as well as desirable electrical properties such as high electron

mobility. Due to these superior properties, it is considered an important material in

numerous technological applications. Among these, graphene-polymer composites

have attracted significant interest in the materials research community in recent years.

The use of these composites are particularly important in such fields as aeronautics

where strength and low mass are simultaneously desirable. The testing, processing

and construction of applicable mixtures of graphene and polymers pose challenges

experimentally. Therefore, numerical modeling of graphene and graphene reinforced

polymer composites is essential.

The main purpose of this thesis is to study the properties of the interface between

graphene and the Poly Ether Ether Ketone (PEEK) polymer within the Density Func-

tional Theory (DFT) and Molecular Dynamics (MD) frameworks. PEEK is a high

performing thermoplastic polymer with remarkable mechanical characteristics, chem-
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ical resistance, and relative high melting temperatures. We study the interaction

from the smallest building units of a single monomer and build it up to 3-, 6- and

9-monomer chains, revealing all of its facets. In addition, we adhesion characteristics

between graphene and PEEK oligomers as they slide past one another as a function

of such important parameters as velocity, temperature and chain length.

Keywords: Graphene, Polymers, Interface, Density Functional Theory, Molecular

Dynamics
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ÖZ

GRAFEN VE POLİETERETERKETON ARAYÜZ
KARAKTERİSTİKLERİNİN YOĞUNLUK FONKSİYONELİ VE

MOLEKÜLER DİNAMİK ÇALIŞMASI

Sert, Elif
Yüksek Lisans, Fizik Bölümü

Tez Yöneticisi: Doç. Dr. Hande Toffoli

Eylül 2020 , 58 sayfa

Grafen, yüksek gerilme mukavemeti, yüksek Young modülü gibi mükemmel meka-

nik özelliklerin yanı sıra yüksek elektron hareketliliği gibi elektriksel özelliklerle ka-

rakterize edilen, atomların bal peteği düzenlemesine sahip tek katmanlı bir karbon

allotropudur. Bu üstün özelliklerinden dolayı birçok teknolojik uygulamada önemli

bir malzeme olarak kabul edilmektedir. Bunlar arasında grafen-polimer kompozitler,

son yıllarda malzeme araştırma camiasında ilgi görmüştür. Bu kompozitlerin kulla-

nımı, dayanıklılık ve düşük kütlenin aynı anda mecvut olmasını gerektiren havacılık

gibi alanlarda özellikle önemlidir. Uygulanabilir grafen ve polimer karışımlarının test

edilmesi, işlenmesi ve yapımı deneysel olarak zorluklar oluşturmaktadır. Bu nedenle,

grafen ve grafen takviyeli polimer kompozitlerin sayısal modellemesi çok önemlidir.

Bu tezin temel amacı, grafen ile Poli Eter Eter Keton (PEEK) polimeri arasındaki

arayüzün özelliklerini Yoğunluk Fonksiyonel Teorisi (DFT) ve Moleküler Dinamik

(MD) çerçevelerinde incelemektir. PEEK, dikkat çekici mekanik özelliklere, kimya-

sal dirence ve görece yüksek erime sıcaklıklarına sahip yüksek performanslı bir ter-
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moplastik polimerdir. Bu çalışmada, tek bir monomerin en küçük yapı birimlerinden

gelen etkileşimlerinden başlayarak, 3, 6 ve 9 monomer zincirlerine kadar oluşturup

tüm özelliklerini ortaya çıkarıyoruz. Buna ek olarak, hız, sıcaklık ve zincir uzunluğu

gibi önemli parametrelerin bir fonksiyonu olarak grafen ve PEEK oligomerleri ara-

sındaki yapışma karakteristiklerini birbirlerinin yanından geçerken görüyoruz.

Anahtar Kelimeler: Grafen, Polimer, Arayüz, Yoğunluk Fonksiyonelleri Teorisi, Mo-

leküler Dinamik
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CHAPTER 1

INTRODUCTION

Many nanofillers, such as graphene and carbon nanotubes (CNT), have been exten-

sively studied with the development of nano-science and technology to improve the

mechanical, thermal and electrical properties of polymers. Among these, graphene

promises to be more conducive to enhancing polymer matrix characteristics. Graphene

and its derivatives have been integrated into a broad spectrum of polymers for mul-

tiple functional applications in recent years, including epoxy [1], polystyrene [2],

polyethylene terephthalate [3], nylon [4] and polymethylmethacrylate (PMMA) [5].

Reinforcement of graphene and CNTs into polymer composites is important for the

enhancing mechanical properties of them. The enhancement of the mechanical prop-

erties examined in graphene-polymer nanocomposites is usually due to the high spe-

cific surface area and graphene’s excellent mechanical properties.[6]. On the other

hand, understanding of adhesion between graphene and poylmers is essential for

graphene-based applications in nanocomposites and electronic devices [40]. In this

thesis, the graphene-polymer interface behaviour is investigated.

In this chapter, the two components of our composites, namely the PEEK polymers

and graphene, are introduced separetly.
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1.1 Graphene

Graphene, one of the carbon family’s allotropes, is a planar monolayer of sp2 hy-

bridized carbon atoms arranged in a 2-D lattice and its unit cell is a two-dimensional

rhombus as depicted in Fig. 1.1

Figure 1.1: Honeycomb lattice structure of graphene sheet

A honeycomb lattice is an hexagonal lattice with a basis of two atoms in each unit

cell. If a is the distance between nearest neighbors, the primitive lattice vectors can

be written as

~a1 =
a

2

(
3,
√

3
)

(1.1)

~a2 =
a

2

(
3,−
√

3
)
. (1.2)

Graphene was known as the basic construction block for all other dimensional carbon

materials [7]. For example, CNTs (1-D carbon allotropes) can be created by rolling a

graphene nanoribbon into a cylinder. Graphite (3-D carbon allotrope) is composed of

sheets of graphene stacked on top of each other as can be seen in Fig. 1.2
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Figure 1.2: Graphitic forms. Graphene is a 2-D building material with all other di-

mensionalities for carbon materials. It can be wrapped in buckyballs of 0-D, rolled in

1-D nanotubes or lined in 3-D graphite. Reprinted from [8]

Graphene has many mechanical, thermal and electrical characteristics such as high

carrier mobility under ambient condition ( 250,000 cm2V −1s−1) [7] [9], exceptional

thermal conductivity and excellent mechanical properties with Young’s modulus of 1

TPa [8]. Based on these favoured properties, graphene finds its applications in various

fields such as sensors, solar cells, energy storage devices and nanocomposites [45].

For example, adding 1 volume per cent graphene into polystyrene, the nanocomposite

has conductivity of 0.1 Sm−1 which is used in many electrical applications [10]

[45]. Another example is that inclusion of graphene into PVA increase the mechanical

characteristic such as Young modulus [11]. Therefore, nanocomposites of graphene-

polymer have shown great potential to act as functional materials.

Also, a moire pattern forms when two graphene are overlaid with a relative twist.

When the electronic structre of the system is studied, at a specific angle of about 1.1

degrees which is called as magic angle the system exhibit flat bands near zero Fermi

energy resulting in corelated insulating states at half-filling [67] [68] . In conclusion,
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this twisted bilayer graphene can exhibit alternating superconducting and insulating

regions [69].

1.2 PEEK Polymer

Polymers are large molecules that consist of series of bonding building blocks called

as monomers. Many polymer groups consist of hydrocarbons, carbon compounds

and hydrogen. Such polymers are made mainly of carbon atoms bound together in

long chains which are considered as the polymer’s backbone. Examples of such are

polyethylene, polypropylene, polystyrene and polymethylpentene. Also, there are

polymers that contains elements other than carbon in their backbones. For exam-

ple, nylons include nitrogen atoms in the backbone of the repeated structures and

polyesters contain oxygen in the backbone. Furthermore, there are polymers that

are considered as inorganic due to having inorganic elements such as silicon on their

backbones.

In this study, we choose polyetheretherketone (PEEK) which the chemical structure

is given in ??. It is a high-performance, semi-crystalline, colorless thermoplastic with

excellent mechanical properties. It has Young’s modulus of elasticity is 3.6 GPa and

its tensile strength is 170 MPa [16]. In addition, PEEK is used as frictional coat-

ings for high pressure and high ambient temperatures due to its excellent tribological

properties [17]. Thanks to many superior properties of PEEK and its composites, they

are widely used in electrical, biomedical, automotive and aerospace applications. For

instance, PEEK and its composites are replacing aluminium alloys in many structural

parts in aerospace industry [57]. Based on the properties before, PEEK is selected as

our material to study the interface characteristics with graphene.

1.3 Graphene-Polymer Nanocomposites

Nanocomposite properties are determined by the properties of components, composi-

tion, structure and interfacial interactions. For example, properties of graphene based

nanocomposite are investigated by modeling the graphene at atomic scale and con-

4



Figure 1.3: PEEK chemical structure. Reprinted from [56]

sidering a hybrid interphase between graphene and epoxy [58]. The interaction be-

tween graphene and poylmer composites can be covalently [60] and non-covalently

[61]. Particularly, the non-covalent functionalization depend on hydrogen bonding

π − π stacking [46]. Generally, in non-covalently functionalized graphene-polymer

nanocomposites, the interfacial interactions consist of Van der Waals forces that are

weaker than covalent bonds [62]. The interfacial adhesion characteristic plays an im-

portant role for determining the improvements in mechanical properties of graphene

and its derivatives based polymer nanocomposites [35] [59]. For example, pullout

process of graphene from an epoxy/graphene composite filled with a CNT in order

to calculate interaction energy and interfacial adhesion between the graphene and

epoxy matrix showed that the addditon of a CNT strengthens the interfacial adhesion

between graphene and polymer matrix [36].

1.4 Motivation

The interface between poylmers and graphene has been investigated at multiple scales

from coarse-grained methods [70] to quantum mechanical methods such as density

functional theory (DFT) [71]. In this study, we investigated the interface properties of

graphene and PEEK polymer by starting with smallest aromatic rings. Studying from

the isolated rings gives us a understanding the relative effect of each ring with respect

to the others. Later, we investigated the interface with single PEEK monomer and

longer PEEK chains. This is the first study on this interface with a larger spectrum of

relevant variables.
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1.5 The Outline of the Thesis

In the first chapter of this thesis, graphene/polymer nanocomposites, graphene and

polymer that we deciced to PEEK is introduced. In the second chapter, the methods

are introduced which we used while studying interfacial characteristics of graphene

and PEEK. In the third chapter, the results obtained from our DFT and MD simula-

tions is given and the final chapter is conclusion.
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CHAPTER 2

METHODOLOGY

2.1 Density Functional Theory

Density functional theory (DFT) is an ab initio methods for solving the nonrelativistic,

time-independent Schrödinger equation. It provides a powerful tool to compute the

quantum states of atoms, molecules and solids. In DFT, the ground state energy of a

system can be computed from the electron density.

Thomas Fermi theory [42] has been used to compute the total energy of a system

based on electron density since the early 1920s. However, its accuracy is limited

by some errors because of negligent representation of exchange energy and lack of

electron correlation. For many electron systems such as molecules and solids, modern

DFT offers better predictions[63].

2.1.1 Many-Particle Hamiltonian

In quantum mechanics, the Hamiltonian is the operator corresponding to the total

energy of the system which is the sum of kinetic energy and potential energy

Ĥ = T̂ + V̂ . (2.1)

There are energy contributions due to two kinds of particles into the Hamiltonian;

electrons and nuclei. Thre are three types of interactions between these components

contribute to the potential V̂ ;

Nucleus-nucleus interaction : Nucleus are taken as classical particles that interact
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via Coloumbic forces.

Nucleus-electron interaction : This is a coulombic interaction involving one elec-

tron at a time. Electrons are considered as quantum mechanical particles, so this

interaction behaves like an external single-body potential acting on electrons.

Electron-electron interaction : This is a coulombic interaction involving pairs of

electrons.

For a system with Nn nuclei and Ne electons, the Hamiltonian can be written as

Ĥ = T̂e + T̂n + V̂en + V̂ee + ˆVnn. (2.2)

Total kinetic energy operator is the sum of the kinetic energies of the electrons and

nuclei. However, as the ions are heavier than electrons several tens of thousands of

times, their contributions to kinetic energy are overlooked and this approximation is

called Born-Oppenheimer approximation.[33]

The Born-Oppenheimer approximation [33] allows to separate the motion of nuclei

and electrons. Since the mass of the nuclei is much larger than the mass of electron,

nuclei move more slowly than electrons. Therefore, the many body Hamiltonian

becomes

Ĥ = T̂e + V̂ne + V̂ee + V̂nn. (2.3)

Here, the first term is the kinetic energy operator, second term is the interaction be-

tween electrons and nuclei, the third term is the interaction between electrons such

that electrons are moving under influence of a screened potential and the last term is

the classical nucleus-nucleus interaction.

In extended form;

Ĥ =
−~2

2m

Ne∑
i

∇2
i +

e2

4πε0

[
−

Ne∑
i

Nn∑
I

ZI

|~ri − ~RI |
+

1

2

Ne∑
i

Ne∑
j 6=i

1

|~ri − ~rj|
1

2

Nn∑
I

Nn∑
J 6=I

ZIZJ
|~rI − ~rJ |

]
.

(2.4)

where ~ is the Planck’s constant, m is the mass of electron, Z is the nuclear charge, ~r

is the position of the electron and ~R is the position of the nuclei.

8



Here also, indices i and j run through electrons and I and J run over nuclei.

Whether our system is an atom, a molecule or a solid is dependent on V̂ne and V̂nn.

In the equation above, many-body Hamiltonian is written in SI units. A more natural

unit system for this problem is atomic units. In the atomic unit system, the energy

and length are measured in terms Hartree which is the the ground state energy of

the electron in the hydrogen atom and the Bohr radius (a0) that average ground state

radius respectively. In atomic units, the Hamiltonian becomes

H =
−1

2

Ne∑
i

∇2
i −

Ne∑
i

Nn∑
I

ZI

|~ri − ~RI |
+

1

2

Ne∑
i

Ne∑
j 6=i

1

|~ri − ~rj|
+

1

2

Nn∑
I

Nn∑
J 6=I

ZIZJ
|~rI − ~rJ |

.

(2.5)

The usual quantum-mechanical approach to Schrödinger’s equation is that one spec-

ifies the system by choosing V̂ in Eq. (2.2), plug it into the Schrödinger equation,

solve the wave function equation and then determine the observables by taking ex-

pectation values of operators with this wave function. The particle density is one of

the observables calculated in this way.

2.1.2 Density Definiton

Density operator is a measure of contribution from each electron and defined as

n̂ =
∑
i

δ(~r − ~ri). (2.6)

We take the expectation value of the density operator, since it is corresponds to the

observable

〈ψ | n̂ |ψ〉 =
∑
i

∫
|ψ(~r1... ~rN)|2δ(~r − ~ri)d~r1...d ~rN (2.7)

= N

∫
|ψ(~r1... ~rN)|2d~r2d~r3..d ~rN . (2.8)
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Here, by integrating density over all space gives total number of electrons.

∫
n(~r)d~r = N. (2.9)

2.1.3 The Hohenberg-Kohn theorem

DFT is made possible by the existence of two theorems proposed and demonstrated

by Hohenberg and Kohn in 1964 [12]. The first theorem is that for any system of in-

teracting particles in an external potential Vext(r), the density is uniquely determined.

It proves that there is a one to one correspondence between the external potential and

the ground state densities in many electron systems. The second theorem states that

a universal functional for the energy E(n) can be defined in terms of the density and

the exact ground state is the global minimum value of this functional. Therefore, one

can find the total energy of the ground state by minimizing with respect to ~r. Then

the density that minimizes the energy is the ground state density.

2.1.4 Energy in terms of density

In order to minimize the electronic energy with respect to the density, first step is to

write the total energy in term of density.

The the expectation value of the nuclei-electron interaction

〈
ψ
∣∣∣ V̂ne ∣∣∣ψ〉 = −

Ne∑
i

Nn∑
I

∫
ψ∗(~r1... ~rN)

ZI

|~ri − ~RI |
ψ(~r1... ~rN)d~r1...d ~rN (2.10)

By collecting wavefunction under norm square we get

〈
ψ
∣∣∣ V̂ne ∣∣∣ψ〉 = −

Ne∑
i

Nn∑
I

∫
|ψ(~r1, ... ~rn)|2d~r1...d ~rN . (2.11)

and by expanding the sum over index i

10



〈
ψ
∣∣∣ (V̂ne) ∣∣∣ψ〉 = −

Nn∑
I

[ ∫ ZI

|~r1 − ~RI |
‖ψ(~r1, ... ~rn)|2d~r1...d ~rN

+

∫
ZI

|~r2 − ~RI |
|ψ(~r1, ... ~rn)|2d~r1...d ~rN + ...

]
. (2.12)

Similarly, the expectation value of electron-nuclei interaction energy

〈
ψ
∣∣∣ V̂ne ∣∣∣ψ〉 = − 1

Ne

Nn∑
I

[∫
ZI

|~r1 − ~RI |
n(~r1) +

∫
ZI

|~r2 − ~RI |
n(~r2) + ...

]
. (2.13)

Here, dummy variables can be replaced so that electron-nuclei interaction can be

written as

Ene = −
Nn∑
I

∫
n(~r)

ZI

|~r − ~RI |
d~r =

∫
n(~r)Vne(~r)d~r. (2.14)

Electron-electron interaction cannot be written in terms of the single-particle density

but instead only in terms of the two-particle density

Eee =
1

2

∫ ∫
d~rd~r′

n(2)(~r, ~r′)

|~r − ~r′|
. (2.15)

Here, n(2) can be expressed as the probability that an electron exist at point ~r given

that a second electron exists at point ~r′. However, the method does not allow for the

use of such a two-particle density but instead only the one-particle density. Therefore,

there is an approximation such that if two electrons are uncorrelated then two-particle

density can be expressed as the product of one particle densities. We can write n(2) in

terms of one-particle densities and a correction

n(2)(~r, ~r′) = n(~r)n(~r′) + ∆n(2)(~r, ~r′). (2.16)

so the electron-electron interaction can be written as

Eee =
1

2

∫ ∫
d~rd~r′

n(2)(~r, ~r′)

|~r − ~r′|
+ ∆Eee. (2.17)

where ∆Eee is the difference in the electronic energy between the correlated and

uncorrelated systems.
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The kinetic energy term cannot be written easily because it contains a derivative term.

In order to handle the kinetic energy term, there is one of the key assumption of DFT

which that the density can be written as the sum norm squares of a collection of

single-particle orbitals

n̂(~r) =
Ne∑
n

|φ(~r)|2. (2.18)

These orbitals are called Kohn-Sham orbitals and they are initially unspecified. The

kinetic energy is written as the sum of the kinetic energies of the Kohn-Sham orbitals.

However, this is not equal to the kinetic energy of the real many-particle system.

Therefore, the kinetic energy can be expressed as the single-particle kinetic energy

plus a correction

T̂ =
−1

2

Ne∑
n

∫
d~rφ∗n(~r)∇2φn(~r)d~r + ∆T. (2.19)

By putting all of the interactions in terms of density, the total energy can be written

as

E =
−1

2

Ne∑
n

∫
d~rψ∗n(~r)∇2ψn(~r)d~r +

∫
n(~r)Vne(~r)d~r +

1

2

∫ ∫
d~rd~r′

n(2)(~r, ~r′)

|~r − ~r′|
+

∆T + ∆Eee.

(2.20)

In the equation, the sum of last two terms are called as exchange-correlation energy.

The quality of a DFT calculation is determined by how close the approximate ex-

change and correlation comes to the exact value :

Exc = ∆Eee + ∆T. (2.21)

2.1.5 Exchange-correlation energy

The origin of exchange energy is the Pauli repulsion and the origin of the correlation

energy is the repulsion between electrons. There are several approximation for this

sum, one of them is the local-density approximation (LDA) [40] which is

Exc =

∫
d~rn(~r)εxc(n). (2.22)
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where εxc(n) is a simple function of n. Within the local approximation, the total

energy may be written as

E =
−1

2

Ne∑
n

∫
d~rψ∗n(~r)∇2ψn(~r)d~r +

∫
n(~r)Vne(~r)d~r +

1

2

∫ ∫
d~rd~r′

n(2)(~r, ~r′)∣∣∣~r − ~r′∣∣∣ +

∫
d~rn(~r)εxc(n).

(2.23)

However,the density is considered as constant in LDA approximation. Because of

the cancellation of errors, it underestimate the exchange energy and overestimate the

correlation energy [49]. Because of this, exhange-correlation energy is expanded in

terms of gradient of the density and it is referred as generalized gradient approxima-

tion (GGA) [50].

2.1.6 Kohn-Sham equations

Using the Hohenberg-Kohn Theorems described in section 2.1.3, we minimize the

total energy in order to obtain the orbitals that produce the energy of the ground state.

Functional derivative gives :

δEe
δφ∗i (~r)

=
δTs
δφ∗i (~r)

+

[
δEext
δn(~r)

+
δEHartree
δn(~r)

+
δExc
δn(~r)

]
δn(~r)

δφ∗i (~r)
= εiφi(~r). (2.24)

by applying the orthonormality condition of the Kohn-Sham orbitals, obtain an equa-

tion resemble a Schrödinger equation :

[T̂ + VH + Vxc + Vext]φi(~r) = εiφi(~r). (2.25)

Here, the eigenvalues εi are Kohn-Sham energies.

In Kohn-Sham equations all potential terms depends on density, therefore it needs to

be solve self-consistently.
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2.1.7 van der Waals Corrections

In physical chemistry, van der Waals (vdW) includes; two permanent dipoles, a per-

manent and a induced dipole and two instantaneously induced dipoles (London dis-

persion force). [37] [38] All these forces should taken into account; including cova-

lent bonds, hydrogen bonds, electrostatic interaction because they are all important in

materials [44]. In DFT, the vdW interactions are present. [39] However, a proper in-

clusion of vdW interactions should include the long-ranged and medium-ranged vdW

interactions. The exchange-correlation functional that described in Section 2.1.5 in-

cludes vdW interaction and often aprroximated with LDA and GGA so that DFT is

succesfull in many applications. However, LDA and GGA neglects the long-range,

nonlocal vdW forces.

While studiying atoms,molecules and surfaces with analysis of their polarizabilities,

there is a R−6 (which R is the distance between two molecules or atoms) form of the

London for atomic and molecular dimers, z−3 ( z is the separation between molecular

or atomic dimers) Lennard-Jones law for a neutral molecule on a surface and d−2 (

d is the distance between molecule and surface) interaction law for pairs of solids

[18] [44]. In DFT, properly representation of vdW-forces includes approximation

for exhchange correlation energy in terms of the electronic density, Exc[n]. Besides,

DFT already takes into account the non-dispersive portions of the vdW interaction.

However, there are many methods to include vdW dispersion correction. In Fig. 2.1

there is an overwiew and classifications of methods.

The vdW-DF and related methods are nonemprical ways to compute dipersion energy.

In all vdW-DF schemes, the approximation

Exc = ELDA/GDA
x + ELDA/GDA

c + ENL
c (2.26)

is implemented. Here, LDA and GGA is used for the short-ranged interactions and

ENL
c includes the dispersion energy.

There are also DFT-D methods that are semilocal corrections. They includes LDA-

based approximations for short-range interactions and atom pair additive treatment of
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Figure 2.1: Overview of dispersion correction in DFT. EKS and VKScorrespond to

Kohn-Sham total energies and potentials. Reprinted from [47]

the dispersion energy [48].

2.2 Molecular Dynamics (MD)

Molecular Dynamics (MD) is a simulation technique where atomic trajectories of a

N particle system are rather accurately created by the integration of Newton’s mo-

tion equation with a particular interatomic potential. A system of particles which is

governed by :

mi
d~ri
dt

= ~fi (2.27)

where mi is the mass of the ith particle,~fi is the force on the ith particle an ~ri repre-

sents its position. The force on the ith particle can be determined by taking derivative

of potential as :

~fi = −∂U(r1, r2, ..rN)

∂ri
. (2.28)

After specifiying the potential energy function, the force ~fi is calculated and using

this force, positions are updated in each time step in the simulation. There are several

numerical schemes for solving this second order differential equation. These are

based on finite difference methods and integration algorithms.

In the typical Molecular dynamic simulation, firstly system is intialized by defining

the particles positions and velocities and the time step δt. Secondly, forces on ev-
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ery atom is computed and Newton equations of motion is integrated using a suitable

integratino scheme. Finally, again forces on every atom is computed.

The most commonly used integration algorithms are the Verlet and Velocity Verlet

algorithms which will be discussed in the following sections. We performed our sim-

ulations using LAMMPS (Large-scale Atomic/Molecular/Massively Parallel Simula-

tor) which is an open source code under GNU Public License distiributed freely by

Sandia National Laboratories. [14]

2.2.1 The MD Technical issues

Each particle interacts with all of its neighbors so that the potential energy of the

system varies. Therefore, determining the positions and velocities of atoms requires

the solutions of the equations of motion which were mentioned in earlier. The choice

for integrating the Newtons algoritm is essential such that a good algorithm should

allow use of a long time step because the longer time step means fewer evaluations of

the forces [64]. The most commonly used integration algorithms will be discussed in

next.

In MD simulations physical quantities are calculated from time averages along the

trajectories. MD simulations are performed until the properties of the system comes

to an equilibration that means the properties of system doesnot change with time. In

order to measure an observable, it should e express as a function of positions and

momenta of the particles in the system. For example, temperature in a simulation can

be defined as follow

〈1
2
mv2

α〉 =
1

2
kBT. (2.29)
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2.2.1.1 Verlet Algorithm

Verlet integration algorithm [65] relies on Taylor expansion about t :

~ri(t+ δt) = ~ri(t) + δt~vi(t) +
1

2
(δt)2~ai(t). (2.30)

~ri(t− δt) = ~ri(t)− δt~vi(t) +
1

2
(δt)2ai(t). (2.31)

where ~vi(t) = d~ri(t)
dt

, ~ai(t) = d~vi(t)
dt

and δt is the time step which the system propogate

forward.

Using Eq. (2.30) and Eq. (2.31), the trajectories of the atoms can be iterated as

~ri(t+ δt) = 2~ri(t)− ~ri(t− δt) + (δ)2~ai(t) +O(δ4) . (2.32)

Computing of velocities requires additional calculation in verlet algorithm and they

are written as

~v(t) = (
1

2δt
)[~ri(t+ δt)− ~ri(t− δt)] +O(δ3). (2.33)

The error is in the order of δ4 and velocities and quantities depending on the velocities

in the order of δ3 so it has high accuracy. However, it requires to store two sets of

positions, r(t) and r(t− δt) which requires more memory.

2.2.1.2 Velocity Verlet Algorithm

Velocity verlet algorithm is better alternative scheme and its a reformulation of verlet

algorithm by manipulating expansions. It updates positions and velocities are simul-

taneously as
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~ri(δt) = ~ri(t) + ~vi(t)δt+
f(t)

2m
(δt)2 (2.34)

and

~vi(δt) = ~vi(t) + ~vi(t)δt+
f(t+ δt) + f(t)

2m
(δt). (2.35)

Generally, forces on each atoms is computed using force field while r(t) and v(t) is

given at time t. Afterwards, positions are updated as given in Eq. (2.34) and velocities

are updated based on current forces. At time (t+ δt) new forces are calculated using

new positions r(t+ δt) and iteration goes back to the begininig.

One of the important difference between the Verlet and Velocity Verlet algorithm is

that Velocity verlet algorithm requires less memory during simulation and it is more

efficient.

2.2.2 Interatomic Potentials

Interatomic potentials determines the all physical properties of a system. Interatomic

potential can be written as a multibody expansion of a N atoms in a system

U(~r1, ~r2, ..., ~rN) =
∑
i

U1(~ri) +
∑
i

∑
j>i

U2(~ri, ~rj) +
∑
i

∑
j>i

∑
k>j

U3(~ri, ~rj, ~rk) + ....

(2.36)

where U1 is the one-body term, U2 is the two-body-term, U3 is the three body term, ~ri

is the position of the atom i and i, j, k run through atoms positions.

LAMMPS includes a variety of ineratomic potentials such as Tersoff-Brenner [21],

Tersoff potential [23], Adaptive Intermolecular Reactive Empirical Bond Order [22]

and Reactive Force Filed(ReaxFF)[24] . The Lennard Jones potential is used in order

to describe van der Waals interactions and interaction between nanomaterials based

on graphene. Nevertheless, there is no classical function to describe interaction for all
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Figure 2.2: Lennard-Jones potential function. Reprinted from [13]

types material. The three most well-liked potentials for carbon materials are discussed

further sections.

2.2.2.1 Lennard-Jones Potential

The Lennard-Jones potential very closely approximates interaction in noble gases

whose interactions are dominated by van der Waals forces. The potential of Lennard-

Jones also played a central role in the development of molecular dynamics meth-

ods, and was widely used to investigate fundamental issues such as phase transitions.

Lennard-Jones potential is defined as

V (r) = 4ε

[(σ
r

)12

−
(σ
r

)6
]
. (2.37)

The potential has short-term repulsive term and long-term attractive term. The cause

of the attractive force is quantum-mechanical, and linked to fluctuating dipole interac-

tions (van der Waals) and the cause of short-term repulsive term is the Pauli repulsion.

For each element, the parameters σ and ε are related to bond length and bond energy

respectively, and are taken from experimental results.

In Fig. 2.2 potential energy graph of Lennard-Jones is shown and in the graph rmin
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is the equilibrium distance between two atoms. Carbon atoms in the graphene are

bounded to each other covalently because of this Lennard-Jones potential is not a

good choise to describe the interaction of graphene.

2.2.2.2 Adaptive Reactive Intermolecular Bond Order (AIREBO) Potential

Brenner potential [21] is the principal component of the AIREBO potential [22],

while some extra functions are added to it. The covalent interaction describing part

is remain unchanged in the AIREBO potential and addtional functionals describe the

short range. For carbon based systems, AIREBO was used to model the mechanical

properties succesfully [25].

In AIREBO the interatomic interaction is given by [26]

Eb =
∑
i

∑
j(j>i)

[VR(rij)−BijVA(rij)] . (2.38)

where rij is the distance between atoms i and j, Bij is an emprical function and VR

and VA is repulsive and attractive parts functions. In the REBO potential disper-

sive and intermolecular interactions such as short repulsion does not included. In

AIREBO potential dispersive and intermolecular interactions are described by the

Lennard-Jones potential which described in above. Also, the original REBO potentail

excludes the rotational interaction because of this another additional part is defined in

AIREBO potentail that depends o angles between bonds. Resultantly, the total energy

for AIREBO potentail can be written as

E = EREBO + ELJ + ETors. (2.39)

whereEREBO is the energy calculated from the AIREBO potentail. ELJ is calculated

from LJ potential and ETors is calculated from potential for rotation of the system.

Usage of AIREBO potential in LAMMPS as follow:

Usage of AIREBO p o t e n t i a l i n LAMMPS

p a i r s t y l e a i r e b o 3 . 0

p a i r c o e f f CH. a i r e b o C path , name , e l e m e n t
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2.2.2.3 Reactive Force Field (ReaxFF)

Although the potentials we mentioned were designed to describe the carbon carbon

interactions, they are insufficient in carbon-based nanomaterials, including atoms

other than carbon such as hydrogen, oxygen and nitrogen. In the non-reactive po-

tentials, bonds can be strecthed or twisted in interactions. However, they can not be

broken such that chemical reactions can not be simulated. The developed ReaxFF

potentails include additional terms in order to modify bond strength depending on

environment so that bonds can be broken and re-formed and they include nonbonded

forces such as van der Waals. Therefore, in MD simulations ReaxFF [15] is used.

The ReaxFF energy terms are given as [26]

Esystem = Ebond +Eover +Eunder +Elp +Eval +Etor +EvdW +ECoulomb. (2.40)

where Ebond is the valence bond energy, Eover and Eunder is the over and under coor-

dination energy penalty, Elp is the lone pair energy, Eval is the valence angles energy,

Etor is the torsion angles energy, EvdW is the van der Waals energy and ECoulomb is

the Coulomb interaction energy.

There are different versions of reaxFF such as ReaxFFCHO[24], ReaxFFC2013 [27]

and ReaxFFLG [28]. In our simulations, we used ReaxFFLG.Usage of ReaxFFLG

potential in LAMMPS as follow:

Usage of t h e ReaxFF LG i n LAMMPS

p a i r s t y l e r e a x / c l m p c o n t r o l

p a i r c o e f f f f i e l d . r e a x . l g C H O

2.2.3 Thermodynamical Ensembles

2.2.3.1 Microcanonical (NVE) Ensemble

Since MD uses Newton equations of motion in order to simulate kinetic and ther-

modynamic properties of a molecular system and all forces in Newton equation of
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motions are related to the potential energy of the system, then total energy of the sys-

tem is conserved. If total volume(V) and number of atoms(N) are also kept constant,

then simulation is performed in the microcanonical (NVE) ensemble. For a system

of N molecules that move with time in NVE ensemble, the total number of particles

N, total energy E and total volume does not change with time. The periodic boundary

conditions is applied in order to kept the volume of simulation constant. In large NVE

systems the temperature variations are small and roughly constant. Some situations

require a constant temperature. Thus, MD must reproduce an isothermal ensemble

such as canonical NVT, in which the number of particles, volume and temperature

are kept constant.

2.2.3.2 Canonical (NVT) Ensemble

ConIn a canonical ensemble, number of atoms(N), volume(V) and temperature(T) of

the system is conserved. Maintaining a constant temperature means the system in

a thermal interaction with a heat bath. From Maxwell-Boltzmann distribution, the

relationship between the target temperature T and the kinetic energy of a system can

be wirtten as follow:

kBT = m 〈v2
α〉 (2.41)

here m is the mass of the particle and vα is the αth component of the system. This

relationship is often used in MD simulation in order to measure the temperature [63].

In MD simulations, constant temperature is achieved by thermostats such as determin-

istic thermostats; Nosé-Hoover [51] and stochastic thermostats; Langevin thermostat

[52].

2.2.3.3 Isothermal-Isobaric Ensemble

If the system has fixed number of atoms (N) and temperature(T) so it is istohermal.

Also, fixing the pressure (P), makes the system isobaric. In MD simulation, volume

changes with time during the simulation.
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2.2.4 Temperature Control in MD Simulations

2.2.4.1 Velocity rescaling

The best way to control temperature is based on the velocity rescaling. From the

Maxwell-Boltzmann (MB) distribution, one can obtain the average kinetic energy per

degree of freedom is related to temperature as

〈
mv2

i,r

2

〉
=

1

2
kBT. (2.42)

where r = (x, y, z) components of the ith atom. Here brackets represent the en-

semble average and it corresponds to the average velocities of all atoms. Therefore

instantaneous temperature T(t) can be written as

kBT (t) =
1

Nf

∑
i,r

mv2
i,r. (2.43)

were Nf is the number of degrees of freedom. T(t) does not correspond to T that is

used to generate MB distribution. In order to keep temperature constant ( T(t)=T ),

one can rescale the velocities as

vi,r =

√
T

T (t)
vi,r. (2.44)

However, even in the canonical system instantaneous temperature fluctuates and the

canonical ensemble disturbed by its fixing. There are different methods to control

the temperature such as weak coupling with heat bath that was proposed by Berend-

sen [29], stochastic coupling that was proposed by Andersen [30] and Nose-Hoover

method [31].

2.2.4.2 Berendsen Thermostat

Berendsen thermostat [29], either removes or adds energy to the system to maintain

constant temperature. The velocities are scaled at each step, so that the temperature
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change is determined by

dT

dt
=

1

τ
(Ttarget − T ). (2.45)

where Ttarget is the target temperature and τ is the coupling constant. The velocities

rescale as

v
′

i,r = λvi,r. (2.46)

where λ2 = 1 + ∆t
τ

(
T0
T
− 1
)
.

Usage of Berendsen thermostat in LAMMPS is given as:

Usage o f Berendsen t h e r m o s t a t i n LAMMPS

f i x ID group ID temp / b e r e n d s e n T s t a r t Ts top Tdamp

f i x 1 a l l temp / b e r e n d s e n 300 .0 300 .0 100 .0

2.2.5 Molecular Dynamics using LAMMPS

LAMMPS can run on a single processor or in parallel, and thus can run multiple

simulations from a single input script simultaneously. The input script contains syntax

to define and use variables and formulas, as well as to loop over runs and break

loops. It also consists of commands for defining and generating geometry, types

of atoms, boundary conditions, fields of force and other parameters for simulation

control. Thermodynamic information and text files which can be customized at the

end of the simulations. Also required data is given as output.

2.2.5.1 The structure of a typical LAMMPS input

In LAMMPS, the simulation starts by reading an input file. It reads one row in the file

at a time and executes the commands and acts accordingly. Hence, both positional

order and command structure are important.
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In the first part of the script, there are parameters that need to be firstly defined such as

dimensions, atom style, boundary and units. In LAMMPS, all interatomic potentials

is used in different unit sytems. Therefore, choosing the suitable time step is impor-

tant. For example, AIREBO potentials work in metal units while ReaxFF works in

real units which described as below.

metal units:

• time = picoseconds

• distance = Angstrom

• temperature= Kelvin

• energy = eV

• pressure = bars

• mass = grams/mole

real units:

• time = femtoseconds

• distance = Angstrom

• temperature= Kelvin

• energy =Kcal/mole

• pressure = atmospheres

• mass = grams/mole

Settings which govern the simulation are specified after defining the prerequisites and

creating atoms and geometries. One of the most important is force field that used to

calculate potential function of pairs of bonded atoms.

Specifying the inital temperature of the simulation, set the inital velocities of atoms

with a specified distribution. In LAMMPS, the velocities in simulation are generated

using velocity command and its usage as follow:

Usage of v e l o c i t y command i n LAMMPS

v e l o c i t y group ID s t y l e a r g s keyword v a l u e . . .

v e l o c i t y a l l c r e a t e 300 .0 4928459 r o t yes d i s t g a u s s i a n

Here the create style generates an ensemble of velocities using random number gen-

erator with specified seed at target temperature [66]

Controlling operations such as velocity control, position updating, applying force,

temperature control are reached by fix command. Positions and velocities are up-

dated through constant integration of NVE, NPT, and NVT time. Properties such as

kinetic energy, potential energy, temperature and pressure can be obtained from the

simulations for a group of atom.
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CHAPTER 3

RESULTS AND DISCUSSION

In this thesis, We studied the interface properties between graphene and PEEK by

starting with density functional theory (DFT) in order to study the quantum mechani-

cal roots of the interaction. For larger system we used the molecular dynamics frame-

work within the reactive force-field (ReaxFF).

In our calculations the adsorption energies were calculated using

Eads = ESystem − EGraphene − EMolecule (3.1)

whereEads is the adsorption energy,ESystem is the energy of the system andEGraphene

and EMolecule is the energy of the graphene and molecule.

3.1 DFT Results

3.1.1 Benchmark Calculations

In order to gain some confidence in the simulation procedure and the results obtained

from Quantum Espresso, we benchmarked the graphene lattice constant calculation.

During the benchmarking, three different van der Waals schemes, DFT-D, vdW-DF

and vdW-DF-C09 [43] were used to calculate the lattice constant of graphene with

a PBE(Perdew-Burke-Ernzerhof) exchange-correlation. The energy cutoff was 40

Rydberg and 1x1x10 k-point mesh was used. A 2x2 graphene sheet was constructed

using a series of C-C bonds in a range from 1.38 to 1.44 Å and by using a third

order polynomial fit, the lattice constant for graphene is obtained. The values for the
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graphene lattice constant with three methods and the graphs used in the fits are shown

in Table 3.1 and in Fig. 3.1

Table 3.1: Graphene lattice constant with DFT-D, DFT-DF and DFT-DF-C09

Methods DFT-D DFT-DF DFT-DF-C09

Lattice constants (Å) 1.422 1.423 1.420

(a) DFT-D (b) DFT-DF (c) DFT-DF-C09

Figure 3.1: Graphene lattice constant

As seen in these results, vdW-DF with exchange of Cooper (vdW-DF-C09) gives the

most accurate result for lattice constant of graphene since its experimental value is

1.42 Å [53]. Therefore, this functional is used in our DFT studies.

Next, we focused on the interaction of PEEK and its sub-units on graphene substrate

within DFT. In all calculations, 11 Å vacuum distance was added to avoid periodic

interaction between periodic images and the kinetic energy cut-off was set to be 30

Ryd. In the adsorption energy calculations, a 3x3x1 k-point mesh is used for Brillouin

zone integrations.

3.1.2 Graphene-PEEK

We begin by dividing the PEEK monomer into three sub-units, and studying each

sub-unit’s interaction with the graphene separately. In Fig. 3.2 the three subunits of

PEEK is shown.
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Figure 3.2: Sub-units of PEEK. The carbons are gray, the hydrogens are white, and

the oxygens are red.

(a) C6H6O2 (b) C7H6O2
(c) C6H6

Figure 3.3: Sub-units of PEEK as used in our calculations; C6H6O2, C7H6O2 and

C6H6

The rings in Fig. 3.3 was placed 3Å above the 6x6 graphene sheet and rotated 30◦

, 60◦ and 90◦ in order to investigate different configurations as shown by Fig. 3.4

and adsorption energies were calculated using Eq. (3.1). The adsorption energies and

average distances are given in the Table 3.2. The distances given in the Table 3.2 are

the average distances calculated from the carbon atoms just below the middle of the

aromatic ring to each atom in the molecule.
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(a) Inital (b) 30◦ rotated (c) 60◦ rotated (d) 90◦ rotated

Figure 3.4: Different configurations of C6H6

For the benzene ring, because of the symmetry, 0◦ and 60◦ has the same geometry

and almost same adsorption energy. The same conclusion can also be reached for

configurations of 30◦ and 90◦.

(a) Inital (b) 30◦ rotated (c) 60◦ rotated (d) 90◦ rotated

In te case of C6H6O2, the original 0◦ has the highest adsorption energy and due to the

existence of oxygen atoms, adsorption energies are higher than benzene rings.

(a) Inital (b) 30◦ rotated (c) 60◦ rotated (d) 90◦ rotated

Figure 3.6: Different configurations of C7H6O2

Finally, adsorption energies of C7H6O2 sub-units on graphene as shown in Fig. 3.6

were calculated. The orientation with 90◦ has the higher adsorption energy in all

three sub-units because of the oxygen atoms and atom number. The results are given

in Table 3.2. As expected the adsorption energy, due entirely to the van der Waals

interaction, grows with growing size of the molecule. The molecule which contain

oxygen rest slightly closer to the graphene sheet, which again is expected due to the

larger polarizability of these molecules.
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Table 3.2: Adsorption energies (eV/molecule) and adsorption distances (Å) of

C7H6O2, C6H6O2 and C6H6 subunits on graphene. The values in boldface indicate

the most stable orientations for each subunit.

Gr+C7H6O2 Gr+C6H6O2 Gr+C6H6

Eads d Eads d Eads d

0◦ -0.848 3.27 -0.778 3.23 -0.617 3.28

30◦ -0.830 3.28 -0.770 3.25 -0.613 3.29

60◦ -0. 837 3.27 -0.778 3.24 -0.617 3.28

90◦ -0.863 3.24 -0.769 3.24 -0.613 3.29

Following the sub-unit calculation, the PEEK monomer was placed on a 8x8 graphene

as shown in Fig. 3.7. The initial of the PEEK monomer were taken from an MD simu-

lation at 10K with a duration 1ns. As in the sub-unit’s adsorption energy calculations,

geometry optimization is performed. The energy of PEEK is calculated in a large

simulation box and a single step self-consistent calculation is performed so that the

contribution due to distortion of the molecule is eliminated.

(a) Top view (b) Side view

Figure 3.7: PEEK monomer on graphane

The adsorption energy of the PEEK molecule as seen in Fig. 3.7 was calculated to be -

0.141 eV. This adsorption energy is clearly lower than what would be expected from a

simple addition of the parts of the molecule, even when corrected by the extra atoms

added for the calculations. This outcome can be explained by the fact that unlike
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the individual molecules, the aromatic rings in the monomer do not necessarily align

perfectly with the graphene substrate but can rotate to acommodate the H-H repulsion.

The relative angles of the aromatic rings will be seen to play an important role in the

determination of adsorption energies.

3.2 MD Results

3.2.1 Benchmark Calculations

Similarly to the DFT calculations, we benchmarked the graphene lattice constant cal-

culation also at the begining of the MD part of our calculations. The lattice constant

for graphene is obtained as 1.40 Å as shown in the graph Fig. 3.8.

Figure 3.8: Graphene lattice constant using AIREBO

All MD calculations were performed using LAMMPS an open source code under

GNU Public License called distributed freely by Sandia National Laboratories [20].

We used ReaxFFLG potential in our simulations.

3.2.2 Graphene-PEEK monomer

As a further check of our MD protocol, we repeated the sub-unit calculations at 0K,

100K and 300K. In the calculations at 0K, after minimization of the system, the final

configurations of the constituent parts, namely graphene and the adsorbate of the
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composite system, were separated and their static energies were taken at the final

stage and the adsorption energy was calculated using the Eq. (3.1).

Following the static calculations, graphene-PEEK sub-units and graphene-monomer

adsorption energy calculations were performed in the NVT ensemble. The graphene

substrate was kept immobile and fixed in space during the calculations. This is a

popular practice in similiar simulations in the literature. Periodic boundary conditions

were applied in all dimensions. All equations of motion were integrated by using the

velocity Verlet algorithm and the Berendsen thermostat is used to achieve a constant

temperature with a damping factor of 100 which means that the thermostat is activated

every 10 fs during the simulation.The temperature vs time graph at 100K and 300K

are given in Fig. 3.11a and Fig. 3.11b. Potential energy of the system is averaged

using the last 50 ps of the simulation and potential energies of graphene and polymer

are taken from the last step of the simulation. The adsorption energies( in meV) of

sub-units and PEEK monomer on 6x6 graphene sheet with diffferent temperatures

and DFT adsorption energies are given in the Table 3.3

Table 3.3: Adsorption energies (in eV) of sub-molecules on 6x6 graphene

System DFT ReaxFF

T=0K T=100K T=300K

GR/C6H6 -0.617 -0.754 -0.765 -0.754

GR/C7H6O2 -0.848 -0.872 -0.862 -0.778

GR/C6H6O2 -0.778 -0.793 -0.809 -0.736

GR/PEEK Monomer -0.141 -0.127 -0.880 -0.700

The ReaxFF calculation at T=0K are in overall good agreement with DFT results both

for the sub-units and the monomer.

While adsorption energies decrease with increasing temperature, different configura-

tions of PEEK monomer on the top of graphene is observed as shown in Fig. 3.9.
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(a) 0K (b) 100K (c) 300K

Figure 3.9: Final configurations front view of PEEK monomer on graphene at (a) 0K,

(b) 100K and (c)300K

(a) 100K (b) 300K

Figure 3.10: Final configurations side view of PEEK monomer at (a) 100K and (b)

300K

As one can see Fig. 3.10a the first and last rings are tilted. On the other hand in

Fig. 3.10b, the last ring of PEEK monomer tends to more align with the graphene

sheet while the other rings are tilted this can cause a decrease in interaction energy

due to a larger distance between PEEK monomer and graphene.

(a) 100K (b) 300K
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3.2.3 Graphene and PEEK chains

After comparing DFT and MD results for graphene/PEEK sub-units and monomer

adsorption energies, we study adsorption energies of longer chains of PEEK poly-

mer. We calculate the interaction energies of 3, 6 and 9 monomer PEEK chains on

graphene sheets that initial position are given in Fig. 3.12a, Fig. 3.12b and Fig. 3.12c.

As in the graphene-monomer interaction, these simulations were conducted at 100K,

300K and 500K. The front and side views of the final configurations of N-chain PEEK

molecules are given in the Fig. 3.13, Fig. 3.14 and Fig. 3.15

(a) 3 monomer PEEK (b) 6 monomer PEEK

(c) 9 monomer PEEK

Figure 3.12: Initial configurations front view of (a) 3 PEEK, (b) 6 PEEK and (c) 9

PEEK on graphene

In the calculation of adsopriton energies we used the same protocol except that simu-
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lation time is increased 200 ps to 400 ps. We calculated the adsorption energies from

snapshots taken every 10 ps during the last 100ps of the simulation. Adsorption en-

ergy versus time graphs which are produced using these 10 adsorption energy results

are given in the Fig. 3.16. The obtained adsorption energy result for N-chain PEEK

molecules with respect to the temperature is given in the Table 3.4.

(a) (b) (c)

(d) (e) (f)

Figure 3.13: Final configurations of 3 monomer PEEK on graphene at different tem-

peratures (a), (b), (c) side views and (d), (e), (f) are top views.
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(a) (b) (c)

(d) (e) (f)

Figure 3.14: Final configurations of 6 monomer PEEK on graphene at different tem-

peratures (a), (b), (c) side views and (d), (e), (f) are top views.

(a) (b) (c)

(d) (e) (f)

Figure 3.15: Final configurations of 9 monomer PEEK on graphene at different tem-

peratures (a), (b), (c) side views and (d), (e), (f) are top views.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.16: Adsorption energy graphs of 3 monomer PEEK on graphene at T=100K,

T=300K and T=500K. Blue lines represent the energies taken every 10 ps during the

last 100 ps of the simulation and red lines are averages.
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Table 3.4: Adsorption energies (in eV) of rod-like PEEK chains adsorbed on graphene

as a function of temperatures

Gr/3PEEK Gr/6PEEK Gr/9PEEK

100K -4.88 -7.13 -8.70

300K -2.18 -5.37 -9.26

500K -2.21 -5.78 -7.80

As one can seen from Table 3.4, there is a general decreasing trend in adsorption

energies when temperature is increased. This is attributed to smaller number of atoms

interacting which will be discussed in next. Also, the adsorpiton energies at 300K and

500K are similiar except for 9 PEEK monomer at 300K. There reason for that 9 PEEK

chain is longer and more folded at 300K.

Radius of gyration is one of the basic properties associated with polymers. It gives an

understanding of polymer folding and calculated using :

~R2
g =

1

M

∑
i

(~ri − ~rcm)2 (3.2)

where M is the total mass of the atoms in the polymer chain and ~rcm is the center

of mass position. As stated by this equation, a larger radius of gyration means that

polymer is more extended whereas a smaller value means that it is folded. In our

studies, the radius of gyration is investigated as a figure of merit. The radius of

gyration of N-chain PEEK molecules on graphene sheet at 100K, 300K and 500K is

given in Fig. 3.17.
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(a) 3 PEEK monomer (b) 6 PEEK monomer (c) 9 PEEK monomer

Figure 3.17: The radius of gyration of the N-chain PEEK molecules on the graphene

sheet for three different tempertures (a)3PEEK monomer,(b) 6 PEEK monomer, (c) 9

PEEK monomer

As one can see from Fig. 3.18a, the radius of gyration is smaller for 3 PEEK monomer.

In the case of 6 PEEK monomer, because of the folding of polymer chains at 300K

and 500K as can be seen from Fig. 3.14, radius of gyration decreases as compared

to 100K. Also, in 9 PEEK monomer calculations, there is a fluctuation in the radius

of gyration at 500K because of the folding and unfolding behaviour of the polymer

chains during the simulaton.

Furthermore, we investigated the linear distribution of PEEK atoms on graphene as

function of distance from graphene surface. The peak visible at around % 20 of atoms

in all plots is attributed to the atoms aligned with the graphene. For all calculations,

linear distributions are given in Fig. 3.18. From these figures, one can see that the

effect of temperature decreases with increasing chain lenghts since longer polymer

chains are more folded.
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(a) 3 PEEK monomer (b) 6 PEEK monomer (c) 9 PEEK monomer

Figure 3.18: Linear distribution of N-chain PEEK molecules chains on graphene

(a)3PEEK monomer,(b) 6 PEEK monomer, (c) 9 PEEK monomer

3.2.4 Graphene-PEEK Polymer Sliding

An understanding the physics of atomic friction has an important role a in wide range

of applications. Nanotribological studies are performed by Atomic Force Microscopy

(AFM) [32] or Friction Force Microscopy (FFM) [33] in order to measure normal and

lateral forces. Theoretical calculations of nanotribological properties have been inves-

tigated within DFT and MD [54] [55]. While DFT calculations uncover the quantum

mechanical origins of mechanisms contributing to friction, they are computationally

costly and therefore can only include up to a few hundreds of atoms. On the other

hand, classical MD calculations not only can handle a much larger number of atoms

at a time but can also simulate temperature-dependence in longer simulations.

Tomlinsion model is one of the most well-known model that is used to describe fric-

tion in microscopic scale. It is a simple one dimensional model that is introduced by

Tomlinson in 1929 [72]. In the model, a particle with mass m attached via a spring

of strength k. The support is sliding with a constatn velocity in a potential as shown

in Fig. 3.19. The stick-slip process occurs when the energy built up in the spring is

enough to pull the particle across the potential barrier.
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Figure 3.19: A sketch of the Tomlinson model, The dashed lines indicates the periodic

potential, and the particle is sketched as a triangle. Reprinted from [73]

While slding, if the spring energy is dominant in the trajectory of the particle, the

support moves across the potential barier uniformly. If the external potential dominant

in the trajectory, then the particle stays in a potential minimum until the energy is built

up in the spring is enough to pull the particle across the external potential energy

barrier.

In this chapter so far, we have concentrated on the static properties of the interface

between the polymer and graphene components of the system. In this subsection

we concentrate on the dynamics of the same interface. We report on the adhesion

characteristics between graphene and PEEK oligomers as they slide past one another

as a function of such important parameters as velocity, temperature and chain length.

In all calculations, the front ring of PEEK chains are assigned as driver atoms and

the other parts are assigned as mobile atoms. The driver atoms are kept rigid with

respect to one another throughout the simulation and are displaced with a constant

velocity. The mobile atoms on the other hand are placed under no restriction and

are allowed to freely. After an initial optimization, the system temperature is kept

constant during 400 ps in the NVT ensemble. Berendsen thermostat is used with a

damping factor 100 which means that thermostat is activated every 10 fs during the

simulation. After waiting in the NVT ensemble at different temperatures (1K, 100K

and 300K) constant velocities is assigned to driver atoms during 4 ns in positive x

direction. During the simulations, the graphene substrate was kept immobile and

fixed in space. Forces on mobile atoms are calculated at every steps while sliding.

Average friction force between graphene and PEEK chains is calculated from average
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forces on mobile atoms in negative x direction.

Firstly, in order to investigate the velocity dependence of friction force on the smallest

of the systems under investigation here, namely three-chain is placed on the top of

the graphene sheet. The three-chain is displaced with velocities of 1 m/s, 10 m/s and

100 m/s on graphene at 1K. The forces on mobile atoms vs time graphs are given in

Fig. 3.21. Also, the average friction forces on mobile atoms as a function of velocities

are given Table 3.5. Average forces are calculated from time averages of forces on

mobile atoms during the simulation.

(a) 1 m/s (b) 10 m/s (c) 100 m/s

Figure 3.20: Force on mobile atoms of 3 PEEK monomer during sliding with veloci-

tied 1 m/s, 10 m/s and 100 m/s

Table 3.5: Friction force between PEEK monomer and graphene as a function of

velocity

Velocity(m/s) 1 10 100

Friction force (nN) -0.0132 -0.0130 -0.0056
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(a) 1 m/s (b) 10 m/s (c) 100 m/s

Figure 3.21: Configurations of 3 PEEK molecules sliding with velocities of 1 m/s ,10

m/s and 100 m/s

As one can see from Table 3.5 and Fig. 3.21, for 100 m/s velocity, friction force is

slightly lower than friction force with velocities of 1m/s and 10 m/s. In the simula-

tions of 100 m/s PEEK chains remained in rod-like shape whereas in 1 m/s and 10

m/s calculations, they took a v-shaped form as shown in Fig. 3.21 and experience a

motion like stick slip whereas pulling the atoms with higher velocities cause a uni-

form motion. The left side of bending portion of PEEK molecules in Fig. 3.21a and

Fig. 3.21b oscilates at low velocities, since the molecule stays in a potental minimum

until the energy built up in the molecule is large enough to pull the molecule across

the potential barrier. So at first, the molecule stays in the position of the minimum

of potential and then it suddenly slips over the barrier into new potential minimum.

However, at high velocities, molecules is pulled across the potential barier in a uni-

form way. As a consequence, while sliding with velocities of 1m/s and 10 m/s friction

forces are similiar and with velocity of 100 m/s, friction force is lower.

Afterwards, we investigated the effect of temperature (at 1K, 100K and 300K) and

chain lengths (3-,4-,5- chains PEEK molecules).
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(a) 1 m/s (b) 1 m/s at 100K (c) 1 m/s at 300K

Figure 3.22: Friction force on mobile atoms of 3 PEEK during sliding with velocities

of 1m/s at 100K and 300K

(a) 1K (b) 100K (c) 300K

Figure 3.23: Friction force on mobile atoms of 4 PEEK sliding with a velocity of 1

m/s at 1K, 100K and 300K

(a) 1K (b) 100K (c) 300K

Figure 3.24: Friction force on mobile atoms of 5 PEEK sliding with a velocity of 1

m/s at 1K, 100K and 300K
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Table 3.6: Friction force between graphene and N-chain PEEK molecules as a func-

tion of temperatures

GR/3PEEK Gr/4PEEK Gr/5PEEK

1K -0.0132 -0.0026 -0.0002

100K -0.0326 -0.0238 -0.0160

300K -0.0492 -0.0277 -0.0265

Figure 3.25: Friction forces between N-chain PEEK molecules and graphene sheet as

a function of temperature

As one can see from Fig. 3.25 and Table 3.6, increasing chain length decreases the

friction forces. This is because of the folding of longer peek chains. For example, at

1K calculation three-chain PEEK molecule is more aligned with the graphene sheet

wheras four-chain and five-chain molecules are folded as shown in Fig. 3.26. Also,

at higher temperatures, thermal movement of PEEK molecules improved and accord-

ingly, the relative orientation of PEEK rings are changed. For three-chain PEEK

molecules, increase in friction force is slightly higher than four and five-chain PEEK

molecules. Since the smallest chain length remains more align with the graphene

sheet than others when temperature is increased.
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(a) (b) (c)

(d) (e) (f)

Figure 3.26: Snapshots of N-chain PEEK molecules while sliding with a velocity of

1 m/s at 1K a) 3 PEEK, (b) 6 PEEK and (c) 9 PEEK on graphene on graphene
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CHAPTER 4

CONCLUSION

In this thesis, we studied the interface characteristics between graphene and PEEK.

Because graphene has remarkable mechanical properties, it used in polymer matrices

as a reinforcement.

In chapter 3, we studied the adsorption energies between graphene and PEEK from

its subunits to different lenghts chains. The purpose of preliminary study was to un-

derstand the driving forces between adsorption geometries of the full monomer by

looking at the details. Afterwards, full PEEK monomer is studied in DFT and MD. In

MD simulations, ReaxFF potential is used at 0K and the results are in a goodd agree-

ment with the DFT results. Then, we continued the interfaces studies with different

PEEK chains lengths at different temperatures. From these simulations, we conclude

that adsorption energies at different temperatures depends on how polymer folds onto

themselves and generally, increasing temperature cause an decrease in adsorption en-

ergies. Also, we studied the effects of sliding of PEEK on graphene as a function of

velocity, temperature and chain lengths. Results showed that increasing chain length

decreases the friction forces as a consequence of folding. Furthermore, increasing

temperature cause an increase in friction forces because of the thermal movements of

atoms.
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