CONTINUITY PROBLEM FOR BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS WITH SINGULAR NONMARKOVIAN TERMINAL CONDITIONS AND DETERMINISTIC TERMINAL TIMES

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF APPLIED MATHEMATICS
OF
MIDDLE EAST TECHNICAL UNIVERSITY

BY

MAHDI AHMADI

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR
THE DEGREE OF DOCTOR OF PHILOSOPHY
IN
FINANCIAL MATHEMATICS

AUGUST 2020
CONTINUITY PROBLEM FOR BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS WITH SINGULAR NONMARKOVIAN TERMINAL CONDITIONS AND DETERMINISTIC TERMINAL TIMES

submitted by MAHDI AHMADI in partial fulfillment of the requirements for the degree of Doctor of Philosophy in Financial Mathematics Department, Middle East Technical University by,

Prof. Dr. Ömür Üğur
Director, Graduate School of Applied Mathematics

Prof. Dr. Sevtap Kestel
Head of Department, Financial Mathematics

Assoc. Prof. Dr. Ali Devin Sezer
Supervisor, Institute of Applied Mathematics, METU

Examing Committee Members:

Prof. Dr. Sevtap Kestel
Institute of Applied Mathematics, METU

Assoc. Prof. Dr. Ceylan Yozgatlıgil
Department of Statistics, METU

Assist. Prof. Dr. Cagin Ararat
Department of Industrial Engineering, Bilkent University

Assoc. Prof. Dr. Özge Sezgin Alp
Muhasebe Ve Finansal Yönetim Programı, Başkent University

Assoc. Prof. Dr. Ali Devin Sezer
Institute of Applied Mathematics, METU

Date: 

Approval of the thesis:
I hereby declare that all information in this document has been obtained and presented in accordance with academic rules and ethical conduct. I also declare that, as required by these rules and conduct, I have fully cited and referenced all material and results that are not original to this work.

Name, Last Name: MAHDI AHMADI

Signature: 

V
ABSTRACT

CONTINUITY PROBLEM FOR BACKWARD STOCHASTIC DIFFERENTIAL EQUATIONS WITH SINGULAR NONMARKOVIAN TERMINAL CONDITIONS AND DETERMINISTIC TERMINAL TIMES

Ahmadi, Mahdi
Ph.D., Department of Financial Mathematics
Supervisor : Assoc. Prof. Dr. Ali Devin Sezer

August 2020, 55 pages

In this thesis we study a class of Backward Stochastic Differential Equations (BSDE) with superlinear driver process $f$ adapted to a filtration $\mathcal{F} = \{\mathcal{F}_t, t \in [0, T]\}$ supporting at least a $d$ dimensional Brownian motion and a Poisson random measure on $\mathbb{R}^m \setminus \{0\}$ in a deterministic time interval $[0, T]$. The superlinearity of $f$ allows terminal conditions $\xi$ that can take the value $+\infty$ with positive probability. Such terminal conditions are called “singular.” A terminal condition is said to be Markovian if it is a deterministic function of a Markov process. The first goal of the present thesis is to construct solutions to the class of BSDE we work with when they are coupled with singular non-Markovian terminal conditions. We consider the following class of terminal conditions: $\xi_1 = \infty \cdot 1_{\{\tau_1 \leq T\}} + A \cdot 1_{\{\tau_1 > T\}}$ where $\tau_1$ is any stopping time with a bounded density in a neighborhood of $T$ and $\xi_2 = \infty \cdot 1_A + A \cdot 1_A^c$ where $A$, $t \in [0, T]$ is a decreasing sequence of events adapted to the filtration $\mathcal{F}$ that is continuous in probability at $T$ (equivalently, $A_T = \{\tau_2 > T\}$ where $\tau_2$ is any stopping time such that $\mathbb{P}(\tau_2 = T) = 0$). In this setting we prove that the minimal supersolutions of the BSDE are in fact solutions, i.e., they are continuous at time $T$ and attain almost surely their terminal values. Let $X$ be a $d$-dimensional diffusion process driven by the Brownian motion and with strongly elliptic covariance matrix. The second goal of the present thesis is to derive density formulas for the first exit time of $X$ from a
time varying domain. The existence of these densities show that such exit times can be used as $\tau_1$ and $\tau_2$ to define the terminal conditions $\xi_1$ and $\xi_2$. We also discuss the implications of our results in stochastic optimal control.

Keywords: Backward Stochastic Differential Equations, BSDE, Singular terminal conditions, Non-Markovian Terminal values, Minimal Supersolutions, Continuity problem, Hitting times, densities
ÖZ

TEKİL MARKOV OLMAYAN SON DEĞERLERLİ GERİYE DOĞRU STOKASTİK DİFERANSİYEL DENKLEMLERİN DETERMİNİSTİK VADELERDE ÇÖZÜMLERİNİN SÜREKLİLİKLERİ

Ahmadi, Mahdi
Doktora, Finansal Matematik Bölümü
Tez Yöneticisi : Doç. Dr. Ali Devin Sezer

Ağustos 2020, 55 sayfa

\(\mathbb{F} = \{\mathcal{F}_t, t \in [0, T]\}\) en azından \(d\)-boyutlu bir Brownian hareketi ve \(\mathbb{R}^m \setminus \{0\}\) üzerinde bir Poisson rastgele-ölçümü kapsayan bir filtrasyon olsun. Bu tezde, deterministik \([0, T]\) zaman aralığında, \(\mathbb{F}\) filtrasyonuyla uyumlu (adapted) süper-lineer sürücü bir \(f\) sürecinin tanımladığı geriye doğru stokastik diferansiyel denklemler (Backward stochastic differential equations (BSDE)) çalışılmaktadır. \(f\) süreci süper-lineer olduğu için bu BSDE \(\infty\) değerini de alabilen son değer \(\xi\) değişkenleriyle de çözülebilir. \(\infty\) değerini de alabilen son değerleri “tekil” denir. BSDE’nin son değerini bir Markov süreci \(T\) anındaki pozisyonunun bir fonksiyonu ise bu son değere Markov denir. Bu tezin ilk amacı çalıştığımız BSDE’lerin Markov olmayan tekil son değerleri için çözümlerinin inşasıdır. Tezimize iki sınıf son değeri çalıştırırdık: \(\mathbb{F}, \mathcal{F}_T\) ye göre ölçülebilir, mutlak değerinin yeterince yüksek kuvvet kuvvetinin sonlu beklenen değer olan, reel değerli bir rastgele değişken, \(\tau_1\), dağılımı \(T\) etrafında sınırlı yoğunluğu olan bir durma zamanı olsun. \(\xi_1 = \infty \cdot 1_{(\tau_1 \leq T)} + F \cdot 1_{(\tau_1 > T)}\) olarak yazılabilen son değerler çalıştımız ilk sınıfı oluştururuzATCH. \(A_t, t \in [0, T], \mathbb{F}\) filtrasyonuyla uyumlu, azalan ve \(T\) anında olasılıksal olarak sürekli bir olaylar dizisi olsun. Çalıştığımız ikinci sınıf son değerler \(\xi_2 = \infty \cdot 1_{A_T} + F \cdot 1_{A_T^c}\) şeklinde yazılabilen rastgele değişkenlerden oluşmaktadır. Tezimize bu son değer sınıfları için çalıştırımız BSDE’lerin üstçözümlerinin çözüm olduğu, yani üstçözümlerin \(T\) anında sürekli oldukları ve denk-
lemin son değerine tam olarak erişikleri ispatlanmaktadır. $X$ filtrasyonun Brownian hareketi tarafından sürülen ve kovaryans matrisi kesin olarak eliptik olan bir Markov difüzyon süreci olsun. Tezimizin ikinci amacı bu sürecin zamanla değişen sonlu ve açık bir kümeden ilk çıktığı annın dağılımının yoğunluğu olduğunu ispatlamaktır. Bu yoğunlukların varlığı, bu çıkış zamanları BSDE’nin sondeğerlerinde görülen $\tau_1$ ve $\tau_2$ zamanları olarak kullanabileceğini de gösterir. Tezimizde, elde ettigimiz sonuçların stokastik optimal kontrol soruları açısından ne anlama geldiği de anlatılmıştır.

Anahtar Kelimeler: Geriye Doğru Stokastik Diferansiyel Denklemler, Tekil son değerler, Markov olmayan son değer, süreklilik problemi
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A backward stochastic differential equation (BSDE) is a stochastic differential equation (SDE) with a prescribed terminal condition. More precisely, given a filtration $\mathbb{F}$, it is an equation of the form

$$Y_t = Y_0 + \int_0^t f(Y_s, Z_s) ds + \int_0^t Z_s dM_s, Y_T = \xi,$$

or

$$dY_t = f(Y_t, Z_t) dt + Z_t dM_t, Y_T = \xi,$$  \hspace{1cm} (1.1)

where the inputs are the driver process $f$, a martingale $M$, and the terminal condition $\xi \in \mathcal{F}_T$ and the sought solution is a pair of adapted processes $(Y, Z)$. Linear BSDE (i.e., where $f$ is a linear function of $Y$ and $Z$) appeared first in the seventies in the context of stochastic optimal control research [4, 35]; although in early works BSDE as a separate object was not identified and named. In 1990, Pardoux and Peng[31], introduced BSDE as a stand-alone idea where $f$ was taken Lipschitz (rather than linear). Since this initial work research in BSDE has exploded (see the references in the books [35, 44]) and BSDE found applications in many areas related to probability theory, most notably: stochastic optimal control, mathematical finance and partial differential equations (PDE) [35, 12]. At first impression, BSDE can appear as a stochastic analog of ordinary differential equation (ODE) with terminal condition. However, this is misleading: for an ODE the terminal value problem on the interval $[0, T]$ reduces to an initial value problem on $[0, T]$ once we reverse time: $t \rightarrow T - t$. For BSDE, such a reversal of time of argument does not work because of the presence of the filtration $\mathbb{F}$ and the adaptedness requirement. A very simple example
demonstrating this point is the BSDE

\[ dY_t = 0, Y_T = \xi. \]

where for simplicity we assume the underlying filtration \( \mathcal{F} \) to be that of a standard Brownian motion \( W \). Without the adaptedness requirement we get the trivial and uninteresting solution \( Y_t = \xi \). If require \( Y \) to be adapted, as would be natural in a stochastic setting, there will be no solution to this equation when \( \mathcal{F} \) is nontrivial. But if we formulate the BSDE in the form (1.1):

\[ dY_t = Z_t dW_t, Y_T = \xi, \]

this equation has the solution \( Y_t = \mathbb{E}[\xi|\mathcal{F}_t] \), and \( Z \) the adapted process that appears in the Ito martingale representation of \( Y \). For more examples and background on BSDE we refer the reader to [43, 35, 44].

1.1 Singular terminal values and continuity problem

In the traditional setting of BSDE theory the driver process is often taken to be Lip-
schitz with respect to its \( y \) variable. When superlinear growth in the \( y \) variable is allowed the solution process \( Y \) can blow up in finite time. A simple example is pro-
vided by the following ODE:

\[ \frac{dy}{dt} = y^q, \quad (1.2) \]

with \( q > 1 \). The unique solution of this equation with terminal condition \( y_T = \infty \) is given by

\[ y_t \doteq ((q - 1)(T - t))^{1-p}, \quad t < T, \quad 1/p + 1/q = 1. \]

Therefore, \( y_T = \infty \) is a viable terminal condition for the ODE (1.2). Similarly, one can look for solutions of the BSDE (1.1) with \( \infty \) valued terminal conditions. Such terminal conditions are said to be singular. The study of BSDE with singular terminal conditions was initiatd by Popier in [36]. This work studied the following setup:

\[ Y_t = Y_s - \int_s^t Y_r r^{q-1} dr - \int_s^t Z_r dW_r, 0 < s < t < T; \]

\[ Y_T = \xi, \]
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with \( \mathbb{P}(\xi = +\infty) > 0 \). The natural method to solve this BSDE when \( \xi \) is singular is via truncation: one defines the truncated terminal condition \( \xi_n = \xi \wedge n \), which is bounded by \( n \). Classical BSDE results imply the existence and uniqueness of the solution \((Y^n, Z^n)\) for this bounded terminal condition. A candidate solution for the singular terminal condition is then

\[
Y^{\text{min}} = \lim_{n \to \infty} Y^n. \tag{1.4}
\]

The existence of the limit is given by comparison principles for BSDE (see Chapter 3 below for a precise statement). The boundedness of the limit is proven by apriori upperbounds derived in [36] (see Chapter 3). The definition (1.4) implies

\[
\liminf_{t \to T} Y^{\text{min}} \geq \xi. \tag{1.5}
\]

Because \( Y^{\text{min}} \) satisfies this inequality, it is called a supersolution to the BSDE (1.3). To be a solution it needs to satisfy

\[
\lim_{t \to T} Y^{\text{min}} = \xi, \tag{1.6}
\]

i.e., in addition to (1.5), it needs to also satisfy

\[
\limsup_{t \to T} Y^{\text{min}} \leq \xi. \tag{1.7}
\]

We refer to the problem of proving whether these statements hold for a given driver process and terminal condition \( \xi \) as the “continuity problem.” The goal of this thesis is to study the continuity problem for a range of driver processes and terminal conditions to be explained below.

The first continuity results were also obtained in [36] for the following setup. Let \( g \) be a measurable function defined on \( \mathbb{R}^m \), which has values in \( \mathbb{R}_+ \cup \{\infty\} \) and such that \( \{g = \infty\} \) is closed. The terminal condition is defined as \( \xi = g(X_T) \), where \( X_t \) is \( d \)-dimensional Markov diffusion process. Under these assumptions [36] established (1.6) for the BSDE (1.3).

Terminal conditions of this form are called “Markovian.” This thesis focuses on non-Markovian terminal conditions. We next explain the class of problems we study. A summary of the available results on the continuity problem is given in Chapter 2 below.
1.2 Goals of this thesis

The first work to solve a BSDE with a non-Markovian singular terminal condition was [42] treating the following problem:

\[ Y_t = Y_s - \int_s^t Y_r |Y_r|^{q-1} dr - \int_s^t Z_r dW_r, 0 < s < t < T, \]
\[ Y_T = \xi, \]

where \( W \) is a single dimensional Brownian motion, \( \xi = \infty \cdot 1_{\{\tau_0 \leq T\}} \) or \( \xi = \infty \cdot 1_{\{\tau_0 > T\}} \), and \( \tau_0 \) is the first exit time of \( W \) from an interval \([a, b]\). Our goal is to generalize these results in the following directions:

1. Work with a more general filtration supporting a \( d \)-dimensional Brownian motion and a Poisson random measure,

2. More general driver processes \( f \) that is allowed to be an \( \mathbb{F} \)-adapted process,

3. Extend \( \xi_1 = \infty \cdot 1_{\{\tau \leq T\}} \) to \( \xi_1 = \infty \cdot 1_{\{\tau \leq T\}} + F \cdot 1_{\{\tau > T\}} \) where \( F \in \mathcal{F}_T \) is sufficiently integrable and \( \tau \) is any stopping time whose distribution around \( T \) has a bounded density.

4. Extend \( \xi_2 = \infty \cdot 1_{\{\tau > T\}} \) to the more general terminal condition \( \xi_2 = \infty \cdot 1_{A_T} + F \cdot 1_{A_T} \) where \( F \) is as above and \( A_t, t \in [0, T] \) is a decreasing sequence of events adapted to \( \mathcal{F}_T \) that is left continuous in probability at \( T \).

Another problem we study in this thesis is the distribution of the first exit time of a multidimensional Markov process from a time varying domain. In Chapter 6 we show, under some general assumptions, that the distribution of such an exit time has a density and therefore can be used to define the terminal conditions \( \xi_1 \) and \( \xi_2 \) given above. We further comment on the contents of this chapter below.

Let \( (\Omega, \mathcal{F}, \mathbb{P}, \mathbb{F} = (\mathcal{F}_t)_{t \geq 0}) \) be a filtered probability space. The filtration \( \mathbb{F} \) is assumed to be complete, right continuous, it supports a \( d \) dimensional Brownian motion \( W \) and a Poisson random measure \( \pi \) with intensity \( \mu(d\epsilon)dt \) on the space \( \mathcal{E} \subset \mathbb{R}^m \setminus \{0\} \). The measure \( \mu \) is \( \sigma \)-finite on \( \mathcal{E} \) and satisfies

\[ \int_{\mathcal{E}} (1 \wedge |\epsilon|^2) \mu(d\epsilon) < +\infty. \]
The compensated Poisson random measure \( \tilde{\pi}(de, dt) = \pi(de, dt) - \mu(de)dt \) is a martingale with respect to the filtration \( \mathbb{F} \). In this framework we will study the following generalization of (1.8):

\[
Y_t = Y_s + \int_t^s f(r, Y_r, Z_r, \psi_r)dr - \int_t^s Z_r dW_r - \int_t^s \int \psi_r(e) \tilde{\pi}(de, dr) - \int_t^s dM_r,
\]

(1.9)

\[
Y_T = \xi,
\]

(1.10)

\( 0 \leq t < s < T \). We call \((Y, Z, \psi, M)\) a solution to the BSDE (1.9,1.10) if \((Y, Z, \psi, M)\) satisfies (1.9,1.10) and \( Y \) is continuous at \( T \), i.e.,

\[
\lim_{t \to T} Y_t = Y_T = \xi;
\]

The driver \( f \), generalizing the deterministic \(-y |y|^{q-1}\) appearing in (1.8), is defined on \( \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R}^k \times (L^1_\mu + L^2_\mu) \) and for any fixed \( y, z, \psi, f(t, y, z, \psi) \) is assumed to be a progressively measurable process; thanks to apriori bounds and comparison results proven in [24, 25, 26], we are able to work with a very general class of drivers; to be able to use their bounds and comparison results we will adopt the assumptions these works make on the filtration and on the driver, which are listed in chapter 3 later on.

In Chapter 4 we solve the BSDE (1.9,1.10) with\(^1\)

\[
\xi = \xi_1 = \infty \cdot 1_{\{\tau \leq T\}} + F \cdot 1_{\{\tau > T\}}
\]

where \( F \) is a sufficiently integrable real valued \( \mathcal{F}_T \) measurable random variable and \( \tau \) is any stopping time whose distribution in a neighborhood of \( T \) has a bounded density.

In Chapter 5 we treat terminal conditions of the form

\[
\xi = \xi_2 = \infty \cdot 1_{A_T} + F 1_{A_T^c}
\]

where \( F \) is an integrable \( \mathcal{F}_T \) measurable random variable and \( A_t \) is a decreasing left continuous sequence of events adapted to our filtration that is left continuous in probability at time \( T \):

\[
P \left( \bigcap_{t<T} A_t \setminus A_T \right) = 0.
\]

(1.11)

\(^1\) We define \( 0 \cdot \infty := 0 \).
Lemma 5.1 of Chapter 5 shows that the formulation of the terminal condition $\xi_2$ in terms of a decreasing sequence of events is equivalent to setting $\{\tau > T\}$ where $\tau$ is a stopping time with $\mathbb{P}(\tau = T) = 0$.

We know from [25] that the BSDE (1.9) has a minimal supersolution $Y_t^{\min}$ with terminal condition $\xi_1$. The goal of Chapter 4 is to prove that $Y_t^{\min}$ is continuous at $T$ and has $\xi_1$ as its limit; this implies that the supersolution is indeed a solution. Let $Y^\infty$ be the solution of (1.9) with terminal condition $\xi = \infty$ identically. The main idea in establishing the continuity of the minimal supersolution is to use the solution of a linear BSDE with terminal condition $Y^\infty \cdot 1_{\{\tau \leq T\}}$ as an upper bound on the time interval $[0, \tau \wedge T]$ (see (4.4) and (4.5)). The proof that the upper bound process is well defined involves two ingredients: 1) the fact that $\tau$ has a density and 2) apriori upper bounds on $Y^\infty$ derived in [25]. Although the approach of [42] is different from the one outlined above, it uses these ingredients as well, both of which are elementary in the setup treated in [42]: there is an explicit formula for the density of the exit time $\tau_0$ and the process $t \mapsto y_t$ in [42] corresponding to $Y^\infty$ is deterministic with an elementary formula so no apriori bounds were needed in [42].

The treatment of $\xi_2$ given in Chapter 5 is a generalization of the argument given in [42] dealing with $\infty \cdot 1_{\{\tau_0 > T\}}$ where $\tau_0$ is the first time a one dimensional Brownian motion leaves a bounded interval; the argument in [42] was based on a reduction to PDE whereas in the present work we will be working directly with the BSDE. To deal with the generality of the filtration, we impose a further technical assumption (see (C2) Chapter 5): there exists a sequence $t_n \uparrow T$ such that the filtration $\mathcal{F}$ is left continuous at all $t_n$. See Remark 4 in Chapter 5 for comments on this assumption. To solve the BSDE with terminal condition $\xi_2$, we construct two sequences of processes (all solutions of the BSDE (1.9), (1.10) with different terminal conditions), one increasing and one decreasing such that the decreasing sequence dominates the increasing one.

The limit of the increasing sequence is our candidate solution (in fact it is exactly the minimal supersolution of [25] with terminal condition $\xi_2$); the decreasing sequence is used to prove that the candidate solution satisfies the terminal condition. The terminal condition for the increasing sequence is $Y_T = k \cdot 1_{A_T} + (F \wedge k) \cdot 1_{A_T^c}$ and for the decreasing sequence it is $Y_T = \infty \cdot 1_{A_{t_n}} + F \cdot 1_{A_{t_n}^c}$. That all these sequences are in the right order will be proven by the comparison principle for the BSDE (1.9) derived...
In Chapter 6 we identify a class of stopping times satisfying the assumptions made on the stopping times above. The class of these stopping times is defined in terms of a diffusion process $X$ driven by the Brownian motion $W$:

$$X_t = x_0 + \int_0^t b(s, X_s)ds + \int_0^t \sigma(s, X_s)dW_s,$$

where $a = \sigma \sigma'$ is assumed to be uniformly and strictly elliptic and $a$ and $b$ assumed uniformly Hölder continuous; these assumptions are adopted from [16, page 8]. The initial value $x_0$ takes values in a bounded open set $D_0$. Define

$$D = \bigcup_{t=0}^T \{t\} \times D_t \subset \mathbb{R}^d_{+1};$$

$D$ satisfies the assumptions in [16], see Chapter 6.2. The class of stopping times identified in this chapter are exit times of $X$ from the domain $D$:

$$\tau = \inf\{t \geq 0 : X_t \in D^c_t\}. \quad (1.13)$$

To prove that $\tau$ satisfies the assumptions of Chapters 4 and 5 it suffices to show that it has a continuous density. Despite the considerable literature on exit times of diffusions we are not aware of a result in the currently available literature establishing that the exit time $\tau$ of (1.13) has a density. Chapter 6 is devoted to the derivation of this density; the natural tool for this is the Green’s function of the generator of $X$ derived in [16].

In the next chapter we give a review of the continuity results available in the current literature and discuss them in relation to the problems we study in the present work. Chapter 3 then reviews the assumptions and results on BSDE with singular terminal conditions from prior works that we will be using in this thesis. The value function of a class of stochastic optimal control problems arising in finance can be expressed in terms of BSDE with singular terminal conditions. This connection is briefly reviewed in Chapter 7. In the same chapter we discuss the implications of our results in stochastic optimal control. Conclusion (Chapter 8) discusses possible future work.
CHAPTER 2

CONTINUITY RESULTS IN THE PRIOR LITERATURE

The continuity problem for BSDE with singular terminal conditions that the present work focuses can be expressed in two parts as follows:

1. Does the limit $\lim_{t \to T} Y_t^{\min}$ exist?

2. Can the inequality (1.5) be an equality (if the filtration is left-continuous at time $T$), i.e., is the supersolution $Y_t^{\min}$ in fact a solution?

Let us summarize the known results about these questions in the currently available literature. The existence of a limit at time $T$ is proven under a structural condition on the generator $f$ ([37, Theorem 3.1]). Roughly speaking it is proven that $Y$ is a non linear continuous transform of a non negative supermartingale.

The second question is addressed in [36, 37, 42, 28]. In the first two papers [36, 37], the terminal condition $\xi$ is supposed to be Markovian i.e. no additional assumption is supposed on $f$, that is the setting is only half-Markovian, that is $\xi = g(X_T)$, where $X$ is given by (1.12). In [28], $\xi$ is given by a smooth functional (in the sense of Dupire [14, 9, 8]) on the paths of $X$. In these three papers, the proof is based on the Itô formula and on a suitable control on $Z$ and $\psi$, which yields to a condition on $q$ in (B1) namely $q$ is essentially supposed to be greater than 3.

The work [42] was a first attempt to obtain a positive answer to these questions for non Markovian terminal condition $\xi$. This work obtains the continuity of $Y$ at time $T$ with $q > 2$ in the first case $\xi_1$ and with $q > 1$ in the second case $\xi_2$, which relaxes the assumption on $q$ imposed in [36, 37, 28]. Our aim is to extend this work in the
directions indicated above.
CHAPTER 3

ASSUMPTIONS AND RESULTS FROM PREVIOUS WORKS

For basic definitions and theorems from stochastic calculus such as Brownian motion, Itô calculus, Poisson random measure that are used throughout this thesis we refer the reader to [30, 39] for a review of these concepts and results. This chapter gives the precise framework (assumptions on the filtration, driver process, terminal condition as well as comparison principles and apriori upperbounds) within which we will be working. The framework is mostly adopted from [25] which constructs minimal supersolutions for BSDE with singular terminal conditions with a general class of driver processes $f$ and a general filtration $\mathbb{F}$ and proves comparison principles for these BSDE. The arguments in Chapter 4 require a new apriori upperbound for the $Y^\text{min}$ process (see the proof of Lemma 4.1). This upperbound is given as Proposition 3.1. The upperbounds and comparison principles will be among our main tools in Chapters 4 and 5.

Let us first define $L^p_\mu = L^p(\mathcal{E}, \mu; \mathbb{R})$, the set of measurable functions $\psi : \mathcal{E} \to \mathbb{R}$ such that

$$\|\psi\|^p_{L^p_\mu} = \int_{\mathcal{E}} |\psi(e)|^p \mu(de) < +\infty,$$

and $\mathfrak{B}^2_\mu = \begin{cases} L^2_\mu & \text{if } p \geq 2, \\ L^1_\mu + L^2_\mu & \text{if } p < 2. \end{cases}$

For the definition of the sum of two Banach spaces, see for example [23]. The introduction of $\mathfrak{B}^2_\mu$ is motivated in [26]. We assume that $f : \Omega \times [0, T] \times \mathbb{R} \times \mathbb{R}^m \times \mathfrak{B}^2_\mu \to \mathbb{R}$ is a random measurable function, such that for any $(y, z, \psi) \in \mathbb{R} \times \mathbb{R}^m \times \mathfrak{B}^2_\mu$, the process $f(t, y, z, \psi)$ is progressively measurable. For notational convenience we write $f^0_t = f(t, 0, 0, 0)$. 

11
The precise assumptions on the driver $f$, adapted from [25] are as follows:

(A1) The function $y \mapsto f(t, y, z, \psi)$ is continuous and monotone: there exists $\chi \in \mathbb{R}$ such that a.s. and for any $t \in [0, T]$ and $z \in \mathbb{R}^m$ and $\psi \in \mathfrak{B}^2_\mu$

\[
(f(t, y, z, \psi) - f(t, y', z, \psi))(y - y') \leq \chi(y - y')^2.
\]

(A2) $\sup_{|y| \leq n} |f(t, y, 0, 0) - f^0_t| \in L^1((0, T) \times \Omega)$ holds for every $n > 0$.

(A3) There exists a progressively measurable process $\kappa = \kappa^{y, z, \psi, \phi} : \Omega \times \mathbb{R}_+ \times \mathbb{R}^m \times \mathfrak{B}^2_\mu \to \mathbb{R}$ such that

\[
f(t, y, z, \psi) - f(t, y, z, \phi) \leq \int_\mathcal{E} (\psi(e) - \phi(e))\kappa^{y, z, \psi, \phi}(e) \mu(de)
\]

with $\mathbb{P} \otimes \text{Leb} \otimes \mu$-a.e. for any $(y, z, \psi, \phi)$, $-1 \leq \kappa^{y, z, \psi, \phi}(e)$ and $|\kappa^{y, z, \psi, \phi}(e)| \leq \vartheta(e)$ where $\vartheta$ belongs to the dual space of $\mathfrak{B}^2_\mu$, that is $L^2_\mu$ or $L^\infty_\mu \cap L^2_\mu$.

(A4) There exists a constant $L_f$ such that a.s.

\[
|f(t, y, z, \psi) - f(t, y, z', \psi)| \leq L_f |z - z'|
\]

for any $(t, y, z, z', \psi)$.

The set of conditions (A) guarantees the existence and uniqueness of the solution of the BSDE (1.9) and (1.10) if for some $p > 1$

\[
\mathbb{E} \left[ |\xi|^p + \left( \int_0^T |f^0_t|dt \right)^p \right] < +\infty.
\]

(3.1)

(see [24, 26] and the references therein).

A key tool for BSDEs is the comparison principle which ensures that if $\xi^1 \leq \xi^2$ a.s., if we can compare the generators $f^1 \leq f^2$ along one solution and if the drivers satisfy the conditions (A), then the solutions can be compared: a.s. $Y^1 \leq Y^2$. See, e.g., [12, Section 3.2], [24, Proposition 4] or [32, Section 5.3.6].

A second set of assumptions are needed to control the growth of the process $Y$ when the terminal condition can take the value $+\infty$. These assumptions generalize the superlinearity of $y \mapsto y|y|^{q-1}$ in (1.8) and are adapted from [25]:
There exists a constant $q > 1$ and a positive process $\eta$ such that for any $y \geq 0$

$$f(t, y, z, \psi) \leq -\frac{y}{\eta t}|y|^{q-1} + f(t, 0, z, \psi).$$

There exists some $\ell > 1$ such that

$$\mathbb{E} \int_0^T \left[(\eta_s)^{\ell(p-1)}\right] ds < +\infty$$

where $p$ is the Hölder conjugate of $q$.

The parameter $\vartheta$ of (A3) satisfies: for any $\varpi > 2$

$$\int_{\mathcal{E}} |\vartheta(e)|^\varpi \mu(de) < +\infty.$$

We suppose that $f^0$ satisfies

$$f^0_t \geq 0, \ t \in [0, T] \text{ a.s., } \mathbb{E} \int_0^T (f^0_s)^\ell ds < +\infty.$$ 

where $\ell > 1$ is the constant in assumption (B2).

We further suppose that the generator $(t, y) \mapsto -y|y|^{q-1}/\eta_t$ satisfies the (A) assumptions, which means that $\eta$ satisfies:

$$\mathbb{E} \int_0^T \frac{1}{\eta_t} dt < +\infty. \quad (3.2)$$

**Remark 1 (On Assumption (B3)).** In fact it is sufficient to assume that $\vartheta$ belongs to some $L^\rho_\mu$ for $\rho$ large enough. But this generality leads to cumbersome conditions on $\ell$ and $q$ in Theorem 4.1.

**Remark 2 (On Condition (B4)).** The work [25] introduces an integrability assumption on $(f^0_t)^- = \max(-f^0_t, 0)$ and on $(f^0_t)^+$ (see conditions A4 and A6 in [25]). Hence (B4) is stronger. The sign hypothesis could be relaxed at the expense of more technical considerations and presentation.

The case $\int_0^T (f^0_s)^+ ds = +\infty$ (excluded by our assumption (B4)) is not an obstacle to the construction of minimal supersolutions, and [25], which constructs minimal supersolutions allows $\int_0^T (f^0_s)^+ ds = +\infty$. The problem with $\int_0^T (f^0_s)^+ ds = +\infty$ is that in its presence it is known that $Y^{\text{min}}$ may be discontinuous at $T$: see, [37, Section 3.1], for a BSDE that violates the integrability condition (B4) on $f^0$, whose
minimal supersolution $Y_{\min}^\dagger$ explodes almost surely at time $T$ for all terminal values $\xi$. Therefore, the integrability condition $[B4]$ is natural when one seeks continuity results for the class of BSDE treated in the present work.

From [25, Theorem 1], under the setting of conditions (A) and (B), and if the filtration is left-continuous at time $T$, we know that there exists a process $(Y, Z, \psi, M)$ which is a minimal supersolution to the BSDE (1.9) with singular terminal condition $Y_T = \xi \geq 0$ in the sense that:

1. for all $t < T$:
   \[ E \left( \sup_{s \in [0,t]} |Y_s|^\ell + \left( \int_0^t |Z_s|^2 ds \right)^{\ell/2} + \left( \int_0^t \int_\mathcal{F} |\psi_s(e)|^2 \pi(de, ds) \right)^{\ell/2} + [M]_t^{\ell/2} \right) < +\infty; \]

2. $Y$ is non negative;

3. for all $0 \leq s \leq t < T$:
   \[ Y_s = Y_t + \int_s^t f(u, Y_u, Z_u, \psi_u) du - \int_s^t ZsdW_u - \int_s^t \int_\mathcal{F} \psi_u(e) \tilde{\pi}(de, du) - \int_s^t dM_u. \]

4. The terminal condition (1.10) becomes (1.5), namely: a.s.
   \[ \liminf_{t \to T} Y_s \geq \xi. \]

5. For any other supersolution $(Y', Z', \psi', M')$ satisfying the first four properties, we have $Y_t \leq Y_t'$ a.s. for any $t \in [0, T)$.

As in [42], we denote this minimal supersolution by $(Y_{\min}^\dagger, Z_{\min}^\dagger, \psi_{\min}^\dagger, M_{\min}^\dagger)$. Let us recall that the construction is done by approximation ([25, Theorem 1]). We consider $(Y^{(k)}, Z^{(k)}, \psi^{(k)}, M^{(k)})$ the unique solution of the BSDE:

\[ Y^{(k)}_t = \xi \wedge k + \int_t^T f^k(s, Y^{(k)}_s, Z^{(k)}_s, \psi^{(k)}_s) ds \]
\[ - \int_t^T Z^{(k)}_s dW_s - \int_t^T \int_\mathcal{F} \psi^{(k)}_s(e) \tilde{\pi}(de, ds) - \int_t^T dM^{(k)}_s, \]

with truncated parameters, namely the terminal condition $\xi \wedge k$ and the driver

\[ f^k(t, y, z, \psi) = [f(t, y, z, \psi) - f^0_t] + (f^0_t \wedge k). \]
Under (A) and (B4), existence and uniqueness of the solution is guaranteed by [24, Theorem 3]. From the comparison principle ([24, Proposition 4]), the sequence $Y^{(k)}$ is non decreasing and converges to a limit $Y^{\text{min}}$: a.s. for any $t \in [0, T]$

$$\lim_{k \to +\infty} Y^{(k)}_t = Y^{\text{min}}_t.$$ 

The sequence $(Z^{(k)}, \psi^{(k)}, M^{(k)})$ converges to $(Z^{\text{min}}, \psi^{\text{min}}, M^{\text{min}})$: for any $0 \leq t < T$

$$\lim_{k \to +\infty} \mathbb{E} \left[ \left( \int_0^t |Z^{(k)}_u - Z^{\text{min}}_u|^2 du \right)^{\ell/2} \right] = 0.$$

See the proof of [25, Proposition 3].

Finally following the arguments of [25, Propositions 2 and 3], we can prove the following a priori upper estimate on the supersolution:

**Proposition 3.1.** For any $1 < \ell' \leq \ell$,

$$Y^{\text{min}}_t \leq \frac{K_{\vartheta, L_f, \ell'}}{(T - t)^{p - \ell'/\ell}} \left[ \mathbb{E} \left( \int_t^T ((p - 1)\eta_s)^{p-1} + (T - s)^p (f^0_0 s)^+ \right)^{\ell'/\ell} ds \right]^{1/\ell}$$

(3.5)

where $K_{\vartheta, L_f, \ell'}$ is a constant depending only on $\vartheta$, $L_f$ and $\ell'$. This estimate is valid for any terminal value $\xi$.

**Proof.** Let us recall the arguments of the proof of [25, Proposition 2]. For any $k \geq 0$ we consider the BSDE (3.3)

$$dY^{(k)}_t = -f^k(t, Y^{(k)}_t, Z^{(k)}_t, \psi^{(k)}_t)dt + Z^{(k)}_t dW_t + \int_\mathcal{E} \psi^{(k)}_t(e) \mathcal{P}(de, dt) + dM^{(k)}_t$$

with bounded terminal condition $Y^{(k)}_T = \xi \wedge k$ and where $f^k$ is given by (3.4):

$$f^k(t, y, z, \psi) = (f(t, y, z, \psi) - f^0_0 t) + f^0_0 \wedge k.$$

The solution $Y^{(k)}$ is non negative in our setting. We also consider the driver

$$h(t, y, z, \psi) = b^k_t - p \frac{1}{T - t} y + \left[ f(t, 0, z, \psi) - f^0_0 \right].$$

with $b^k_t = \frac{(p-1)\eta_t^p}{(T-t)^{p}} + (f^0_0 \wedge k)$. Let $\varepsilon > 0$ and denote by $(Y^{\varepsilon, k}, Z^{\varepsilon, k}, \phi^{\varepsilon, k}, N^{\varepsilon, k})$ the solution process of the BSDE on $[0, T - \varepsilon]$ with driver $h$ and terminal condition
\( \mathcal{Y}_{T^-}^{\varepsilon,k} = Y_{T^-}^{(k)} \geq 0. \) Recall that from (A3) and (A4)

\[
f(t, 0, z, \psi) - f^0_t \leq \beta_t z, \psi + \int_{\mathcal{E}} \psi(e) \kappa_t^0,0,0(e) \mu(de),
\]

where

\[
\beta_t z, \psi = \frac{f(t, 0, z, \psi) - f(t, 0, 0, \psi)}{z \mathbb{1}_{z \neq 0}}.
\]

From (A4) \( \beta_t z, \psi \) is a bounded process by \( L_f \). Hence by a comparison argument with the solution for linear BSDE (see [40, Lemma 4.1]) we have

\[
\mathcal{Y}_{t}^{\varepsilon,k} \leq \mathbb{E} \left[ \Gamma_{t,T^-}^{\varepsilon,k} Y_{T^-}^{(k)} + \int_t^{T^-} \Gamma_s b_s^k ds \bigg| \mathcal{F}_t \right]
\]

where for \( t \leq s \leq T - \varepsilon \)

\[
\Gamma_{t,s} = \exp \left( -\int_t^s \frac{p}{T-u} du + \int_t^s \beta_u^{Z^{\varepsilon,k},\phi^{\varepsilon,k}} dW_u - \frac{1}{2} \int_t^s (\beta_u^{Z^{\varepsilon,k},\phi^{\varepsilon,k}})^2 du \right) V_{t,s}^{\varepsilon,k}
\]

\[
= \left( \frac{T-s}{T-t} \right)^p \exp \left( \int_t^s \beta_u^{Z^{\varepsilon,k},\phi^{\varepsilon,k}} dW_u - \frac{1}{2} \int_t^s (\beta_u^{Z^{\varepsilon,k},\phi^{\varepsilon,k}})^2 du \right) V_{t,s}^{\varepsilon,k}
\]

and

\[
V_{t,s}^{\varepsilon,k} = 1 + \int_t^s \int_Z V_{t,u}^{\varepsilon,k}(\kappa_u^{0,0,0}(z)) \pi(dz, du).
\]

(3.6)

Hence

\[
\mathcal{Y}_{t}^{\varepsilon,k} \leq \frac{1}{(T-t)^p} \mathbb{E} \left[ \varepsilon^p V_{t,T^-}^{\varepsilon,k} Y_{T^-}^{(k)} + \int_t^{T^-} V_{t,s}^{\varepsilon,k} (T-s)^p b_s^k ds \bigg| \mathcal{F}_t \right].
\]

Since \( b_t^k \geq 0 \) it holds that \( \mathcal{Y}_{t}^{\varepsilon,k} \geq 0 \) a.s. for every \( t \in [0, T] \). Hence from Condition (B1)

\[
f_t^k(t, \mathcal{Y}_{t}^{\varepsilon,k}, Z_{t}^{\varepsilon,k}, \phi_{t}^{\varepsilon,k}) \leq \frac{1}{\eta_t} (\mathcal{Y}_{t}^{\varepsilon,k})^{\eta_t} + f_t^k(t, 0, Z_{t}^{\varepsilon,k}, \phi_{t}^{\varepsilon,k}).
\]

It follows that

\[
f_t^k(t, \mathcal{Y}_{t}^{\varepsilon,k}, Z_{t}^{\varepsilon,k}, \phi_{t}^{\varepsilon,k}) \leq h(t, \mathcal{Y}_{t}^{\varepsilon,k}, Z_{t}^{\varepsilon,k}, \phi_{t}^{\varepsilon,k}) - \frac{1}{\eta_t} (\mathcal{Y}_{t}^{\varepsilon,k})^{\eta_t} - \frac{(p-1)\eta_t}{(T-t)^p} + \frac{p}{T-t} \mathcal{Y}_{t}^{\varepsilon,k}
\]

\[
\leq h(t, \mathcal{Y}_{t}^{\varepsilon,k}, Z_{t}^{\varepsilon,k}, \phi_{t}^{\varepsilon,k}),
\]

where we used the Young inequality: \( c^p + (p-1)g^q - pcy \geq 0 \) which holds for all \( c, y \geq 0 \). The comparison theorem implies \( Y_{t}^{(k)} \leq \mathcal{Y}_{t}^{\varepsilon,k} \) for all \( t \in [0, T^-] \) and \( \varepsilon > 0 \).

Recall once again from Condition (B3) then \( V_{t}^{\varepsilon,k} \) belongs to \( \mathcal{H}^{\omega_0}(0, T^-) \) for some \( \omega \geq 2 \). From the upper bound \( Y_{t}^{(k)} \leq k(T + 1) \) and from the integrability property
of \(V_{t,x}^{\epsilon,k}\), with dominated convergence, by letting \(\epsilon \downarrow 0\) we obtain a.s.

\[
\mathbb{E} \left[ \epsilon^{p} V_{t,T-\epsilon}^{\epsilon,k} Y_{T-\epsilon}^{(k)} \right] \mathcal{F}_{t} \rightarrow 0.
\]

From Assumption \([B3]\) by the proof of Proposition A.1 in \([40]\), there exists a constant \(K_{\theta,K_f,\ell'}\) such that a.s.

\[
\mathbb{E} \left[ \int_{t}^{T-\epsilon} (V_{t,s}^{\epsilon,k})^{\ell'/p+1} ds \right] \leq (K_{\theta,L_f,\ell'})^{(\ell'-1)/\ell'}.
\]

From Conditions \([B2]\) and \([B4]\), it follows that the process \(((T-t)^{p} b_{t}^{k}, 0 \leq t \leq T)\) belongs to \(\mathbb{H}^{\ell'}(0,T)\) for any \(1 < \ell' \leq \ell\). Therefore by Hölder’s inequality we obtain

\[
\mathbb{E} \left[ \int_{t}^{T-\epsilon} V_{t,s}^{\epsilon,k} (T-s)^{p} b_{s}^{k} ds \right] \mathcal{F}_{t} \leq K_{\theta,L_f,\ell'} \mathbb{E} \left[ \int_{t}^{T} ((T-s)^{p} b_{s}^{k})^{\ell'} ds \right]^{1/\ell'} \mathcal{F}_{t}.
\]

Hence we can pass to the limit as \(\epsilon \downarrow 0\)

\[
Y_{t}^{(k)} \leq K_{\theta,L_f,\ell'} \frac{1}{(T-t)^{p}} \mathbb{E} \left[ \int_{t}^{T} ((T-s)^{p} b_{s}^{k})^{\ell'} ds \right]^{1/\ell'} \mathcal{F}_{t}.
\]

Assumptions \([B2]\) and \([B4]\) imply by monotone convergence for \(k \rightarrow \infty\)

\[
Y_{t}^{(k)} \leq K_{\theta,L_f,\ell'} \frac{1}{(T-t)^{p}} \mathbb{E} \left[ \int_{t}^{T} \left( ((p-1)\eta_{s})^{p} + (T-s)^{p} (f_{s}^{0})^{\ell'} \right) ds \right]^{1/\ell'} \mathcal{F}_{t} < +\infty
\]

Using again Hölder’s inequality for the conditional expectation, we obtain the upper bound in \(3.5\).
CHAPTER 4

TERMINAL CONDITION $\xi_1$

The goal of Chapter is to solve the BSDE (1.9) with terminal condition $\xi_1 = \infty \cdot 1_{\{\tau \leq T\}} + F 1_{\{\tau > T\}}$ where $\tau$ is any stopping time whose distribution in a neighborhood of $T$ has a bounded density. We will see in Chapter 6 below that first exit times from time varying domains of multidimensional diffusions driven by $W$ satisfy this condition. Another simple example is provided by jump times of compound Poisson processes, which are Erlang distributed and they evidently have densities.

The next section starts with proving continuity of the minimal supersolution for the terminal condition $\xi_1 = \infty \cdot 1_{\{\tau \leq T\}}$. The same argument extends with minor modifications to $F \neq 0$, this is treated in Chapter 4.2. The main idea, as already discussed in the introduction, is to dominate the the supersolution with another process whose continuity is known at time $T$. In contrast, the paper [42] obtained continuity of $Y$ by showing that it could be constructed by pasting two processes at $\tau$. The presence of the orthogonal martingale $M$ in the solution of the BSDE complicates this argument in the present setting. Chapter 4.3 generalizes this pasting argument under the additional assumption that the filtration is generated by $W$ and $\pi$ alone.

4.1 Continuity for the terminal condition $\xi_1 = \infty \cdot 1_{\{\tau \leq T\}}$

Let $Y^{(k)}$ be the solution of the BSDE (3.3) with terminal condition

$$Y^{(k)}_T = \xi \wedge k = k \cdot 1_{\{\tau \leq T\}}.$$
The minimal supersolution of (1.9), by definition, is
\[ Y_t^{\min} = \lim_{k \to \infty} Y_t^{(k)}. \]

We will construct our solution by showing that \( Y^{\min} \) is in fact a solution, i.e., it satisfies
\[ \lim_{t \to T} Y_t^{\min} = \xi_1. \]  \hspace{1cm} (4.1)

By the definition of a supersolution
\[ \liminf_{t \to T} Y_t^{\min} \geq \xi_1. \]  \hspace{1cm} (4.2)

This, \( \limsup_{t \to T} Y_t^{\min} \leq \infty \) imply
\[ \lim_{t \to T} Y_t^{\min} = \liminf_{t \to T} Y_t^{\min} = \xi_1 = \infty \]  \hspace{1cm} (4.3)

over the event \( \{ \tau \leq T \} = \{ \xi_1 = \infty \} \). Therefore, it suffices to show (4.1) over the event \( \{ \tau > T \} \) where the right side of (4.1) is 0. We will do so by constructing a positive upperbound process \( Y^\infty, u \) on \( Y^{\min} \) that converges to 0 over the same event.

Recall that we suppose that the set of conditions (A) and (B) hold. Let \( Y^\infty \) be the minimal supersolution of (1.9) with terminal condition \( Y_T = \infty \) (if \( f(y) = -y|y|^{q-1} \), then \( Y_t^\infty = ((q-1)(T-t))^{-\frac{1}{q-1}} \)). Define
\[ \xi_1^{(\tau)} = I_{\{ \tau < T \}} Y_\tau^\infty. \]

The upperbound process \( Y^\infty, u \) is defined as the solution of the BSDE with the terminal value \( \xi_1^{(\tau)} = Y_\tau^\infty I_{\{ \tau \leq T \}} \) at the random time \( \tau \wedge T \) and the (linear in \( y \)) generator
\[ g(t, y, z, \psi) = \chi \cdot y + f(t, 0, z, \psi), \]  \hspace{1cm} (4.4)

where \( \chi \) is the constant in [A1]. For this to be well defined we need the following lemma:

**Lemma 4.1.** If the distribution of \( \tau \) in a neighborhood of \( T \) has a bounded density and if \( \ell > 2 \) of (B2) and \( q > 2 + \frac{2}{\ell - 2} \), then there exists some \( \varrho > 1 \)
\[ \mathbb{E}(x, t)[(\xi_1^{(\tau)})^\varrho] < \infty. \]

**Proof.** The assumptions [B2] and [B4] imply that
\[ M_t = \mathbb{E} \left[ \int_0^T \left( ((p-1)\eta_s)^{p-1} + (T-s)^p (f_s^0)^+ \right)^\ell ds \bigg| \mathcal{F}_t \right] \]

20
is a well defined nonnegative martingale. The hypotheses \( \eta_t > 0 \) and \( f^0_t \geq 0 \) imply
\[
\int_0^T \left( \left( (p - 1) \eta_s \right)^{p-1} + (T - s)^p (f^0_s)^+ \right)^\ell \, ds \geq \int_0^T \left( \left( (p - 1) \eta_s \right)^{p-1} + (T - s)^p (f^0_s)^+ \right)^\ell \, ds.
\]
This and the a priori bound (3.3) on \( Y^\infty \) imply for any \( 1 < \varrho < \ell \)
\[
\mathbb{E}_{(x,t)} \left[ 1_{\{\tau < T\}} (Y^\infty)^\varrho \right] \leq \mathbb{E}_{(x,t)} \left[ 1_{\{\tau < T\}} \frac{K_{\varrho,L_f,\ell'}}{T \wedge \tau - t} \frac{M_{\tau \wedge T}}{\varrho} \right] \leq K_{\varrho,L_f,\ell'} \mathbb{E}_{(x,t)} \left[ 1_{\{\tau < T\}} \frac{1}{(T \wedge \tau - t)^\kappa} \right] \frac{\ell - \varrho}{\ell - \varrho' \ell'}
\]
where
\[
\kappa = \frac{\hat{p} \varrho \ell}{\ell' - \varrho}, \quad \hat{p} = p - \frac{\ell - \ell'}{\ell' \ell'},
\]
and where we used the Hölder inequality since \( \varrho < \ell \).

Note that to show our result, from (3.5) it suffices to show \( \mathbb{E}_{(x,t)} \left[ 1_{\{T - \delta < \tau < T\}} \frac{1}{(T \wedge \tau - t)^\kappa} \right] < \infty \) for some \( \delta > 0 \). We have assumed that the distribution of \( \tau \) in a neighborhood of \( T \) has a bounded density, which we will denote by \( f^\tau(t,u) \).

Then:
\[
\mathbb{E}_{(x,t)} \left[ 1_{\{T - \delta < \tau < T\}} \frac{1}{(T \wedge \tau - t)^\kappa} \right] = \int_{T - \delta}^T \frac{1}{(u - t)^\kappa} f^\tau(t,u) \, du,
\]
for some \( \delta > 0 \). The boundedness of \( f^\tau \) implies that we obtain the desired result if \( \kappa < 1 \), that is if
\[
p < \frac{\ell - \ell'}{\ell' \ell'} + \frac{\ell - \varrho}{\varrho' \ell'}.
\]
The right side is maximal for \( \ell' = \varrho = 1 \). Recall that \( p > 1 \). Hence we need that
\[
\ell > 2 \text{ and if } q > 2 + \frac{2}{\ell - 2}, \text{ then } p < 2^{\ell - 1}. \quad \text{We can find } q > 1 \text{ and } \ell' > 1 \text{ such that the desired inequality holds.}
\]

**Remark 3.** In [42], the coefficients are bounded, that is, we can take \( \ell = +\infty \) and we get back the condition \( q > 2 \).

The driver \( g \) satisfies all conditions (A). Moreover the terminal time \( \tau \wedge T \) is bounded. Hence we apply [24, 26, Theorem 3] and ensure the existence and the uniqueness of the solution \( (Y^\infty, Z^\infty, \psi^\infty, M^\infty) \) such that for any \( t \in [0, T] \)
\[
\mathbb{E} \left[ |Y^\infty|^{\varrho} + \int_0^{\tau \wedge T} |Y^\infty_s|^{\varrho} \, ds + \left( \int_0^{\tau \wedge T} |Z^\infty_s|^{\ell} \, ds \right)^{\varrho/2} \right] + \left( \int_0^{\tau \wedge T} \int_E |\psi^\infty_s(e)|^2 \pi(\, de, ds) \right)^{\varrho/2} + [M^\infty]^{\varrho/2}_{\tau \wedge T} < +\infty.
\]
Note that if $f^0 \equiv 0$ and $f$ does not depend on $z$ and $\psi$, then

$$Y_t^{\infty,u} = \mathbb{E}[e^{\chi(t-T)}Y_{\tau}^{\infty}1_{\{T<\tau\}}|\mathcal{F}_t].$$

(4.7)

We next prove that $Y^{\infty,u}$ does serve as an upper bound on $Y^{(k)}$:

**Lemma 4.2.** $Y^{(k)}$ admits the upper bound

$$Y_t^{(k)} \leq Y_t^{\infty,u}$$

a.s. on the random interval $[0, \tau \land T]$.

**Proof.** The minimal solution $Y^{\infty}$ is constructed by approximation and for any $n \geq k$, we have: $k \cdot 1_{\{\tau \leq T\}} \leq n$ a.s. By the comparison principle for BSDEs, a.s. for any $t \in [0, T]$: $Y_t^{(k)} \leq Y_t^{\infty}$. Hence a.s.

$$Y_{\tau \land T}^{(k)} = Y_{\tau}^{(k)}1_{\{\tau \leq T\}} \leq Y_{\tau}^{\infty}1_{\{\tau \leq T\}}.$$ 

Since $Y^{(k)}$ solves the BSDE (1.9) on the whole interval $[0, T]$, the stopped process $Y^{(k),\tau} = Y_{\tau \land \tau}^{(k)}$ solves the same BSDE on the random interval $[0, \tau \land T]$.

Now $Y^{\infty,u}$ is the solution of the BSDE with the terminal value $\xi^{(1)}_t = Y_{\tau}^{\infty}1_{\{\tau \leq T\}}$ at the random time $\tau \land T$ and the generator

$$g(t, y, z, \psi) = \chi y + f(t, 0, z, \psi).$$

From the assumptions (A) on $f$, for any $y \geq 0$, we have

$$f(t, y, z, \psi) \leq f(t, y, z, \psi) - f(t, 0, z, \psi) + f(t, 0, z, \psi) \leq \chi y + f(t, 0, z, \psi) = g(t, y, z, \psi).$$

Note that $Y^{(k)}$ and $Y^{\infty}$ are non negative. Hence we can compare the drivers and deduce the claimed result by the comparison principle. \qed

The next lemma shows that the upper bound process has the continuity property we need at terminal time $T$. Recall that if $f^0 \equiv 0$ and $f$ does not depend on $z$ and $\psi$, then the upper bound process is given as (4.7), in which case its continuity simply follows from the martingale convergence theorem.

**Lemma 4.3.** The upper bound process $Y^{\infty,u}$ satisfies:

$$\lim_{t \to T} Y_t^{\infty,u} = 0.$$ 

a.s. on $\{\tau > T\}$.
Proof. Indeed for any $0 \leq t \leq s$:

\[
Y_{t \wedge \tau \wedge T}^\infty u = Y_{s \wedge \tau \wedge T}^\infty u + \int_{s \wedge \tau \wedge T}^{\tau \wedge T} g(r, Y_r^\infty u, Z_r^\infty u, \psi_r^\infty u) \, dr \\
- \int_{s \wedge \tau \wedge T}^{\tau \wedge T} Z_r^\infty u \, dW_r - \int_{s \wedge \tau \wedge T}^{\tau \wedge T} \int_{\mathcal{E}} \psi_r^\infty u(e) \bar{\pi}(de, dr) \\
= Y_{s \wedge \tau \wedge T}^\infty u + \int_{s \wedge \tau \wedge T}^{\tau \wedge T} \chi Y_r^\infty u \, dr + \int_{s \wedge \tau \wedge T}^{\tau \wedge T} f_r^0 \, dr - \int_{s \wedge \tau \wedge T}^{\tau \wedge T} dM_r^\infty u \\
+ \int_{s \wedge \tau \wedge T}^{\tau \wedge T} \left[ f(r, 0, Z_r^\infty u, \psi_r^\infty u) - f(r, 0, 0, \psi_r^\infty u) \right] \, dr - \int_{s \wedge \tau \wedge T}^{\tau \wedge T} Z_r^\infty u \, dW_r \\
+ \int_{s \wedge \tau \wedge T}^{\tau \wedge T} \left[ f(r, 0, 0, \psi_r^\infty u) - f_r^0 \right] \, dr - \int_{s \wedge \tau \wedge T}^{\tau \wedge T} \int_{\mathcal{E}} \psi_r^\infty u(e) \bar{\pi}(de, dr)
\]

Using (A4) we can write

\[
f(r, 0, Z_r^\infty u, \psi_r^\infty u) - f(r, 0, 0, \psi_r^\infty u) = \kappa_r^\infty u Z_r^\infty u
\]

where the process $\kappa_r^\infty u$ is bounded by $L_f$ uniformly in $r$ and $\omega$. Using (A3) we have

\[
f(r, 0, 0, \psi_r^\infty u) - f_r^0 \leq \int_{\mathcal{E}} \psi_r^\infty u(e) \kappa_r^{0,0,\psi_r^\infty u,0}(e) \mu(de).
\]

From the comparison principle for BSDE and the explicit formula for the solution of a linear BSDE (see [44, Chapter 4]) we have an explicit upper bound on $Y_t^\infty u$:

\[
Y_t^\infty u \leq \mathbb{E} \left[ \mathcal{E}_{t \wedge \tau \wedge T} Y_{\tau \wedge T}^\infty u 1_{T \wedge T} + \int_{t}^{\tau \wedge T} \mathcal{E}_{t \wedge s} f_r^0 \, ds \bigg| \mathcal{F}_t \right] = \Gamma_t,
\]

where for $t \leq s$

\[
\mathcal{E}_{t \wedge s} = \exp \left( \chi(s-t) + \int_{t}^{s} \kappa_r^\infty u \, dW_r - \frac{1}{2} \int_{t}^{s} |\kappa_r^\infty u|^2 \, dr \right) V_{t \wedge s}^\infty
\]

and $V^\infty$ is the Doléans-Dade exponential (see [39, Chapter 2])

\[
V_{t \wedge s}^\infty = 1 + \int_{t}^{s} \int_{\mathcal{E}} V_{t \wedge u}^\infty \kappa_u^{0,0,\psi_u^\infty u,0} \bar{\pi}(de, du).
\]

From assumptions (B3) and (B4), together with the integrability property proved in Lemma 4.1, we obtain that if $\tau > T$,

\[
0 \leq \lim_{t \to T} Y_t^\infty u \leq \lim_{t \to T} \Gamma_t = 0
\]

which achieves the proof of the lemma.

Combining the lemmas above we have the main result of this chapter:
Theorem 4.1. Under conditions (A) and (B), if the distribution of the stopping time \( \tau \) is given by a bounded density in a neighborhood of \( T, \ell > 2 \) and \( q > 2 + \frac{2}{\ell - 2} \), then the minimal supersolution with terminal condition \( \xi_1 \) satisfies

\[
\lim_{t \to T} Y_t^{\min} = \xi_1
\]  

almost surely.

Proof. As stated in the beginning of this Chapter it suffices to prove (4.8) over the event \( \{ \tau > T \} \) where \( \xi_1 = 0 \). By our assumptions on the driver \( f \), \( Y^{(k)} \) is nonnegative; this and Lemma 4.2 gives

\[ 0 \leq Y_t^{(k)} \leq Y_t^{\infty,u}. \]

On the other hand, by Lemma 4.3, the limit as \( t \to T \) of the right side is 0 over the event \( \{ \tau > T \} \). These imply (4.8). \( \square \)

4.2 Nonzero terminal condition over \( \{ \tau > T \} \)

Now let us consider the terminal value \( \xi = \infty \cdot 1_{\{ \tau \leq T \}} + F \cdot 1_{\{ \tau > T \}} \), where \( F \in \mathcal{F}_T \).

We impose the following integrability condition on \( \varrho \):

\[
\mathbb{E}[|F|^\varrho] < \infty
\]  

(4.9)

where \( \varrho \) is defined as in Lemma 4.1. The steps of the argument remains almost exactly the same, therefore we only provide an outline. The truncated process \( Y^{(k)} \) is the solution of BSDE (1.9) with terminal condition

\[ Y_T^{(k)} = k \cdot 1_{\{ \tau \leq T \}} + F \cdot 1_{\{ \tau > T \}}. \]

The process \( Y^{\infty} \) is, as before, the minimal supersolution of (1.9) with terminal condition \( Y_T = \infty \). The upperbound process \( Y^{\infty,u} \) is now the solution of the BSDE with terminal value

\[ \xi_1^{(\tau)} = Y_\tau^{\infty} \cdot 1_{\{ \tau \leq T \}} + F \cdot 1_{\{ \tau > T \}} \]  

(4.10)

at the random terminal time \( \tau \wedge T \) and generator

\[ g(t, y, z, \psi) = \chi y + f(t, 0, z, \psi), \]
note that the generator is as before, only the terminal condition has the additional term $F \cdot 1_{\{\tau > T\}}$. To make sure that the upperbound process $Y^{\infty,u}$ is well defined we need to check that the terminal condition satisfies (3.1), this follows from Minkowski’s inequality, Lemma 4.1 and the assumption (4.9):

$$E \left[ \left( \xi_1^{(\tau)} \right)^{\rho} \right]^{1/\rho} = ||\xi_1^{(\tau)}||_{\rho}$$

$$= ||Y_\tau^{\infty} \cdot 1_{\{\tau \leq T\}} + F \cdot 1_{\{\tau > T\}}||_{\rho}$$

$$= ||Y_\tau^{\infty} \cdot 1_{\{\tau \leq T\}}||_{\rho} + ||F \cdot 1_{\{\tau > T\}}||_{\rho} < \infty. \quad (4.11)$$

To deal with $F \neq 0$ we introduce the additional assumption that the filtration is left continuous at time $T \wedge \tau$. This and (4.11) ensure that $Y^{u,\infty}$ is well defined and satisfies

$$\lim_{t \to \infty} Y^{u,\infty}_{t \wedge (T \wedge \tau)} = \xi_1^{(\tau)}, \quad (4.12)$$

which, by definition, equals $F$ on $\{\tau > T\}$. The bound

$$Y^{\min}_t \leq Y^{\infty,u}_t, t \leq T \wedge \tau$$

follows from the comparison principle. Taking the $\lim sup$ of both sides in the above inequality gives

$$\limsup_{t \to \infty} Y^{\min}_{t \wedge (T \wedge \tau)} \leq \limsup_{t \to \infty} Y^{\infty,u}_{t \wedge (T \wedge \tau)}. \quad \text{This and (4.12) imply}$$

$$\limsup_{t \to \infty} Y^{\min}_{t \wedge (T \wedge \tau)} \leq \xi_1^{(\tau)},$$

which is equivalent to

$$\limsup_{t \to T} Y^{\min}_t \leq \xi_1^{(\tau)} = F = \xi_1,$$

over the event $\{\tau > T\}$. This and (4.3) establish the continuity result we seek:

$$\limsup_{t \to T} Y^{\min}_t \leq \xi_1.$$

### 4.3 Construction of the minimal supersolution via pasting at time $\tau$

Theorem 4.1 generalizes the continuity result [42, Theorem 2.1]. If the setting of this former result was less general, we were able to describe precisely the minimal
supersolution, namely that it is obtained by pasting two processes at time \( \tau \). The presence of the orthogonal martingale \( M \) complicates this approach in the present setting, but if the filtration is assumed to be generated by \( W \) and \( \pi \) alone then the same technique can be used here as well. The details are as follows.

Let \( Y^{1,\tau} \) be the solution of the BSDE (1.9) in the time interval \([0, \tau \wedge T]\) with terminal condition \( \xi^{(\tau)}_1 \) (again we can apply [24, 26, Theorem 3] as for \( Y^{\infty,u} \)). Following the idea of [42, Theorem 2.1], let us define

\[
\hat{Y}_t = \begin{cases} 
Y^{1,\tau}_t, & t \leq \tau \wedge T \\
Y^{\infty}_t, & \tau < t \leq T
\end{cases}
\]

where we assume that \( \tau \) is an \( \mathbb{F}^W \) stopping time, that it is just depends on the paths of \( W \), and is predictable (exit times of Chapter 6 are a particular case). The jump times of \( Y^{1,\tau} \) and of \( Y^{\infty} \) coincide with the jump times of the Poisson random measure or of the orthogonal martingale component. A consequence of the Meyer theorem (see [39, Chapter 3, Theorem 4]) implies that the jump times of \( \pi \) are totally inaccessible, hence a.s. cannot be equal to \( \tau \). However we cannot exclude that the orthogonal martingale may have a jump at time \( \tau \). The second issue is the definition of the martingale part \( (Z, \psi, M) \). For the first two components, we can easily paste them together

\[
\hat{Z}_t = \begin{cases} 
Z^{1,\tau}_t, & t \leq \tau \wedge T \\
Z^{\infty}_t, & \tau < t \leq T
\end{cases}, \quad \hat{\psi}_t(e) = \begin{cases} 
\psi^{1,\tau}_t(e), & t \leq \tau \wedge T \\
\psi^{\infty}_t(e), & \tau < t \leq T
\end{cases}.
\]

Since \( \tau \) is predictable, these two processes are also predictable and the stochastic integrals

\[
\int_0^\tau \hat{Z}_t dW_t, \quad \int_0^\tau \int \hat{\psi}_t(e) \pi(de, dt)
\]

are well-defined and are local martingales on \([0, T]\). Nonetheless if we define \( \hat{M} \) similarly, we cannot ensure that this process is still a local martingale. For the parts with \( Z \) and \( \psi \), the local martingale property is due to the representation as a stochastic integral. Based on these observations we provide the following result on the pasting method under the assumption that the filtration is generated by \( W \) and \( \pi \) alone; the approach in the proof of this proposition is the generalization of the approach used in [42].
Proposition 4.1. Assume that the filtration is generated by \( W \) and \( \pi \). Then \( \hat{Y}_t \) solves the BSDE (1.9) on \([0, T]\) with terminal condition \( \hat{Y}_T = \xi_1 \) and satisfies the continuity property at time \( T \). Moreover \( \hat{Y} = Y_{\min} \).

Proof. Since there is no additional martingale \( M \) in the definition of \( Y^{1,\tau} \) and \( Y^\infty \), the resulting process \( \hat{Y} \) is continuous at time \( \tau \).

Now let us fix \( s < t < T \). On the set \( \{ \tau \leq s \} \), \( \hat{Y}_r = Y^\infty_r \) for any \( r \in [s, t] \). Therefore we have

\[
\hat{Y}_s = \hat{Y}_t + \int_s^t f(r, \hat{Y}_r, Z^\infty_r, \psi^\infty_r) \, dr - \int_s^t Z^\infty_r \, dW_r - \int_s^t \int_E \psi^\infty_r(e) \tilde{\pi}(de, dr).
\]

The dynamics of \( Y^{1,\tau} \) is given by:

\[
Y^{1,\tau}_{s \land \tau \land T} = Y^{1,\tau}_{s \land \tau \land T} + \int_{s \land \tau \land T}^{T \land \tau \land T} f(r, Y^{1,\tau}_r, Z^{1,\tau}_r, \psi^{1,\tau}_r) \, dr \\
- \int_{s \land \tau \land T}^{T \land \tau \land T} Z^{1,\tau}_r \, dW_r - \int_{s \land \tau \land T}^{T \land \tau \land T} \int_E \psi^{1,\tau}_r(e) \tilde{\pi}(de, dr).
\]

It implies that for \( \{ \tau \geq t \} \), \( \hat{Y} \) has the required dynamics. Finally for \( \{ \tau \in (s, t) \} \), we have

\[
Y^{1,\tau}_s = Y^{1,\tau}_s + \int_s^t f(r, Y^{1,\tau}_r, Z^{1,\tau}_r, \psi^{1,\tau}_r) \, dr \\
- \int_s^t Z^{1,\tau}_r \, dW_r - \int_s^t \int_E \psi^{1,\tau}_r(e) \tilde{\pi}(de, dr)
\]

and

\[
Y^\infty_\tau = Y^\infty_t + \int_\tau^t f(r, Y^\infty_r, Z^\infty_r, \psi^\infty_r) \, dr - \int_\tau^t Z^\infty_r \, dW_r - \int_\tau^t \int_E \psi^\infty_r(e) \tilde{\pi}(de, dr).
\]

By the continuity of \( \hat{Y} \) at time \( \tau \), we get the desired dynamics also in this case.

Finally let us show that \( \hat{Y} \) is continuous at time \( T \). On the set \( \{ \tau < T \} \), we have

\[
\lim_{t \to T} \hat{Y}_t = \liminf_{t \to T} \hat{Y}_t = \liminf_{t \to T} Y^\infty_t = +\infty.
\]

And on \( \{ \tau \geq T \} \),

\[
\lim_{t \to T} \hat{Y}_t = \lim_{t \to T} Y^{1,\tau}_t = \xi_{1(\tau)} = 0.
\]

We can conclude that \( \hat{Y} \) satisfies the BSDE (1.9) on \([0, T]\) with terminal condition \( \hat{Y}_T = \xi_1 \) and is continuous at time \( T \).
From the minimality of $Y_{\min}$, we have immediately that $Y_{t}^{\min} \leq \hat{Y}_{t}$, a.s. for any $t \in [0, T]$. To obtain the converse inequality, let us define

$$\hat{Y}_{t}^{n} = \begin{cases} Y_{1}^{1,\tau,n}, & t \leq \tau \wedge T \\ Y_{t}^{n}, & \tau < t \leq T \end{cases}$$

where $Y^{n}$ (resp. $Y^{1,\tau,n}$) is the solution of the BSDE (1.9) on $[0, T]$ (resp. on $[0, \tau \wedge T]$) with terminal condition $n$ (resp. $Y^{n}_{1,\tau \leq T}$). Then we have that for any $k \geq n$, $\hat{Y}_{t}^{n} \leq Y^{(k)} \leq Y^{\min}$. By construction of $Y^{\infty}$, $\hat{Y}_{t}^{n}$ converges to $\hat{Y}$. Therefore we conclude that $\hat{Y} = Y^{\min}$ and this achieves the proof of the Proposition. \qed
CHAPTER 5

TERMINAL CONDITION $\xi_2$

The goal of this Chapter is to prove the continuity of the minimal supersolution for the terminal condition

$$\xi = \xi_2 = \infty \cdot 1_{A_T} + 1_{A_T'} F$$  \hspace{1cm} (5.1)

where $A_t$ is a decreasing sequence of events adapted to our filtration: for any $s \leq t$, $A_s \subset A_t$, $A_t \in \mathcal{F}_t$ and $F \in \mathcal{F}_T$ satisfies $\mathbb{E}[|F|^s] < \infty$. If $\tau_0$ is a stopping time, the set $A_t = \{\tau_0 > t\}$ provides an example. We also assume that:

(C1) Equality (1.11) holds, that is the sequence is left continuous at time $T$ in probability:

$$\mathbb{P} \left( \bigcap_{t<T} A_t \setminus A_T \right) = 0.$$

(C2) There exists an increasing sequence $(t_n, n \in \mathbb{N})$, $t_n < T$ for all $n$, $\lim_{n \to +\infty} t_n = T$, and the filtration $\mathcal{F}$ is left continuous at time $t_n$ for any $n$. Recall that we already assume left continuity of $\mathcal{F}$ at time $T$.

If $A_t$ is defined as $A_t = \{\tau_0 > t\}$ through a stopping time $\tau_0$, assumption (C1) is equivalent to: $\mathbb{P}(\tau_0 = T) = 0$. In particular if $\tau_0$ has a density this condition is satisfied. Therefore, as in the previous Chapter, if $\tau_0$ is the jump time of an $\mathcal{F}$-adapted compound Poisson process, then it generates a sequence $A_t$ satisfying (C1). The same comment applies to the exit times whose densities are derived in the next chapter.

Remark 4 (On Condition (C2)). If the filtration $\mathcal{F}$ is quasi left-continuous, then (C2) holds for any sequence $t_n$. In particular our hypothesis is valid if $\mathcal{F}$ is generated by $W$ and $\pi$. 
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The notion of jumps for a filtration has been studied in [21] (see also [38, Section 2]). Let us note that we are not able to construct a counter example, that is a filtration such that (C2) does not hold.

If \( \tau \) is a stopping time satisfying \( P(\tau = T) = 0 \), \( A_t = \{ \tau \geq t \} \) defines a sequence satisfying the conditions above. Conversely, any decreasing sequence \( A_t \) can be associated with a stopping time via the following definition:

\[
\tau = \inf \{ t : \omega \in A_t^c \}.
\]

**Lemma 5.1.** \( \tau \) is a stopping time of the filtration \( \mathbb{F} \). If \( (1.11) \) holds, then \( A_T = \{ \tau \geq T \} \) almost surely.

**Proof.** The definition of \( \tau \) and the fact that \( A_s^c \) is decreasing imply

\[
\{ \tau \leq t \} = \bigcap_{n=1}^{\infty} A_{t+1/n}^c \in \bigcap_{n=1}^{\infty} \mathcal{F}_{t+1/n}.
\]

The right continuity of the filtration \( \mathbb{F} \) implies \( \{ \tau \leq t \} \in \mathcal{F}_t \) i.e., \( \tau \) is a stopping time.

Again the definition of \( \tau \) and \( A_s^c \searrow A_T^c \) as \( s \searrow T \) imply \( \{ \tau < T \} = \bigcup_{n=1}^{\infty} A_{T-1/n}^c \)

and

\[
\{ \tau < T \} \subset A_T^c.
\]

almost surely.

The continuity in probability at time \( T \) of \( (A_t, t \geq 0) \) implies

\[
P(A_T^c \setminus \{ \tau < T \}) = 0,
\]

almost surely, which completes the proof of the lemma.

Let us denote again by \( Y^{\infty} \) the minimal solution of the BSDE (1.9) with terminal condition \( +\infty \) and set

\[
\chi_n = \mathbf{1}_{A_{tn}}.
\]

Let us define \( Y^n \) as the solution of the BSDE over the interval \([t_n, T]\) with generator

\[
\bar{f}(s, y, z, u) = [(f(s, (1 - \chi_n)y, z, u) - f_0^y) + (1 - \chi_n)f_0^y]
\]
and terminal condition \(Y^n_T = F\):

\[
Y^n_t = \int_t^T \left[ f(s, (1 - \chi_n)Y^n_s, Z^n_s, U^n_s) - f^0_s \right] ds + \int_t^T (1 - \chi_n) f^0_r dr \\
- \int_t^T Z^n_s dW_s - \int_t^T \int_E U^n_s \tilde{\pi}(de, ds) - \int_t^T dM^n_s.
\]

The driver \(\tilde{f}\) satisfies all assumptions (A), \(F\) satisfies (3.1) and (B4) holds. From [24, 26, Theorem 2], there exists a unique solution to this BSDE satisfying

\[
E \left[ \sup_{t \in [t_n, T]} |Y^n_t| \right] < \infty.
\]

Let us remark that if \(f^0 \equiv 0\) and \(F = 0\), then \(Y^n \equiv 0\).

Define \(Y^\infty_{u,n}\) as the solution of the BSDE (1.9) on \([0, t_n]\) with terminal condition

\[
Y^\infty_{t_n,u,n} = \chi_n Y^\infty_{t_n} + (1 - \chi_n) Y^n_{t_n}.
\]

Note that from (3.5), this terminal condition is in \(L^\ell(\Omega)\), hence the solution is well-defined on \([0, t_n]\). We extend \(Y^\infty_{u,n}\) on the whole interval \([0, T]\): for all \(t_n \leq t \leq T\):

\[
Y^\infty_{t,u,n} = \chi_n Y^\infty_{t} + (1 - \chi_n) Y^n_{t}.
\]

**Lemma 5.2.** The process \(Y^\infty_{u,n}\) satisfies the dynamics of the BSDE (1.9) on the whole interval \([0, T]\). Moreover a.s.

\[
\lim_{t \to T} Y^\infty_{t,u,n} = \infty \cdot 1_{A_{t_n}} + F \cdot 1_{A^c_{t_n}}.
\]

**Proof.** By the definition of \(Y^\infty\), for any \(t_n \leq t < s \leq T\), we have

\[
Y^\infty_t = Y^\infty_s + \int_t^s f(r, Y^\infty_r, Z^\infty_r, \psi^\infty_r) dr - \int_t^s Z^\infty_r dW_r - \int_t^s \int_E \psi^\infty_r(e) \tilde{\pi}(de, dr) - \int_t^s dM^\infty_r,
\]

hence multiplying both sides by \(\chi_n\), which is \(\mathcal{F}_{t_n}\)-measurable, we obtain

\[
\chi_n Y^\infty_t = \chi_n Y^\infty_s + \int_t^s \chi_n f(r, Y^\infty_r, Z^\infty_r, \psi^\infty_r) dr \\
- \int_t^s \chi_n Z^\infty_r dW_r - \int_t^s \int_E \chi_n \psi^\infty_r(e) \tilde{\pi}(de, dr) - \int_t^s d\chi_n M^\infty_r \\
= \chi_n Y^\infty_s + \int_t^s \left[ f(r, \chi_n Y^\infty_r, \chi_n Z^\infty_r, \chi_n \psi^\infty_r) - f^0_r \right] dr + \int_t^s \chi_n f^0_r dr \\
- \int_t^s \chi_n Z^\infty_r dW_r - \int_t^s \int_E \chi_n \psi^\infty_r(e) \tilde{\pi}(de, dr) - \int_t^s \chi_n dM^\infty_r.
\]
And from the definition of $Y^n$, we have
\[
(1 - \chi_n)\mathcal{Y}^n_t = \int_t^T (1 - \chi_n) \left[ (f(s, (1 - \chi_n)\mathcal{Y}^n_s, \mathcal{Z}^n_s, \mathcal{U}^n_s) - f^0_s) \right] ds + \int_t^T (1 - \chi_n)f^0_r dr \\
- \int_t^T (1 - \chi_n)\mathcal{Z}^n_s dW_s - \int_t^T \int_E (1 - \chi_n)\mathcal{U}^n_s \bar{\pi}(de, ds) - \int_t^T (1 - \chi_n)d\mathcal{M}^n_s \\
= \int_t^T \left[ (f(s, (1 - \chi_n)\mathcal{Y}^n_s, (1 - \chi_n)\mathcal{Z}^n_s, (1 - \chi_n)\mathcal{U}^n_s) - f^0_s) \right] ds + \int_t^T (1 - \chi_n)f^0_r dr \\
- \int_t^T (1 - \chi_n)\mathcal{Z}^n_s dW_s - \int_t^T \int_E (1 - \chi_n)\mathcal{U}^n_s \bar{\pi}(de, ds) - \int_t^T (1 - \chi_n)d\mathcal{M}^n_s
\]

Thereby $Y^{\infty, u, n}$ satisfies the dynamics of the BSDE (1.9) on $[t_n, T)$. Recall that the solution of a BSDE may have a jump at some given time $t$ if and only if the martingale parts $\bar{\pi}$ or $M$ have a jump at time $t$. Hence from our assumption (C2), $Y^{\infty, u, n}$ is continuous at time $t_n$ and we can define
\[
Z^{\infty, u, n}_t = \begin{cases} 
Z^{\infty, u, n}_t, & t \leq t_n, \\
\chi_n Z^{\infty}_t + (1 - \chi_n)Z^n_t, & t_n < t \leq T,
\end{cases}
\]
\[
\psi^{\infty, u, n}_t(e) = \begin{cases} 
\psi^{\infty, u, n}_t(e), & t \leq t_n, \\
\chi_n \psi^{\infty}_t(e) + (1 - \chi_n)\mathcal{U}^n_t(e), & t_n < t \leq T,
\end{cases}
\]
and
\[
M^{\infty, u, n}_t = \begin{cases} 
M^{\infty, u, n}_t, & t < t_n \\
\chi_n M^{\infty}_t + (1 - \chi_n)M^n_t, & t_n \leq t \leq T.
\end{cases}
\]

Then we have that the process $(Y^{\infty, u, n}, Z^{\infty, u, n}, \psi^{\infty, u, n}, M^{\infty, u, n})$ satisfies the dynamics of the BSDE (1.9) on the whole interval $[0, T)$ and with the singular terminal value $\infty \cdot 1_{A_{t_n}} + F \cdot 1_{A^c_{t_n}}$ a.s.
\[
\lim_{t \to T} Y^{\infty, u, n}_t = \infty \cdot 1_{A_{t_n}} + F \cdot 1_{A^c_{t_n}},
\]
which holds by construction.

The only remaining issue concerns $M^{\infty, u, n}$: it is not clear a priori that it is a martingale on $[0, T)$. However $(Y^{\infty, u, n}, Z^{\infty, u, n}, \psi^{\infty, u, n}, M^{\infty, u, n})$ has the dynamics of the BSDE (1.9) on the interval $[0, t_{n+1}]$, with terminal condition $\zeta = Y^{\infty, u, n}_{t_{n+1}}$.
\( \chi_n Y_{t_{n+1}}^\infty + (1 - \chi_n) Y_{t_{n+1}}^n \). This terminal value belongs to \( L^t(\Omega) \). Hence there exists a unique solution \((y, z, v, m)\) to the BSDE (1.9) with terminal condition \( \zeta \). From uniqueness on \([t_n, t_{n+1}]\), \( y = \chi_n Y_{t_{n+1}}^\infty + (1 - \chi_n) Y_{t_{n+1}}^n \) and \( m = \chi_n M_{t_{n+1}}^\infty + (1 - \chi_n) M_{t_{n+1}}^n \) on this interval. And by uniqueness on \([0, t_n]\) for the BSDE with driver \( f \) and terminal condition \( y_{t_n}, Y = Y_{t_{n+1}}^\infty, u, n \) and \( m = M_{t_{n+1}}^\infty, u, n \) on \([0, t_n]\). Since the martingale \( m \) has no jump at time \( t_n \) (Hypothesis (C2)), we obtain that \( M_{t_{n+1}}^\infty, u, n \) is a martingale on \([0, t_{n+1}]\) and thus on \([0, T)\).

Fix \( k > 0 \) and let \((Y^{(k)}, Z^{(k)}, U^{(k)}, M^{(k)})\) denote the solution of the BSDE with the truncated terminal condition

\[
Y_T^{(k)} = \xi \wedge k \mathbb 1_{A_T} + F \cdot 1_{A_T^c}.
\]

We have the following bound on \( Y^{(k)} \):

**Lemma 5.3.** A.s. for all \( t \in [0, T] \), \( k \) and \( n \)

\[
0 \leq Y_t^{(k)} \leq Y_t^{u, \infty, n}.
\]

**Proof.** Set

\[
\partial Y_s = Y_s^{u, \infty, n} - Y_s^{(k)}, \quad \partial Z_s = Z_s^{u, \infty, n} - Z_s^{(k)},
\]

\[
\partial U_s(e) = U_s^{u, \infty, n}(e) - U_s^{(k)}(e), \quad \partial M_s = M_s^{u, \infty, n} - M_s^{(k)}.
\]

We have

\[
f(t, Y_t^{u, \infty, n}, Z_t^{u, \infty, n}, U_t^{u, \infty, n}) - f(t, Y_t^{(k)}, Z_t^{(k)}, U_t^{(k)})
= -c_t \tilde{Y}_t + b_t \tilde{Z}_t + (f(t, Y_t^{(k)}, Z_t^{(k)}, U_t^{u, \infty, n}) - f(t, Y_t^{(k)}, Z_t^{(k)}, U_t^{(k)}))
\]

with

\[
-c_t = \frac{f(t, Y_t^{u, \infty, n}, Z_t^{u, \infty, n}, U_t^{u, \infty, n}) - f(t, Y_t^{(k)}, Z_t^{(k)}, U_t^{u, \infty, n})}{\partial Y_t} 1_{\partial Y_t \neq 0}
\]

and

\[
b_t = \frac{f(t, Y_t^{(k)}, Z_t^{u, \infty, n}, U_t^{u, \infty, n}) - f(t, Y_t^{(k)}, Z_t^{(k)}, U_t^{u, \infty, n})}{\partial Z_t} 1_{\partial Z_t \neq 0}.
\]
By assumption \((A1)\) \(-c_t \leq \chi\) and by \((A4)\) \(|b_t| \leq L_f\). For every \(t < T\) the process 
\((\partial Y, \partial Z, \partial U, \partial M)\) solves the BSDE
\[
d\partial Y_s = \left[c_s \partial Y_s - b_s \partial Z_s - (f_s^0 - L)^+ - (f(s, Y^L_s, Z^L_s, \psi^{u,\infty, n}_s) - f(s, Y^L_s, Z^L_s, L))\right] ds + \partial Z_s dW_s + \int_{\mathcal{E}} \partial \psi_s(e) \tilde{\pi}(de, ds) + d\partial M_s
\]
on \([0, t]\) with terminal condition \(\partial Y_t = Y^u_{t,\infty, n} - Y^{(k)}_t\). Moreover, by Assumption \((A3)\)
\[
f(s, Y^{(k)}_s, Z^{(k)}_s, \psi^{u,\infty, n}_s) - f(s, Y^{(k)}_s, Z^{(k)}_s, \psi^{(k)}_s) \geq \int_{\mathcal{E}} \kappa^{k,u,\infty,n}_s(e) \partial \psi_s(e) \mu(de)
\]
where \(\kappa^{k,u,\infty,n} = \kappa^{(k),\psi^{(k)},\psi^{u,\infty,n}}\). From \([24, \text{Lemma 10}]\), we have
\[
\partial Y_s \geq \mathbb{E}\left[\partial Y_t \Gamma_{s,t} + \int_s^t \Gamma_{s,u} (f_u^0 - k)^+ du \bigg| \mathcal{F}_s\right]
\]
where \(\Gamma_{s,t} = \exp\left(-\int_s^t c_u du + \int_s^t \int_{\mathcal{E}} \kappa^{L,u,\infty,n}_u(e) \tilde{\pi}(de, du)\right)\) and \(\zeta_{s,t}\) solves
\[
\zeta_{s,t} = 1 + \int_s^t \kappa^{L,u,\infty,n}_u(e) \tilde{\pi}(de, du).
\]
Our assumption \((A3)\) ensures that \(\zeta\) is non negative and together with \((A1)\) \((A4)\) and \((B3)\) \(\Gamma\) verifies for any \(k \geq 1\)
\[
\mathbb{E}\left[(\Gamma_{s,T})^k\right] < +\infty.
\]
See the appendix in \([40]\). We have \(Y^{(k)}_t \leq (1 + T)L\) and hence \(\partial Y_t \geq -(1 + T)k\).
Thus \(\partial Y \Gamma_{s,\cdot}\) is bounded from below by a process in \(\mathcal{S}^m(0, T)\) for some \(m > 1\). We can apply Fatou’s lemma to obtain
\[
\partial Y_s = \liminf_{t \nearrow T} \mathbb{E}\left[\partial Y_t \Gamma_{s,t} + \int_s^t \Gamma_{s,u} (f_u^0 - k)^+ du \bigg| \mathcal{F}_s\right] \geq \mathbb{E}\left[\liminf_{t \nearrow T} (\partial Y_t \Gamma_{s,t}) \bigg| \mathcal{F}_s\right].
\]
The process \((\Gamma_{s,t}, s \leq t \leq T)\) is càdlàg and non negative. Hence a.s.
\[
\liminf_{t \nearrow T} (\partial Y_t \Gamma_{s,t}) = (\liminf_{t \nearrow T} \partial Y_t) \Gamma_{s,T-}.
\]
But
\[
\liminf_{t \nearrow T} \partial Y_t = \infty 1_{A_{t-}} + F \cdot 1_{A_{t-}} - (k 1_{A T-} + F \cdot 1_{A_{T-}}) \geq 0
\]
since \(A_T \subset A_{t-}\). This implies \(Y^{u,\infty,n}_s \geq Y^{(k)}_s\) for any \(s \in [0, T] \) and \(k \geq 0\). \(\square\)
We now finish the proof of continuity of \( Y \) at time \( T \):

**Theorem 5.1.** Under conditions (A), (B) and (C), the minimal supersolution with terminal condition \( \xi_2 \) satisfies

\[
\lim_{t \to T} Y_{t}^{\min} = \xi_2 \quad (5.3)
\]

almost surely.

**Proof.** We already know from the definition of the minimal supersolution that

\[
\lim \inf_{t \to T} Y_{t}^{\min} \geq \xi_2,
\]

which implies (5.3) for \( \xi_2 = \infty \). Therefore, it suffices to prove

\[
\lim \sup_{t \to T} Y_{t}^{\min} \leq \xi_2 = F
\]

over the event \( A_{T}^{c} \). Recall that

\[
\mathbb{P} \left( \bigcap_{t<T} A_{t} \setminus A_{T} \right) = 0. \quad (5.4)
\]

Let us fix \( \omega \in A_{T}^{c} \). (5.4) implies that (with probability 1) that \( \omega \) belongs to \( \bigcup_{t<T} A_{t}^{c} \), that is there exists \( n \) such that \( \omega \in A_{t_{n}}^{c} \). Lemmas 5.2 and 5.3 imply

\[
\lim \sup_{t \to T} Y_{t}^{\min} (\omega) \leq \lim \sup_{t \to T} Y_{T}^{u, \infty, n} (\omega) = F,
\]

which concludes the proof. \( \square \)

This concludes the proofs of the continuity results for singular BSDE treated in the present thesis. In Chapter 7 we discuss the implications of these results in optimal control. The next chapter derives density formulas for a class of exit times for multidimensional Markov diffusion processes, which, in particular, imply that they can be used to construct terminal conditions \( \xi_1 \) and \( \xi_2 \) discussed in this and the previous chapter.
CHAPTER 6

DENSITY FORMULA IN TERMS OF GREEN’S FUNCTION

As noted in the introduction, one of the key ingredients in [42] in the analysis of
the terminal condition $\infty \cdot 1_{\{\tau_0 < T\}}$ was the explicit formula available for the density
of $\tau_0$, the first exit time of the Brownian motion from an interval $(a, b)$. The natural
framework for the generalization of this formula to higher dimensions is the duality
between Potential theory, elliptic / parabolic PDE and Diffusion processes [13].
Within this duality the exit times and the distribution of the path of the process up to
the exit time corresponds to Green’s functions [30]. The next section is a literature
review on the formulas available in the literature for the density of exit times of dif-
fusions. afterwards will bring the results about the density function of stopping time
$\tau$ in terms of Green’s function.

6.1 Literature Review

The paper [11] uses the connection between hitting times and Green’s functions to
prove that the exit time of a one dimensional diffusion from a region has a density. A
similar one dimensional computation is also given in [34], although the term “Green’s
function” does not appear in them.

The works [20], [29] compute Green’s function for the density of exit time of the
Brownian motion in rectangular domains using the method of images. Let $X$ be a 2
dimensional Brownian motion with covariance matrix $\text{Var}(X(t)) = t\Sigma$ where

$$
\Sigma = \begin{pmatrix}
1 & \rho \\
\rho & 1
\end{pmatrix}, \quad \Sigma^{1/2} = \begin{pmatrix}
\cos \beta & \sin \beta \\
\sin \beta & \cos \beta
\end{pmatrix},
$$
and $\rho = \sin(2\beta), |\beta| \leq \frac{\pi}{4}$. Then $W = \Sigma^{-\frac{1}{2}}X$ is a 2 dimensional standard Brownian motion. The work [20] concerns the hitting times $\tau_i = \inf\{t : W_i(t) = a_i\} = \inf\{t : X(t) \in L_i\}$ where $a_i$ is positive and $L_i$ is the line $\{v \in \mathbb{R}^2 : v'\Sigma^{\frac{1}{2}}e_i = a_i\}$ and $\{e_1, e_2\}$ is the standard unit basis for the space $\mathbb{R}^2$. Note that the lines $L_i$ define a cone. By moving the tip of this cone to the origin, the problem reduces to the first exit time of $X$ from the region

$$S = \{(r, \theta) : r > 0, 0 < \theta < \alpha\},$$

where $\alpha = \frac{\pi}{2} + \sin^{-1}\rho$ and $\tau_1 \land \tau_2 = \tau'$ where the latter time is the first time that Brownian motion hits $\partial S$. In order to compute the Green’s function

$$\mathbb{P}(\tau' > t, X(t) \in B), \ B \subset S,$$

[20] takes a continuous, positive and bounded function $f$ defined on $S$ vanishing on the boundary $\partial S$ and defines

$$u(t, x) := \mathbb{E}[f(W(\tau' \land t))] = \int_{S} f(y) \mathbb{P}^x(\tau' > t, W(t) \in dy) \quad (6.1)$$

which satisfies the heat equation:

$$u_t = \frac{1}{2} \Delta u \ in \ S, \ u(0, x) = f(x), \ x \in S, \ u(t, z) = 0, \ z \in \partial S \quad (6.2)$$

Then he solves this equation using method of images and gets the explicit formula:

$$\mathbb{P}^x(\tau' > t, W(t) \in dy) = \frac{2r}{t\alpha} \sum_{n=0}^{\infty} \sin\frac{n\pi\theta}{\alpha} \sin\frac{n\pi\theta}{\alpha} I_{\alpha}(x) \left(\frac{r\theta}{t}\right)drd\theta, \quad (6.3)$$

where $(r, \theta)$ and $(r_0, \theta_0)$ are the polar coordinates of $y$ and $x$, $\alpha = \frac{\pi}{m}$ and $I$ is the modified Bessel function:

$$I_{\alpha}(x) = i^{-\alpha}J_{\alpha}(ix) = \sum_{m=0}^{\infty} \frac{1}{m!\Gamma(m + \alpha + 1)} \left(\frac{x}{2}\right)^{2m+\alpha},$$

and

$$J_{\alpha}(x) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m!\Gamma(m + \alpha + 1)} \left(\frac{x}{2}\right)^{2m+\alpha}.$$

The work [5] carries out a similar computation in three dimensions and determine for what type of subsets of $\mathbb{R}^3$ such a computation is possible.

The work [33], represents the distribution of the exit time of a $d$-dimensional diffusion from a fixed domain as the solution of a parabolic PDE. It identifies a smooth solution
to the PDE whose derivative gives the density of the stopping time. The solution of the same PDE can be expressed in terms of the Green’s function derived in the classical PDE book [16] by Friedman for the underlying parabolic PDE. The same Green’s function can be used to prove that exit times of diffusions from domains that vary over time have densities. Given the duality between Green’s functions and exit times, this is a natural result. But we have not been able to identify a reference in the current literature stating and proving it and therefore give its details in the section below.

6.2 Density formula via Green’s function

The time variable in [16] corresponds to the time to maturity in the present setup. We state all definitions and results from [16] in terms of the time variable adopted in the present work (which is the one commonly used in the stochastic processes framework); therefore, for example, the initial condition of [16] becomes the terminal condition and $t$ derivatives are multiplied by $-$. Let $L$ denote the parabolic operator associated with $X$:

$$L u = \langle \sigma(x, t), \sigma(x, t) H u \rangle + \langle b(x, t), \nabla_x u \rangle + \frac{\partial u}{\partial t},$$

where $H u$ is the Hessian matrix of second derivatives of $u$. if we define

$$a = \sigma \sigma'$$

the first term can also be written as $\langle a, H u \rangle$. To be able to use the results in [16] we adopt all of the assumptions it makes on $a$ and $b$.

1. $a$ is uniformly Hölder continuous and uniformly elliptic,

2. $b$ is uniformly Hölder continuous: $|b_i(x, t) - b_i(x^0, t)| \leq A |x - x^0|^{\alpha}$,

Let us consider the following notation:

$D$ is a $(n + 1)$-dimensional domain in $\mathbb{R}^{n+1}$, where the last component is the time component i.e., $(x, t) = (x_1, x_2, ..., x_n, t)$. $D$ is indeed bounded and by a domain $B$ at time 0 and at time $T = \tau$ is bounded by the domain $B_T$ and a not necessarily
connected manifold $S$ is lying on the strip $0 < t \leq T$. Also, there are sets defined as below:

$$B_\tau = D \cap \{ t = \tau \}, \quad S_\tau = S \cap \{ t \leq \tau \}, \quad D_\tau = D \cap \{ t < \tau \}.$$ 

Assume that there are simple curves such as $\gamma$ connecting some points on $B_T$ to some points on $B$ which ensures that $t$ is non-increasing along $\gamma$. It is also assumed that, for any $0 < \tau < T$, $B_\tau$ is a domain. With these assumptions by the theorem 7 in [16, p:41] there exists at most one solution to the PDE.

The formal definition of Green’s function is as follows ([16, page 82]):

**Definition 6.1.** A function $G(x,t,y,s)$ defined and continuous for $(x,t,y,s) \in \bar{D} \times (D \cup B)$, $t < s$ is called a Green’s function of $Lu = 0$ in $D$ if for any $0 \leq s \leq T$ and for any continuous function $f$ on $D_s$ having a compact support the function

$$u(x,t) = \int_{D_s} G(x,t,y,s)f(y)dy$$

is a solution of $Lu = 0$ in $D \cap \{0 \leq t < s\}$ and it satisfies the terminal and boundary conditions

$$\lim_{t \to s} u(x,t) = f(x), x \in \bar{D}_s,$$

$$u(x,t) = 0, (x,t) \in S \cap \{0 \leq t < s\}.$$ 

This result is based on the following assumptions on the domain $D$ (listed as conditions $E$ and $\bar{E}$ on [16 pages 64,65]):

**Assumption 6.1.** For every point $(x,t) \in \overline{S}$ there exists an $(n + 1)$-dimensional neighborhood $V$ such that $V \cap \overline{S}$ can be represented in the form

$$x_i = h(x_1, ..., x_{i-1}, x_{i+1}, ..., x_n, t)$$

for some $i \in \{1, 2, 3, ..., n\}$, $h$, $D_xh$, $D_x^2h$ and $D_th$ exist and are Hölder continuous (exponent $\alpha$); $D_xD_th$, $D_x^2h$ exist and are continuous.

**Theorem 6.1** (Theorem 16 [16]). Let $\mathcal{L}$ satisfy the Assumptions 1 and 2 and the domain $D$ has the property stated in Assumption 6.1. Then there exists a unique Green’s function. Furthermore, $G$, $D_xG$, $D_x^2G$, $D_tG$ are continuous functions of $(x,t)$ in $(D + B_T) \times (D + B), t > \tau$. 

The Green’s function $G$ allows one to compute not just the distribution of the exit time of $X$ from a fixed domain but from a domain varying in time such as $D$; in fact it allows one to compute expectations of the form $\mathbb{E}_{(x,t)}[g(X_s)1_{\{\tau > s\}}]$, $s > t$.

**Proposition 6.1.** Suppose $G$ is the Green’s function of the operator $\mathcal{L}$. Then

\[
\mathbb{E}_{(x,t)}[g(X_s)1_{\{\tau > s\}}] = \int_{D_s} g(y)G(x, t, y, s)dy,
\]

(6.4)

for any bounded continuous function $g$.

**Proof.** If $g$ has compact support in $D_s$, we know by the definition of $G$ that

$$u(x, t) = \int_{D_s} g(y)G(x, t, y, s)dy,$$

is a smooth solution of $\mathcal{L}u = 0$ that is continuous in $\overline{D_s}$ with $u = 0$ on $S$ and $u = g$ on $D_s$. Ito’s formula applied to $u(X_t, t)$ gives (6.4). Thus it only remains to treat the case when $g$ doesn’t have compact support in $D_s$. Let $g_n$ be a sequence of continuous functions with compact support in $D_s$ converging up to $g$. Then

$$\mathbb{E}[g(X_s)1_{\{\tau > s\}}] = \lim_{n \to \infty} \mathbb{E}[g_n(X_s)1_{\{\tau > s\}}] + \mathbb{E}[g(X_s)1_{\{\tau > s\}}1_{\partial D_s}(X_s)].$$

The assumptions made on $a$ and $b$ imply that $X_s$ has a density in $\mathbb{R}^n$ and in particular the second expectation above is 0. Therefore:

$$\mathbb{E}[g(X_s)1_{\{\tau > s\}}] = \lim_{n \to \infty} \mathbb{E}[g_n(X_s)1_{\{\tau > s\}}] = \lim_{n \to \infty} \int_{D_s} g_n(y)G(x, t, y, s)dy = \int_{D_s} g(y)G(x, t, y, s)dy,$$

where the last equality follows from the bounded convergence theorem.

\[ \Box \]

Setting $g = 1$ in (6.4) we get the following formula for $\mathbb{P}_{(x,t)}(\tau > s)$:

$$\mathbb{P}_{(x,t)}(\tau > s) = \int_{B_T} G(x, t, y, s)dy;$$

The density of the exit time $\tau$ is then

$$-\frac{\partial}{\partial s} \int_{D_s} G(x, t, y, s)dy,$$

(6.5)
whenever this derivative exists. When the domain $D_t$ is constant, i.e., when $D_t = D_0$ for all $t$, the above derivative is simply

$$-rac{\partial}{\partial s} \int_{D_0} G(x, t, y, s) dy, = - \int_{D_s} G_s(x, t, y, s) dy = - \int_{D_0} G_s(x, t, y, s) dy,$$  \hspace{1cm} (6.6)

whenever $G_s$ exists and is continuous (by differentiation under the integral sign, see, e.g. [2]). Its computation in the presence of a time dependent domain $D_t$ is known as the Leibniz formula or the “Reynolds Transport Theorem” [15, 10]. All of the statements of this formula we have come across in the literature assume that the domain $D_t$ is given as the image of a smooth flow $x(\cdot, t): D_0 \mapsto D_t$. Assume for now $D_t$ can be represented as the image of $D_0$ under a smooth flow $x$ and let $v$ denote the vector field defined by the flow (see the paragraph following Lemma [5.1] below for comments on the flow representation of $D_t$). Leibniz formula given in [15, 10] implies:

$$-rac{\partial}{\partial s} \int_{D_s} G(x, t, y, s) dy, = \int_{D_s} G_s(x, t, y, s) dy + \int_{\partial D_s} G(x, t, y, s) \langle v, N \rangle dS,$$  \hspace{1cm} (6.7)

where $N$ is the unit vector field on $\partial D_s$. A comparison of this with (6.6) shows that the second term in (6.7) is the additional term arising from the fact that $D_t$ varies in time. But by its construction the Green’s function $G$ is 0 on $\partial D$ ([16, Corollary 1, page 83]), therefore this additional term is in fact 0! Then in the computation of the density of $\tau$, allowing the domain to vary in time doesn’t have a direct impact on the density formula, (i.e, the formula (6.6) works both for time dependent domains as well as those that are independent of time).

Second observation about (6.7): for the derivative (6.5) to exist we need the partial derivative of $G$ with respect to $s$. We know by [16, Theorem 16, page 82] that $G$ is differentiable in its $t$ and $x$ variables. But this result does not directly address the smoothness of $G$ in the $s$ variable. One way to get smoothness of $G$ in the $s$ variable is to work with the Green’s function $G^*$ of the adjoint operator $L^*$ defined as follows:

$$L^*u = \langle a, Hu \rangle + \langle b^*, \nabla_x u \rangle + c^* u - \frac{\partial u}{\partial t} = 0,$$

where

$$b_i^* = -b_i + 2 \sum_{j=1}^n \frac{\partial a_{i,j}}{\partial x_j}, c^* = -\sum_{i=1}^n \frac{\partial b_i}{\partial x_i} + \sum_{i,j=1}^n \frac{\partial^2 a_{i,j}}{\partial x_i \partial x_j}. \hspace{1cm} (6.8)$$

For $G^*$ to exist and be smooth in its $x$ and $t$ variables it suffices that $b^*$ and $c^*$ be uniformly Hölder continuous (the uniform ellipticity of $a$ is already assumed).
Lemma 6.1. Let $b_i^*$ and $c^*$ of (6.8) be uniformly Hölder continuous. Then $G$ is differentiable in $s$ with a continuous derivative $G_s$.

Proof. The assumptions on $b_i^*$ and $c^*$ imply that the adjoint operator $L^*$ satisfies the conditions of [16, Theorem 16, page 82] which says that $L^*$ has associated with it a Green’s function $G^*$ that is differentiable in $t$ with a continuous derivative $G_t^*$. By [16, Theorem 17, page 84] $G$ and $G^*$ are dual, i.e.,

$$G(x, t, y, s) = G^*(y, s, x, t);$$

this and the $G_s = G_t^*$ imply the statement of the lemma. \hfill \Box

Even though in the end it has no influence on the final expression of the density, we need the existence of a continuously differentiable flow $\varphi$ that generates the domain $D$ to 1) invoke Leibniz rule and 2) to show that the resulting density is continuous. Many papers working on PDE with time dependent domains use this assumption [7, 6, 10]. Friedman’s classical book [16] on parabolic PDE, on which most of the arguments above are based, does not contain this assumption directly. However, the assumptions already made on $D$ do indeed imply that $D_t$ can be represented as the forward image of $D_0$ under a smooth flow $\varphi$. To find such a flow one can proceed as follows: first use the local graph representation of $\partial D$ given in Assumption 6.1 to define a flow on $\partial D$ as follows:

$$\varphi(x, t) = (h(x_2, x_3, ..., x_d, t), x_2, x_3, ..., x_d, t),$$

where this definition is made in a neighborhood of $(x_0, t_0) \in \partial D$ where the graph of $h$ represents a portion of $\partial D$. That $h$ is $C^1$ implies that $\varphi$ defined as above is a smooth flow on $\partial D$. One can now extend this flow to all of $\mathbb{R}^d$ using classical results on the possibility of such an extension (see e.g., [6] page 584) or [27] page 201, Extension lemma for vector fields on submanifolds). That $D_t$ is the forward image of $D_0$ now follows from the fact that $\varphi$, by its definition, leaves $\partial D$ invariant and the existence uniqueness theorem for ODE.

We can now make a precise statement about the density of $\tau$:

Proposition 6.2. Suppose $a$ is uniformly elliptic and $a$, $b$, $b^*$ and $c^*$ are uniformly Hölder continuous. and let $D$ satisfy the assumptions 6.1. Then the Green’s function
$G$ is continuously differentiable in $s$ and the exit time $\tau$ has continuous density

$$f^\tau(x, t, s) = -\int_{D_t} G_s(x, t, y, s) dy, s \in (t, T].$$

Proof. The existence and continuity of $G_s$ follows from Lemma 6.1; the density formula follows from Leibniz’s rule and $G = 0$ on $\partial D_t$, as discussed above. The continuity of the density follows from the continuity of $G_s$ and the fact that $D_t$ is the smooth image of $D_0$ under the flow $\dot{x}$.  

□
The connection between BSDE and stochastic control is one of the central themes in the research on BSDE [35]. To the best of our knowledge, the connection between BSDE with singular terminal values and stochastic optimal control was first established in the article [1] which studied the following optimal control problem:

$$\inf_{x \in A_0} \mathbb{E} \left[ \int_0^T (\eta_t |\dot{x}_t|^p + \gamma_t |x_t|^p) \right]$$

where $p > 1$, $\gamma$ and $\eta$ are processes adapted to the filtration generated by a Brownian motion and $A_0$ is the set of adapted absolutely continuous processes that satisfy $x(0) = x_0 > 0$ and $x(T) = 0$. This problem can be interpreted as the optimal liquidation of a position of size $x_0$ in the time interval $[0, T]$ where $\eta$ and $\gamma$ represent costs and risks associated with the position (the model is closely related to the well known Almgren-Chriss liquidation model treated in [19, Chapter 3]). It was shown in the same work that the value function and optimal control of this problem can be expressed in terms of the following BSDE

$$dY_t = \left( (p - 1) \frac{Y_t^q}{\eta_t^{q-1}} - \gamma_t \right) dt + Z_t dW_t, Y_T = \infty,$$

where $q$, as before, satisfies $1/p + 1/q = 1$. The $\xi = Y_T = \infty$ terminal condition corresponds to the constraint $x(T) = 0$. This type of optimal control problems have been studied by a number of researchers since [1], see, e.g., [41] [22] [18] [3] [17]. A generalization of this control problem to a general filtration is given in [25] that also allows the terminal condition $\xi \in F_T$ not identically equal to $\infty$. Allowing $\mathbb{P}(\xi = \infty) < 1$ corresponds to requiring $x_T = 0$ only under certain conditions. For example, for a stopping time $\tau$, $\xi = \infty 1_{\{\tau < T\}}$ corresponds to requiring $x_T = 0$ only when $\tau < T$. 
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It is proved in [25] that the *minimal supersolution* of the corresponding BSDE gives the value function of the optimal control problem. For the terminal condition $\xi = \infty$ (1.5) implies (1.6), therefore for $\xi = \infty$ minimal supersolutions are automatically solutions of the BSDE and the continuity problem becomes trivial. For $P(\xi = \infty) < 1$ it is not obvious that the minimal supersolution satisfies (1.6), which leads to the continuity problem studied in this thesis. In the next paragraphs we will briefly discuss the implications of continuity results in optimal control applications.

As already noted, minimal supersolutions of the BSDE (1.9) with singular terminal conditions can be used to represent the value function of a corresponding stochastic optimal control problems with constraints. In this connection between the BSDE and its corresponding stochastic optimal control problem, changing the terminal condition of the BSDE corresponds to changing the terminal payoff and the constraints of the problem. A natural question is when these change, do the value function and the optimal control of the control problem change? Surprisingly, and to the best of our knowledge, for the control problems corresponding to the class of terminal conditions treated in the present work, the current BSDE theory does not answer this question.

The continuity results in this thesis establishing that a minimal supersolution is a solution in the sense of (1.5) provides an answer as follows. Suppose $Y^{(1)}$ and $Y^{(2)}$ are minimal supersolutions of the BSDE for two distinct terminal conditions $\xi^{(1)}$, $\xi^{(2)}$. Suppose that $Y^{(i)}$ are solutions to the BSDE with these terminal conditions in the sense of (1.6), i.e., that $Y^{(i)}$ are both continuous at time $T$. This and $\xi^{(1)} \neq \xi^{(2)}$ imply that $Y^{(1)}$ and $Y^{(2)}$ are distinct processes. To rephrase this in terms of the control interpretation: changing the constraint and terminal value of the control problem from $\xi^{(1)}$ to $\xi^{(2)}$ leads to distinct value functions (and hence optimal controls) for the control problem.

Let $X$ denote the state process of the corresponding optimal control problem. As we pointed out above, the terminal condition $\xi^{(1)} = \infty$ corresponds to the constant $X_T = 0$. To relax this constraint to $X_T = 0$ only when $\{\tau > T\}$ where $\tau$ is a stopping time of the filtration, we set the terminal condition to $\xi = \infty \cdot 1_{\{\tau > T\}}$, which belongs to the class treated in Chapter[5]. Does this relaxation lead to a lower value function? This question is a special case of the question discussed in the previous paragraph, i.e., whether the same BSDE with distinct terminal conditions have distinct solutions,
and we know that continuity of the solution implies that the solutions will be distinct. Is the optimal control tight, i.e., is it the case that, under the optimal control $X_T = 0$ if and only if $\{\tau < T\}$? The continuity of the minimal supersolution implies that the answer to this question is also affirmative. In finance applications a non-tight optimal control can be interpreted as a strictly super-hedging trading strategy. Continuity results overrule such inefficiencies. As a last point in connection with optimal control and optimal liquidation we note that the continuity of the minimal supersolution at terminal time appears in [3], as a condition for the solution of an optimal targeting problem.

Let us explain the continuity problem via an example, let us consider an investor holding a large position of stock $X$ in the market. She wants to liquidate this position in the time interval $[0, T]$. So, in our setup we will have $X_T = 0$ as our constraint in the optimal control problem and terminal condition. Suppose that she does not want to sell her stock below 50 $. In the setting of optimal control problem the optimal control closes the position even though the price is below 50 $, However the results in this thesis ensures that if the price goes below 50 $ the optimal control will close the position. The reason is the terminal condition we put i.e. $\xi_1$. In the case where the price goes below 50 $ the terminal condition will explode to $\infty$ and the process of liquidating will stop.
CHAPTER 8

CONCLUSION

In this thesis we studied the BSDE (1.9) with a superlinear driver with singular terminal values of the form $\infty \cdot 1_A + F \cdot 1_{A^c}$, where $A \in \mathcal{F}_T$ and $F \in \mathcal{F}_T$ integrable and our goal was to prove that the minimal supersolutions of these BSDE attain their terminal values, i.e., are continuous at the terminal time and are therefore solutions. In studying this question we generalize the class of events $A$, the assumptions on the driver $f$ as well as the filtration $\mathbb{F}$ as compared to the previous work [42], which focused on a deterministic $f$, the filtration generated by a Brownian motion and $A$ of the form $\{\tau_0 \leq T\}$ and $\{\tau_0 > T\}$ where $\tau_0$ is the first exit time of the Brownian motion from a fixed interval. With the results of Chapter 5 we see that under general conditions on the driver and the filtration, the BSDE (1.9) with terminal condition $\infty \cdot 1_A + F \cdot 1_{A^c}$ can be solved for any $A \in \mathcal{F}_T$ that can be written as the limit of a decreasing sequence of adapted events. The arguments in Chapter 4 imply that for events of the form $\{\tau \leq T\}$, where $\tau$ is a stopping time to obtain continuous solutions to the BSDE we only need that $\tau$ has a bounded density. In Chapter 6 we show that exit times of multidimensional Markovian diffusions from time dependent smooth domains satisfy this condition. The identification of all events $A$ in $\mathcal{F}_T$ for which the BSDE (1.9) with terminal condition $\infty \cdot 1_A$ has a continuous solution remains an open problem. As already noted we rely on the density of $\tau$ in dealing with the event $A = \{\tau \leq T\}$; this reliance brings with it the assumption $q > 2$ when dealing with the terminal condition $1_A \cdot \infty$. To remove this assumption is an open problem for future research.

Another natural direction for future research is the derivation of density formulas for exit times for more general multidimensional processes, including those with jumps.
Once such formulas are available the arguments in Chapter 4 would imply the existence of solution to BSDE (1.9) with terminal conditions defined by these exit times.

The results presented in this thesis are of a qualitative nature: we prove the continuity at terminal time of solutions of a class of BSDE. Another direction for future research is computational results: how to efficiently compute these processes. Such results can be of use in finance applications.
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