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ABSTRACT

AN INVESTIGATION OF THE PSYCHOMETRIC PROPERTIES OF A
LANGUAGE ASSESSMENT LITERACY MEASURE

Yilmaz, Fahri
Department of English Language Teaching
Supervisor  : Prof. Dr. Cigdem Sagin Simsek

July 2020, 180 pages

This study investigates the psychometric properties of a modified measure designed
to assess the knowledge base of EFL teachers’ assessment literacy (AL). Using the
data obtained from a sample of 4™ grade pre-service EFL teachers from two state
universities in Ankara, the psychometric properties of the measure were analysed by
making use of several CTT-based and IRT-based analytical techniques. The
findings indicate a good model fit, a presence of validity and high levels of
reliability. Analyses of the sample’s performance suggest that the measure was
found to have a moderate difficulty level for the sample group, who exhibited a
lower-than-expected level of achievement on the measure, and that CGPA was the
only variable to statistically and positively correlate with the AL score. These
findings point towards several important psychometric and pedagogical

implications.

Keywords: Assessment Literacy, Language Assessment Literacy, Foreign

Language Education, Assessing Assessment Literacy
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DILDE OLCME-DEGERLENDIRME OKURYAZARLIGINA YONELIK BiR
OLCEGIN PSIKOMETRIK OZELLIKLERINE DAIR BiR INCELEME

Yilmaz, Fahri
Yiksek Lisans, Ingiliz Dili Egitimi Boliimii
Tez Danigmani : Prof. Dr. Cigdem Sagin Simsek

Temmuz 2020, 180 sayfa

Bu calismada ingiliz Dili Egitimi 6gretmenlerinin  dlgme-degerlendirme
okuryazarligimin bilgi temelini Olgmeyi hedefleyen uyarlanmis bir dlgegin
psikometrik 6zelliklerinin incelenmesi amaglanmistir. Ankara’da bulunan iki devlet
Universitesinde ogrenimlerini siirdiirmekte olan 4. smmf Ingilizce ogretmeni
adaylarindan olusan bir 6rneklem grubundan elde edilen verilerin incelendigi bu
caligmada, ¢esitli Klasik Test Kurami ve Madde Tepki Kurami temelli analiz
teknikleri kullanilmistir. Arastirmanin sonuglari iyi bir model uyumluluguna,
gegerlige ve yiiksek diizeyde giivenirlige isaret etmektedir. Orneklem grubunun
performans analizi, 6l¢egin kitle tarafindan orta gii¢liik diizeyinde bulundugunu ve
kitlenin kendilerinden beklenenin altinda bir basar1 gdsterdigini ve bu basariyla
istatistiki ve pozitif iliskisi olan tek degiskenin agirlikli genel not ortalamasi
oldugunu ortaya koymustur. Bu bulgulara dayanarak birtakim 6nemli psikometrik

ve pedagojik ¢ikarimlara varilmistir.

Anahtar Kelimeler: (Dilde) Olgme-degerlendirme Okuryazarligi, Yabanci Dil

Egitimi, Olgme-degerlendirme Okuryazarhiginin Olgiilmesi

\"



To my wife, and best friend, Dilek Yilmaz

vi



ACKNOWLEDGMENTS

A number of great professors in the English Language Teaching program at
METU have contributed to my professional and academic development during my
MA study. | am indebted to them for their guidance, encouragement and support.

I am especially grateful to my supervisor Prof. Dr. Cigdem Sagin Simsek,
who has been a great source of knowledge and help, for her complete and accessible
support whenever | needed it. | have benefited enormously from her knowledge
throughout my study.

I owe very special thanks to Assist. Prof. Dr. Semirhan Gokge, who patiently
read the methodology and findings chapters of this study, and provided invaluable
feedback.

| thank Prof. Dr. Kemal Sinan Ozmen for not only providing me with
constructive feedback and great ideas, but also for being a great source of
inspiration for me throughout all these years we have known each other.

I wish to extend my sincere thanks to all participating pre-service teachers at
Gazi University and METU. This study would not have been possible without them.

I am more than grateful to my beloved wife, parents and friends for their
support and patience, and | would like to convey my apologies to them for stealing
from their time. Also, | must thank our cat Tursu (Pickle) for revealing his constant
presence by my side (on my desk) and helping alleviate my stress levels during long
study nights by allowing me to pat him.

Last but not the least, 1 wish to extend my most sincere thanks to health
professionals in Turkey and around the world for all their incredible efforts to keep
all of us safe and sound, as the world is going through one of the hardest pandemics
in our history due to Covid-19.

vii



TABLE OF CONTENTS

PLAGIARISM. ..ot e e e e e e e aaeaaee s ii
A B ST RA CT e e e e e e e e aaaaaaaa \Y
O Z ettt v
DEDICATION ..ttt ettt et e et e b e nbeeteeneeanee e Vi
ACKNOWLEDGMENTS ...t e e e e vii
LIST OF TABLES ..ot e e Xii
LIST OF FIGURES .......ooiiii ittt ettt Xiii
LIST OF ABBREVIATONS ...ttt Xiv
CHAPTER
L INTRODUCGTION ... .ttt e e e e e s e e e e e e e e s s nnnanreeeaaeeeeanns 1
1.1 ASSESSMENE LITEIACY ... .cciuveieieiieeiiie et ciee et e e s 1
1.2 Language ASSESSMENt LITEIaCY........cccveeiiuieeiiiiee e 4
1.3 Rationale and Research QUESTIONS ..........ccueeivieeiiieeiiee e 6
1.4 Significance of the STUY.........cooiiiiiiii s 8
2. LITERATURE REVIEW ....ocoviiiiiiiiieee ettt 9
2.1 Second Language Teacher EQUCAtION ............ccceeeiiiieiiiec e 9
2.2 Fundamental Considerations in ASSESSMENT ..........ccceevriveiiieeeiireeiieeenieens 10
2.2.1 Basic CoNnCepts iN ASSESSIMENT .......oeiviiiiieiiieiie it 10
2.2.1.1 ASSESSIMENL.....ceiiiiiiiiee ittt e e e e 10
2.2.1.2 MBASUIEIMENT .....iiiiiie ettt e e e e 12
2.2. 1.3 TSt iieiie ettt e 12
2.2. 1.4 EVAlUALION ...ttt 13
2.2.2 TYPeS OF ASSESSIMENT.......vviieiiiiiiie ettt 13
2.2. 2.1 PUIPOSE ...eeiiiiiieee ettt a e e a e e e e e e e st eeaaeeas 13
2.2.2.2 Other Types Of ASSESSIMENT ........cccvvveiiieeiiie e ee e eee e e 15
2.2.2.2.1 Norm-referenced and criterion-referenced tests...........cccoceenee. 15

viii



2.2.2.2.2 Summative vs. formative asseSSMEeNt .........eeveeveeeeeeeeeeeeeeeieeeenens 16

2.2.2.2.3 Objective vs. SUDJECLIVE tESING .....c.eeevivieeiiiee e 17
2.2.2.2.4 Direct vS. INCAIreCt teSING .....ccovvvveiiiee e 17
2.2.2.2.5 Discrete-point vs. integrated testS.........covvveeiieriieiiienie e 18

2.2.3 Qualities 0f 8 GOOA TEST.......eeeiiieeiiiie e 19
2.2.3. 1 PraCtiCality ........ccciueeeiiie e 19
2.2.3.2 REHADIIILY ..oeeeevieeciee e 19
2.2.3.3ValIUILY ...ooeiiiecie et 21
2.2.3.4 SCOTING. ...ttt ettt ettt 25

2.3 Assessment and TeaChiNg .......c..ccovvviiiiie i 27
2.4 ASSESSMENT LITEIACY ....vveeiviee ittt e e 28
2.4.1 DefiNItION OF AL ..cuviiieie et 28
2.4.1.1 FrameWOrks fOr AL .......cooiiuiieiiiee e 34
2.4.1.2 Measurement of ASSeSSMENt LItEraCy.........ccvevvvvrneeriiieiieeniienieenne 38
2.4.2 SIgNIficanCe OF AL ....cooviieiieec e 39
2.5 Language ASSESSMENE LILEIaCY .......ececueeeiiieeiiieeiiee e et e 41
2.5.1 Definition OF LAL.....oooiiiee et 41
2.5.2 Findings on EFL Teachers” LAL .........ccoociiiiiiii e 42
3. METHODOLOGY ..ottt ettt te e sneenns 44
.l PUIPOSE ...ttt ettt e e e e e e e e e e e e e raa e 44
3.2 ReSearch QUESTIONS .........vieiiiee ettt e s 45
3.3 Context and PartiCIPANTS .........cccviiiieiiieiie et 45
3.4 Data ColleCtion ProCEAUIES .........coiuieiiieiie et 49
3.4.1 Data Collection INStrUMENt ..........cooiiiriiiie e 49
3.4.2 Administration of the MEaSUIE............cocuveeiiieeiiie e 51
3.4.3 Development and Adaptation of the Measure............cccooceeveeiiieeiienninns 51
3.5 DAtA ANAIYSIS. ..eeiiiiiiiiee e 55
3.5. 1 RASCh ANAIYSIS ...t 56
3.5.2 CTT MethodolOgy .......ccoviiiiiiiiiiiiiie e 57
T8 T T 1 O SO PPPPRESRR 59
354 RASCH PCA .o 60
4. FINDINGS AND DISCUSSION .....ccoiiiiiiiiieie ettt 62



A1 FINAINGS oottt naeas 62

AL L APL MOEL...ciiiiieciieeeeee s 62
4.1.2 CTT MethodolOgy ....cccvvveeiiiieiiie et 68
4.1.3 RASCH ANAIYSIS ..ot 73
A4.1.4 2PL MOGEL......oeiiiiieeee e 77
A L5 RASCNPCA ..o 82
4.1.6 Item Difficulties/Person Performance..........cccovvvevieiiieiiieiie e 86
A.0.7 COMTRIAtIONS ...ttt e 89
O B [T 1 1] (oo TR SPSR 91
4.2.1 Research QUESTION 1 .....ccuvvviiiiiiiie e 91
4.2.2 Research QUESTION 2 ......cvvveeiiiiiiee ettt 102
4.2.3 Research QUESTION 3 .......cooiiiiiiiie e 106
5. CONCLUSION ...ttt e ta e e nnaeenneeas 109
5.1 OVerview OF the STUY ........ccviiiiiiiiiie s 109
5.1.1 Overview of Rationale of the Study ...........cccceeviiiiiiicie e 109
5.1.2 Overview of Methodology ..........ccovvveiiieiiiie e 110
5.1.2.1 Instrument (CAK) .....eiiiiiiiieeeee e 110
5.1.2.2 Data ColleCHiON.......ccoiuiieiiiie e 111
5.1.2.3 Data ANAIYSIS ....cccoveiiiiiie e 111
5.1.3 Overview Of the ReSUIS.........cooviiiiiiiiiie e 112
5.2 IMPLICALIONS ... 113
5.2.1 Psychometric IMplCAtiONS .........cccueiiiiiiiiiiiiie e 113
5.2.2 Pedagogical ImpliCations ............ccocvieiiieeiiiie e 114
5.3 Limitations and Future DIreCtions ...........ccceeeiiieeiieeeiiiee e 115
5.4 CONCIUSION ...ttt et e et e e rae e nnees 116
REFERENCGES. . ... ... e e e a e e e e e e e e anns 118
APPENDICES
A. HUMAN SUBJECTS ETHICS COMMITTEE APPROVAL ........ccceuvene. 136
B. DEBRIEFING FORM ....oooiiiiiiiiicee et 137
C. INFORMED CONSENT FORM ......cooiiiiiieeee et 138
D. ORIGINAL CAK ... e e e e 139
E. EVALUATION FORM FOR MODIFIED CAK .....cccooiiiiiiiiiiiieeeecciiie 146

X



F. MODIFIED CAK ..o
G. TURKISH SUMMARY/TURKGE OZET

H. TEZ iZIN FORMU / THESIS PERMISSION FORM .......cocoovrvivivererarennans

Xi



Table 1:
Table 2:
Table 3:

Table 4:
Table 5:
Table 6:
Table 7:
Table 8:
Table 9:

Table 10:
Table 11:
Table 12:
Table 13:
Table 14:
Table 15:
Table 16:
Table 17:
Table 18:
Table 19:
Table 20:
Table 21:
Table 22:
Table 23:

LIST OF TABLES

Popham’s (2009) Suggested Content Points for Teacher AL ................... 29
Standards for Teacher Competence in Educational Assessment............... 31
Summary of Studies Using Some of the Objective Measures to

Directly Test Teacher Assessment Knowledge..........ccocveevveeiiieeciieeenne, 40
Participant Descriptive Statistics (1)......cveevvvreiiieeiiiee e 48
Participant Descriptive StatiStiCS (2)........covvvervrriiieiiieiie e 49
Reordering of the Items on the Measure............ccooveiieiie e 54
Items on the Modified Measure and Corresponding Standards ................ 55
Analytical Techniques Used in Data AnalysiS..........cccceeviieeiiieeciineenn, 56
An Overview of the Item difficulty Values from 1PL Analysis ............... 63
Descriptive Statistics from the Traditional Item Analysis (N=74).......... 69
Results from the Traditional Item Analyses (N=74) .......c.ccccccveevveeenen. 69
Options Analysis for the Eliminated Items .............ccoooveiiiiicee e, 71
Contents of the Eliminated ItEMS .........cccoviiiriiiiiie e, 72
Summary of Rasch Person and Item StatiStiCS ...........cccevvveeiiiieeiiinnenne 74
Rasch Analysis Item StatiStiCS.........ccccevvveeiiiieiiiie e 75
2PL Goodness of Fit ANalysiS.........ccoovveiiiiiiiiiecie e 78
Results from the 2PL ANalYSIS ......cccvviiiiiiiiieiiee e 80
Modified CAK Item Loadings (N=74) ......cccccoviiieniiiiienieeiee e 84
Items Ranked by DIfficulty ..........ccooeeeiiiiii e 87
Comparison of Participant Achievement by Standards .......................... 88
Descriptive Statistics for CGPA and Total Score...........cccocvvvveeiiiinenenns 91
Clustering of Items and Standards into Two Components.................... 100
Ordering of Standards by DIffiCUlty ...........cccoiviiiiiiiiii 104

Xii



LIST OF FIGURES

Figure 1: The Standards and Corresponding Items on the Original Measure .......... 53
Figure 2: An Example ICC (Szab0, 2012) .....cooviiiiiiiiiiiiiiicececee e 59
Figure 3: ICCS TOr All ITEMS ...t 66
Figure 4: Item Information Curves for All Items..........ccceeviie i, 67
Figure 5: Test Information FUNCtion (IPL) ......coovvviiiiiiiiiec e 67
Figure 6: 1tem-person Map (N=74) .....coouii i 77
Figure 7: Scatter Plot for Item Difficulty and Discrimination...........cc.cccocevvvennenne. 81
Figure 8: Item Characteristic CUrves (ICCS) ......ccuveiiieeiiiee e 82
Figure 9: Test Information FUNCLiON (2PL) ......coovvviiiiiieiiee e 82
Figure 10: Rasch PCA Variance and COMPONENTS.. .....ccovieervienieniiienieeneeeiee e 83
Figure 11: Scatter PIOt IMAEIIX .......oooviiiiiiiieiieciee s 90
Figure 12: ICCs Belonging to Q18, Q19, and Q21.........ccceevveeeiieeeiiee e 99

xiii



LIST OF ABBREVIATONS

1PL One-parameter Logistic Model

2PL Two-parameter Logistic Model

3PL Three-parameter Logistic Model

AL Assessment Literacy

ALl Assessment Literacy Inventory

AFT American Federation of Teachers

CAK Classroom Assessment Knowledge Instrument
CTT Classical Test Theory

EFL English as a Foreign Language

ICC Item Characteristic Curve

1C Item Information Curve

IRT Item Response Theory

LAL Language Assessment Literacy

NCME National Council on Measurement in Education
NEA National Education Association

Xiv



CHAPTER 1

INTRODUCTION

1.1 Assessment Literacy

Stiggins (1991) defines assessment literacy (AL) as a basic understanding of
educational assessment and the skills related to it. It has been increasingly
recognised that AL is an essential skill teachers need to possess (Popham, 2009; Xu
& Brown, 2016). There is a wide consensus that teachers with a thorough
understanding of assessment can make sophisticated and informed decisions and
judgments about the validity and reliability of practices and policies related to
assessment in a variety of contexts. On the other hand, a teacher whose AL level is
insufficient may end up carrying out assessment practices that are not valid and
reliable, hence misinforming not only the students but also other stakeholders
including parents, other teachers, and school administration. Therefore it would be
safe to state that teacher AL is closely related to the success of both educational
assessment and quality of education in general.

Teachers can be empowered with AL as it can help them reach informed
decisions when developing, administering and using assessments (Harding &
Kremmel, 2016), whereas teachers without sufficient AL may end up leading
students to suffer adverse consequences including failing to be advanced to the next
level despite deserving it, and failing to receive additional support despite needing it
(Purpura, 2016; Purpura, Brown & Schoonen, 2015). Cheng (2001) informs that up
to a third of teachers’ time is allocated to activities related to testing; however, most
teachers have little or no training to carry out the assessment-related activities
(Bachman, 2000). A similar view is held by Coombe, Troudi and Al-Hamly (2012),
who consider that teachers cannot provide students with the necessary support in
terms of obtaining higher levels of academic achievement if they do not possess a
high level of AL.



The role AL plays in teaching and learning processes is quite important.
According to White (2009), learning can be initiated by assessment, which can be
considered like a locomotive. Assessment cannot be considered separate from
learning and teaching processes because teachers are constantly involved in
assessment-related activities whether they are formal or informal, or traditional or
alternative assessment activities, which makes AL or good assessment skills
significant for teachers in order to ensure the quality of teaching and learning
(Stiggins, 1991). Teachers are expected to be equipped with the insight provided by
assessment-related activities for a large number of educational purposes including
identifying whether course content is relevant or not, enhancing the learning and
teaching processes, the effectiveness and efficacy of the instruction, and informing
learners on their current ability or achievement levels as well as their strengths and
weaknesses in relation to the expected learning outcomes of a course (Mertler,
2003). According to the author, the profession of a teacher requires him or her to
take the assessment responsibility. Moreover, because teaching and assessment
constantly provide each other with information that can be used to improve both
(Malone, 2013), teachers are expected to bridge the two educational concepts. As
highlighted by several researchers (Stiggins, 1999; Popham, 2009), teachers who are
equipped with sound knowledge and mastery of the concept of assessment can make
more informed decisions in their profession, which can have a big effect on the
quality of education (Malone, 2013).

Teachers who are literate in assessment are teachers who know “what they
are assessing, why they are doing it, how best to assess the skills, knowledge of
interest, how to generate good examples of student performance, what can
potentially go wrong with the assessment, and how to prevent that from happening”
(Stiggins, 1995, p. 240). This implies that AL is related not only to assessment
knowledge but also to the application of this knowledge to assessment practices.

It is agreed by assessment researchers that a good understanding of both
classroom assessment and large-scale assessment requires the use of cognition,
observation and interpretation (National Research Council, 2001). In other words,
these three concepts constitute the backbone of any assessment system as they
afford evidence for sound validation efforts in order to ensure fair and appropriate
uses of assessment data. The model provided here by the National Research Council
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points to these three components in defining AL, where cognition is related to a
teacher’s understanding of student cognition, observation is related to a teacher’s
understanding of assessment tools, and interpretation refers to a teacher’s
understanding of data interpretation. A competent teacher, therefore, is expected to
be able to carry out assessment-related practices in a systematic and evidence-based
way, and make use of the insight provided by the increasing research area.

As the interest in AL has intensified for the past several years with the
recognition of AL as an important component of teacher professional development
programs (Beziat & Coleman, 2015), an increased presence of concepts is observed
related to educational assessment in pre-service and in-service programs (Mertler,
2003; Alkharusi, Kazem, & Al-Musawai, 2011; Xu & Brown, 2016). According to
Stiggins (2006), teachers and instructors in US schools and universities have
unacceptably low levels of AL, which leads to inaccuracy in assessing learners’
abilities and learners’ failure to achieve their full potential. The fact that many
teachers graduate from their undergraduate programs inadequately equipped with
AL forces them to obtain AL skills on the job (Mertler, 2003). Also, many teachers
who have acceptable levels of knowledge in classroom assessment lack the
knowledge or skills needed to interpret data provided by large-scale or high-stakes
exams (Conor & Mbaye, 2002). Stiggins (2006) informs that such exams are
provided by authorities in the educational systems, and teachers with no control
over the content of these tests, are compelled to teach for these tests (Xu & Brown,
2016). This lack of knowledge and interpretation skills leaves teachers unprepared
to use valid procedures of evaluation (Yan & Cheng, 2015).

Even though there has been an ever more significant emphasis on AL in pre-
service and in-service programs, research finds insufficiencies in both classroom
assessment literacy and large-scale assessment literacy among teachers (Mellati,
Khademi, & Shirzad, 2015). The evidence from many countries suggests that there
are a large number of teachers who lack adequate training and knowledge in the
development, administration, and interpretation of different assessment tools.
Teachers demonstrate this lack of knowledge not only in common assessment
responsibilities but also in the understanding of the basic concepts of assessment
such as validity and reliability (Gotch, 2012). For instance, research has shown that
rubrics created by many teachers are of average quality, far from reflecting the best
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and up-to-date practices or making clear links between instruction and assessment
(Maclellan, 2004). Several teachers have been found to self-assess their AL to be
high; however, studies have found that even teachers with essential assessment
skills may have difficulty with such assessment activities as test construction, which
they consider to be complex (Al-Maliki & Weir, 2014; Scott, Webber, Aitken &
Lupart, 2011).

Research suggests that teachers without adequate skills in developing strong
assessment tools find it difficult to engage with new types of assessment tools as
opposed to more conventional pen-and-paper exams (Wiliam & Thompson, 2008).
There is also a constant gap between assessment practices and instructional goals.
Similarly, research carried out by Susuwele-Banda (2005) found that teachers paid
more attention to measuring the learners’ mastery, and outcomes, and that they
frequently used performance-based evaluation. The teachers in the study, who were
interested in measuring learner achievement, also considered classroom assessment
as an essential practice for their teaching, but not for improving their teaching.
However, they were found to be lacking the skills and insight needed to understand
and analyse the reasoning behind the responses provided by their students. On the
other hand, there is also substantial research with opposing results. Several
researchers (Dayal & Lingam, 2015; Gotch, 2012; Dinther, Dochy, & Segers, 2015)
found that teachers do not like tests as they believed that tests result in unnecessary
stress and exhaustion for learners, which could explain why teachers are generally
found by research not to be good at judging the quality of their own assessment
practices as well as evaluating their students’ ability (Bastian, Henry, Pand, & Lys,
2016; Clark-Gareca, 2016).

1.2 Language Assessment Literacy

Recently, the concept of language assessment literacy (LAL) has emerged,
which originated from the literature in AL, but it can be considered to be distinct
from AL in general for a number of reasons. There are various definitions of LAL.
According to Malone (2013, p. 329), LAL relates to “language teachers’ familiarity
with testing definitions and the application of this knowledge to classroom practices
in general and specifically to issues related to assessing language”. Inbar-Lourie
(2008, pp. 389-390) defines language assessment knowledge as a base comprising
“layers of assessment literacy skills combined with language-specific competencies,
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forming a distinct entity that can be referred to as language assessment literacy”.
She also adds in another work (2017) that the term LAL stemmed from AL, yet it is
distinct from AL because it endeavours to “incorporate unique aspects inherent in
theorising and assessing language-related performance” (p. 259). These definitions
highlight the ‘language-specific’ aspect of LAL, which sets it apart from AL, while
it draws on the literature and principles of AL. In other words, LAL addresses
additional skills related to the nature of language as compared to AL. Nevertheless,
according to Fulcher, LAL “is still in its infancy” (2012, p. 117).

Price, Rust, O’Donovan, Handley, and Bryant (2012) underlined the need
for language educators to be adequately knowledgeable in assessment-related
procedures. Yet, research suggests that many teachers lack the assessment
knowledge needed (Plake, 1993). Stiggins (2010) referred to this problem as
‘language assessment illiteracy’ that thrives among teachers (p. 233). It
demonstrates that although teachers are expected to have LAL skills, how
assessment-literate they are is controversial. According to Xu and Brown (2017),
AL begins with the knowledge base, and thus, knowledge of assessment is central to
AL.

However, several research studies investigating EFL teachers’ LAL have
shown that teachers have problems with understanding even the basic principles of
LAL, or with applying them in their practices. For instance, Lam (2015), who aimed
to find out about whether two language assessment courses contributed to LAL of
pre-service teachers in five institutions in Hong Kong, found that there was not
sufficient support to enhance LAL, and the training was inadequate. Tsagari and
Vogt (2017) also wanted to explore in-service teachers’ perceptions of LAL, and
they found that the perceived LAL of participants from institutions in Cyprus,
Greece, and Germany was inadequate.

A review of studies of LAL demonstrates a number of problems experienced
by EFL teachers in terms of language assessment knowledge. L6pez and Bernal
(2009) conducted a research study that indicates a presence of different assessment
practices among EFL teachers. For instance, teachers who have training in LAL
often use assessment with the purpose of enhancing teaching and learning (for
formative purposes), whereas teachers who have little or no training in language
assessment use assessment only to obtain grades from learners (for summative
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purposes), which indicates, according to the authors, that the teachers who lack LAL
make no distinction between types of assessment and grades.

Lopez and Bernal (2009) carried out their research in Colombia. However,
research findings coming from other parts of the world including Chile (Diaz,
Alarcon, & Ortiz, 2012), China (Cheng, Rogers, & Hu, 2004), and Canada (Volante
& Fazio, 2007) resonates with the findings of Lépez and Bernal, which suggests that
there is a need for EFL teachers to improve their assessment practices to enhance
both teaching and learning. Even though there are not many research studies
exploring the LAL levels of EFL teachers in the Turkish context to the knowledge
of the researcher, there are several studies so far in Turkey including Hatipoglu
(2015, 2017), Mede and Atay (2017) Olmezer-Oztiirk and Aydin (2018), Oz and
Atay (2017), and Sahin (2019), which have found that EFL teachers in Turkey
exhibit low levels of LAL.

1.3 Rationale and Research Questions

Teachers, whether at primary, secondary or tertiary level, are often tasked
with designing, developing, and/or choosing assessment methods, administering
assessment tools, using assessment results to provide feedback, scoring and grading,
recording information obtained from assessment, and reporting assessment results to
key stakeholders, including but not limited to students, school and ministry
administrators, parents, potential employers and other teachers (Lamprianou &
Athanasou, 2009; McMillan, 2014; Popham, 2014; Russell & Airasian, 2012;
Taylor & Nolen, 2008). These assessment-related activities take up one-third to half
of teachers’ instructional time (Bachman, 2014; Mertler, 2003; Stiggins, 1991,
1995), which emphasises the idea that the quality of teaching and student learning
could be directly related to the quality of assessment practices undertaken by
teachers in the classroom (Earl, 2013; Green, 2013). For this reason, teachers are
expected to establish a congruent mediation procedure between their assessment and
instruction practices in a way that would enhance student learning (Earl, 2013;
Griffin, Care, & McGaw, 2012; Popham, 2014; Shepard, 2008). Such an approach
might offer the opportunity to equip learners with twenty-first century skills
including lifelong learning, which involves subskills like critical-thinking, problem-
solving, creativity, flexibility and cultural appreciation. Accordingly, teachers are
expected to possess the knowledge of and skills related with assessment in order to
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be able to design, choose and administer assessment tasks tailored for learner needs
through a shift from a testing culture to an assessment culture (Masters, 2013).

Many assessment researchers have stated that meeting the goal of equipping
learners with the twenty-first century skills requires teachers to be able to make use
of a wide range of assessment methods in assessing student learning for both
formative and summative purposes (Black & William, 1998a, 1998b; Griffin et al.,
2012, Heritage, 2013; Masters, 2013; Shute, 2008). Among such methods are
portfolios, performance-based tasks, and peer and self-assessment in addition to the
use of more traditional assessment tools. Proper use of assessment instruments and
assessment results to enhance and improve instruction and learning as well as
supporting lifelong learning come with numerous benefits including improvement
of higher-order thinking skills (Darling-Hammond & Adamson, 2013; Leighton,
2011; Moss & Brookhart, 2012), enhancing student motivation for learning, helping
students become autonomous learners and become owners of their own learning
(Falchikov & Boud, 2008; Heritage, 2013; Lamprianou & Athanasou, 2009; Molloy
& Boud, 2014; Nicol, 2013).

Even though possessing the knowledge of and skills associated with high
quality educational assessment generates a number of benefits, researchers have
continually reported findings indicating poor AL and poor assessment practices
among teachers both in the wider field of education (Plake, 1993; Stiggins, 2010)
and in language education (Tsagari & Vogt, 2017; Volante & Fazio, 2007; Xu &
Brown, 2017). Research has shown that lack of understanding of assessment and
presence of poor assessment practices may lead to a mismatch between assessment
and instruction/learning goals (Binkley et al., 2012; Griffin et al., 2012; Heritage,
2013; Rea-Dickins, 2007). The mismatch between the importance of high quality
assessment and teachers’ poor assessment knowledge and skills in addition to
inadequate emphasis by pre- and in-service education on assessment leads to the
problematizing of LAL (Stabler-Havener, 2018), which creates the need to discuss
the question of whether it is possible to measure EFL teachers’ LAL. Closely
related to this question are follow-up questions of how pre-service EFL teachers at
two higher education settings in Turkey perform on an assessment instrument that
tests their LAL at the knowledge base, and what factors affect their LAL. Therefore,
the current study endeavours to gain insights into LAL of pre-service EFL teachers
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specifically focussing on these issues. The following paragraphs present a
formulation of the current study’s research questions based on the research
objectives as well as providing an overview of the significance of the study.
Research Question 1: What are the psychometric properties of the adapted
Classroom Assessment Knowledge instrument, devised to assess EFL teachers’
language assessment literacy knowledge base?
Research Question 2: What is the language assessment literacy knowledge base
level of pre-service EFL teachers in the higher education context in Turkey?
Research Question 3: What factors, if any, affect language assessment literacy of
pre-service EFL teachers in the higher education context in Turkey?
1.4 Significance of the Study

To the knowledge of the researcher, this is the first empirical research study
in Turkey into the psychometric properties of a LAL measure based on a widely
recognised AL framework, modified and contextualised to the Turkish context to
assess EFL teachers’ assessment knowledge. With AL gaining attention and
importance both in language education and the broader field of education, the need
to accurately assess the assessment knowledge of teachers and pre-service teachers
is becoming an important issue. Although a complete assessment and understanding
of teachers’ AL requires a complete evaluation of both their knowledge and
practice, the knowledge base of AL is an important indicator of the wider AL of
teachers including their ability to put the knowledge into practice. Therefore, this
study aims to contribute to the literature by examining the psychometric properties
(i.e., validity and reliability) of a potential LAL measure. The results of the current
study could also be used to obtain some insight into the current LAL levels of pre-
service EFL teachers in Turkey to inform policies and decisions regarding their

needs, strengths and weaknesses.



CHAPTER 2

LITERATURE REVIEW

This chapter presents an overview of the existing body of literature relevant
to the research objectives of the current study. The following paragraphs discuss (a)
an overview of second language teacher education (SLTE) and SLTE in Turkey, (b)
some of the most important topics in educational assessment, (c) the relationship
between assessment and teaching as well as the importance of assessment in
teaching, (d) definition and significance of AL, and (e) definition of LAL and
important findings of several research studies on EFL teachers” AL.
2.1 Second Language Teacher Education

English is accepted as the “global language” (Crystal, 2003, p. 1), and it
gained this status thanks to being an official language of many countries and by
being the language primarily taught as a second language around the world. English
is becoming a compulsory school subject in many countries at younger and younger
ages (Nunan, 2001). As the number of English language learners increase around
the world rapidly, the demand for English language teachers is becoming
unavoidable, which brings SLTE to the forefront (Bailey, 2001; Wright, 2010). The
terms “teacher education” and teacher training” are used in the literature to address
this demand (Freeman, 2001). Even though Widdowson (1997) makes a distinction
between the two concepts, according to which teacher education focuses more on
practical terms (solution-oriented) while teacher training is more problem-oriented
and focusses on theoretical considerations, the two concepts are often used
interchangeably. Embracing both concepts, Richards and Nunan (1990) describes
the aim of SLTE as “to provide opportunities for the novice to acquire the skills and
competencies of effective teachers and to discover the working rules that effective

teachers use” (p. 15).



As the field of SLTE has gone through a number of theoretical and practical
developments in the effort to train EFL teachers, the concept of professionalism has
gained substantial importance, and as Richards (2008) informs, “becoming an
English teacher means becoming part of a worldwide community of professionals
with shared goals” (p. 161). Similar to the developments in the broader field of
education, one important consequence of the increasing professionalism in SLTE
has been the creation of standards that have become popular in the field (Richards,
2008).

Parallel to the global policies, substantial significance has been placed on
English in Turkey as well, and English has become the only foreign language as a
compulsory subject at all educational levels (Kirkgdz, 2009). Oztirk and Atay
(2010) describe the role of English in the Turkish educational system as follows:

Today English education is offered from kindergarten level until university,
either as a compulsory foreign language or as the means of instruction, e.g.,
there are many secondary schools and universities with a one-year preparatory
class followed by English-medium instruction. In addition to the private
English courses, the government encourages citizens of all ages to become
proficient in English by expanding educational opportunities (p. 137)
2.2 Fundamental Considerations in Assessment
Fundamental considerations in educational assessment will be reviewed in
this section in three categories: (a) basic concepts in assessment, (b) types of
assessment, and (c) qualities of a good test.
2.2.1 Basic Concepts in Assessment
Among the most important and basic concepts in the field of assessment are
assessment, measurement, testing and evaluation. Even though these terms are
frequently used with different meanings and often interchangeably, there is a need
to understand the nuances of these terms.
2.2.1.1 Assessment
A range of different meanings have been attributed to the term ‘assessment’
in educational sciences, and different researchers in the field of educational
measurement and language assessment have used the term in various ways, which
suggests that no consensus exists over what exactly it means (Bachman, 2014, p. 7).
In addition, several terms including “test(ing)”, “measurement”, and ‘evaluation”

are often used interchangeably to refer to assessment. However, despite the wide
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variety of meanings assigned, it is generally agreed that assessment refers to the
process of gathering information regarding an object of interest using “systematic’
and “substantively grounded” procedures, and except for cases where the object of
interest is student information such as attitudes or demographic characteristics, the
object of interest of a language assessment activity is one aspect or a combination of
aspects of language ability. The term ‘assessment’ is also frequently used to refer to
the product of this information-gathering process.

Bachman (2014) also provides a clear summary of the two properties of
assessment: being systematic and being substantively grounded. These two
properties distinguish language assessment from informal observation. Being
systematic means that the design and implementation of the assessment are
described clearly, allowing other individuals to reproduce it if they wish to do so.
Systematicity is closely related to the principle of reliability, which will be
discussed later in this section.

The other property is being substantively grounded. It is related to forming a
basis for the interpretation of both quantitative and qualitative results of an
assessment. It must be a widely-accepted theory about the nature of language,
language ability, language use, language learning, or previous research as well as
acknowledged practice that forms the basis of language assessment. This property is
closely related to the principle of validity, which will also be discussed later in this
section.

According to Chan (2008, p.7) “assessment refers to any method, strategy or
tool a teacher may use to collect evidence about students’ progress toward the
achievement of established goals”. In assessment, the information collected and the
evidence gathered help to understand what students have learned. Heaton (1990)
summarizes that assessment aims to (a) have an understanding of the students’
strengths and weaknesses in learning, (b) helps teachers better understand and
monitor the process of learning experienced by learners, (¢) make evaluation about
their learning, and (d) use the assessment and evaluation information in order to
place learners in appropriate groups based on institutional standards. Teachers are
expected to use assessment in several ways including making interpretations and
decisions about their students’ learning, and enhancing their teaching by reflecting
on the assessment practices and activities. It is worth noting that teachers can get
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useful and immediate feedback from assessment on what, how much, as well as how
well learners are learning.
2.2.1.2 Measurement

Another fundamental concept in assessment is measurement. According to
Bachman (1990), it refers to the “process of quantifying the characteristics of an
object of interest according to explicit rules and procedures” (p. 18). And similar to
assessment, measurement is also used to refer to a product or outcome of the
process of measurement.

Measurement is a type of assessment that involves quantification, i.e.i
assigning of numbers. This characteristic makes the distinction between
measurement or measures and non-quantitative assessments like verbal descriptions
or visual images. It is worth noting that numbers are assigned not directly to people,
but to the attributes associated with individuals or groups of individuals. In language
assessment, the attributes to be measured are usually not physical ones such as
height or weight, but attributes or abilities that cannot be observed directly,
including grammatical knowledge, communicative competence or language
aptitude. Like in other assessment types, measurements are also administered and
implemented based on explicit rules and procedures in a systematic way. This is
usually achieved through test specifications, criteria, valid and reliable scoring
procedures and explicit test administration procedures. Through the use of these
explicitly defined processes and procedures, a link between the unobservable trait to
be measured and the observable performance to be quantified is established.
2.2.1.3 Test

Coombe (2018) defines a test as “a set of tasks or activities intended to elicit
samples of performance which can be marked or evaluated to provide feedback on a
test taker’s ability or knowledge” (p. 41). It can be stated that a test is a specific type
of measurement used to elicit a specific performance sample which we associate
with a specific unobservable trait. One important implication of this definition is
that during test development, particular tasks and sets of tasks are designed to elicit
certain samples of performance linked with certain traits or unobservable abilities.
Coombe also mentions another meaning frequently associated with the term ‘test’. It

is often used to refer “to the activity of measuring samples of performance elicited
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by a test from a test taker” (p. 40). This process can provide information regarding
the test taker’s level of content and skill acquisition.
2.2.1.4 Evaluation

Evaluation is a term frequently associated with assessment. Evaluation,
which can be considered to be one possible use of assessment, is related to arriving
at value judgments and decisions. Educational programs usually attach considerable
importance to evaluation in making such decisions as selection, placement,
collecting information about the worth of a program, and grading or marking.

Coombe (2018) mentions four levels of evaluation, especially when the term
is used to refer to the process of using the results of an assessment to judge and
support learning and instruction. These four levels are learner feedback, learner
learning, learner behaviour, and learning results.

2.2.2 Types of Assessment
2.2.2.1 Purpose

Numerous specific types of assessment purposes can be divided into two
general categories (Green, 2013). The first category relates to language learning,
and it involves assessing to what extent a learning goal has been achieved. This type
of purpose is often used in schools and other educational settings. The main focus is
usually on what has been taught or will be taught, and these kinds of tests are
usually designed and implemented by teachers. They are often flexible enough to
allow teachers to use observational techniques such as watching and recording,
portfolios (long-term collections of the work of the learners), self-assessment, and
both informal tests and quizzes and formal tests carried out with more strictly-
controlled conditions in place.

The second category of purposes relates to gathering information about an
individual’s language ability in general in order to understand whether their
language ability satisfies a set of predetermined criteria or standards, which is
referred to as proficiency assessment. It is usually linked to carrying out an
assessment of language and related skills needed to perform a certain task such as
carrying out a job, and studying an academic subject. As opposed to the
aforementioned first purpose type, where the focus is on what content has been
taught or will be taught, the focus of this type is not on what content a course or
program has taught. This type of assessment is not likely to be developed or
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delivered by teachers but assessment professionals administering formal tests with
controlled, standardised and uniform conditions and procedures in place. It is likely
to be administered by professional national or private organisations.

The main distinction between proficiency assessment and educational
assessment is that the former does not focus on specific learning processes or
instruction outcomes (Carr, 2011). It is interested in finding out about the current
functionality of an individual, not their learning process. Proficiency assessment
seeks to understand what test-takers can do with their current language ability rather
than how they have arrived at their current level. The key word in proficiency
assessment is whether a test-taker can perform certain tasks or meet certain needs
with his or her current ability.

Dividing assessments into certain categories or types is an arduous task.
According to Brown (2004), language assessment is generally used to contribute to
making certain decisions, and these decisions are needed based on various purposes.
A broad categorisation can be made according to the purpose they are used for. In
this context, Carr (2011) groups language tests into two main categorises based on
the purposes they are used for: curriculum related decisions (admission, placement,
diagnostic, progress, and achievement), and other decisions (proficiency and
screening)

Admission test is the first type of curriculum-related test a new student may
experience. It is used to determine if a student is eligible for being accepted into the
program in the first place. Placement test, which is a related test to admission test,
often goes hand in hand with admission test. It is used to determine a student level
of study. It is often the case that one single test is used to serve both of the purposes,
that is, not just to determine if a learner’s language ability is sufficient for the
program and to estimate the right level for him or her.

Learners’ strengths and weakness areas are usually identified using
diagnostic tests. Despite the fact that sometimes placement tests or admission tests
in a language program may be used to identify learner needs, they are often
designed and administered separately following the placement of students in the
program. Diagnostic tests may also afford information regarding whether the
placement has been carried out accurately, which is often preferred as a method by
those programs that are not very confident about the quality of their placement test.
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Teachers are expected to use the information obtained from diagnostic tests in order
to design or refine their instruction based on the needs and strengths of learners.

After proper placement of learners, teachers may want to know if their
students are learning what is being taught to them, or whether any learning takes
place at all. It is through the use of progress tests that teachers assess the students’
performance in terms of learning with respect to the learning outcomes of a course.
As opposed to achievement tests, which are carried out to find out about to what
extent students have satisfied or acquired the learning outcomes or objectives of a
course, progress tests provide information about how well they are learning as they
are delivered while the instruction or learning still takes place. Therefore, the
distinction between a progress test and an achievement test, or the decision whether
a test, or a quiz, is a progress test or an achievement test, is made in terms of how
the results of the test or the quiz are being used.
2.2.2.2 Other Types of Assessment

Apart from the broader grouping explained in the previous paragraphs based
on test purpose, Carr (2011, p.9) also proposes a categorisation of tests “in terms of
frameworks for interpreting results, the things that examinees have to do during the
test, and the ways that the tests are scored”, several of which denote various
dichotomies.
2.2.2.2.1 Norm-referenced and criterion-referenced tests

Norm-referenced and criterion-referenced testing represent two distinct
frames of reference that help interpret the results or scores of a test. According to
Thorndike and Hagen (1969), test score is only meaningful as long as it is compared
to some reference. Whether the comparison is performed against other test-takers or
against some predetermined standards or criteria defines the nature of this reference,
which is what distinguishes norm-referenced testing from criterion-referenced
testing.

In norm-referenced testing, the score of a test-taker is compared against the
score, or the performance, of other test-takers who took the same test. The scores
are often reported in terms of percentile scores, in other words, the percentage of
other test-takers whose scores were lower than theirs. Due to the large numbers
required to divide test-takers into groups of 100, it is natural that norm-referenced
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testing is usually used in large-scale testing, where testing professionals deal with
large numbers of test-takers.

Because norm-referenced tests deal with the success of test-takers compared
to that of other test-takers, they are far from informing the users of the test on how
successful a test-taker is in absolute terms. Test administrators and other
stakeholders of a test including test-takers, parents, and educational decision and
policy makers usually demand to know more than provided by the norm-referenced
tests, which makes criterion-referenced testing highly important. Such tests measure
test-taker performance not in terms of a comparison of their performance against
that of other test-takers, but in terms of a set of predetermined criteria and standards
by looking at whether a test-taker successfully satisfies them. In criterion-referenced
testing, test-taker scores are frequently reported in percentages rather than
percentiles, that is, the percentage of the criteria satisfied by the tests-takers.
2.2.2.2.2 Summative vs. formative assessment

Summative vs. formative assessment is a way of looking at assessments in
terms of an interpretation of assessment results based on when they are administered
and for what purposes the results are used (Carr, 2011). If a test is administered at
the end of a unit, program, course, etc., in order to collect information about to what
extent students have learned the content, it is called a summative test, and it is often
used for grading purposes.

Formative assessment, on the other hand, is the type of assessment given to
learners while they are still in the process of learning in order to provide
information about the quality of learning that is taking place (Bachman, 1990). By
its nature, it is closely linked to progress assessment. The information obtained from
formative assessment is usually used to help make decisions about whether there is
a need for change in the course syllabus, instruction techniques, program, etc
However, although summative vs. formative assessment is usually perceived as
some kind of a dichotomy, the distinction between the two types may not always be
clear-cut, for the results obtained from a language quiz, for instance, may be used by
a teacher both to provide revision information about the instruction and to assign

grades.
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2.2.2.2.3 Objective vs. subjective testing

Another dichotomy listed by Carr (2011) in the identification of test types is
the “false distinction between objective and subjective testing” (p. 12). The term
‘objective test’ is usually used to refer to a test considered to be open to objective
scoring that uses selected-response items such as multiple-choice questions,
matching questions or true-false questions. However, such an approach is open to
criticism and controversy because even the so-called objective tests involve
subjectivity by their nature because those who decide the content, topics, and test
specifications in general (such as the number of questions, length of passages, item
types, etc.) of the test make subjective decisions. Subjective tests, however, are
called subjective because they contain tasks that require human judgment for
scoring. Yet, through the use of several well-established mechanism and practices
such as introducing a valid and reliable scoring rubric, rater training, and robust
statistical methods to increase interrater and intrarater reliability, such tests can be
prevented from being as subjective (Carr, 2011).
2.2.2.2.4 Direct vs. indirect testing

According to Carr (2011), as in the case of objective vs. subjective testing,
another problematic dichotomy lies in direct vs. indirect testing. What is often
meant by direct tests are tests with items requiring test-takers to use the trait or
ability that is intended to be assessed. For instance, it is called direct testing when a
writing test is designed to require test-takers to write something. On the other hand,
if a test attempts to assess test-takers’ productive skills such as speaking and writing
through items that do not require them to speak or write actually, such as through
multiple-choice questions, or dialogue completion tasks, it is called indirect testing.

The problem with this distinction is that even the tests alleged to be direct
tests are not actually as direct as they are believed to be. One caution needs
mentioning here, though. The problem is not with direct tests or tasks, but with the
label they are given (Carr, 2011). This distinction between competence and
performance is what constitutes the problem as it is the performance in direct testing
that is scored, although performance itself is an indication of competence in truth.
Therefore, familiarity with the task, the content, poor health, test anxiety, etc., may
interfere with a test-taker’s performance and lead to bad performance even if they
have the competence.
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2.2.2.2.5 Discrete-point vs. integrated tests

One final dichotomy in the classification of test types to be mentioned in this
chapter is that between discrete-point and integrated tests. As explained by Carr
(2011), both of these approaches have their pros and cons; so, test designers are
often faced with situations where they have to do careful thinking regarding several
trade-offs when combining or choosing between these two types. If a test uses a set
of separate items or tasks not connected to, or independent of each other in order to
assess a distinct piece of language ability, or a trait, it is called a discrete-point test
(Brown, 2004). This has traditionally been done using multiple-choice questions in
standardised language tests of reading, listening, vocabulary and grammar. While
this approach can be criticised for lacking authenticity, as the real-life use of
language abilities and areas do not occur in isolation but in certain combinations, it
provides several advantages such as more accurate or valid scoring, and satisfying
the unidimensionality assumption of the IRT, a powerful statistical methodology
used in the analysis of tests and test items.

On the other hand, because discrete-point tests lack authenticity, language
testers have increasingly used what is called integrated tests, which intend to assess
multiple aspects of language ability to simulate real-life situations. This is often
done by providing test-takers with some form of language input in one, or more than
one, language skill such as reading or listening, and then asking the test-taker to
react to the input in another skill such as speaking or writing. This kind of approach
is frequently used by language tests that set out to integrate authenticity and
communicative language use into their assessment activity. Even though integrated
testing is more likely to satisfy these needs, it comes with its own problems, the
most prominent of which is difficulty with score interpretation. For instance, a test-
taker with a high score in a task that integrates listening and speaking can be
considered to be successful in both listening and speaking abilities. However, it may
be difficult to exactly locate the weakness or problem in a test-taker’s language
ability if he or she has a low score from the same task. The problem may lie with the
test-taker’s listening skill, or speaking skill, or both. Therefore a good test is
supposed to address this problem by having a trade-off between discrete-point and
integrated tasks, usually through designing a reasonable combination of both types
of tasks.
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2.2.3 Quialities of a Good Test

As argued by Brown (2004), assessments of all kinds need to possess some
basic qualities in order to be effective. These qualities, or principles, are practicality,
reliability, validity, authenticity and washback (or test impact).
2.2.3.1 Practicality

The first principle, practicality, does not have much to do with test content
directly, but is rather concerned with how efficient it is to administer a test, although
decisions related to practicality issues may have profound effect on the design and
planning of the test content. It addresses issues such as cost, time management,
scoring and result analysis. A test can be argued to be practical as long as it is not
extremely expensive for potential test-takers, not too long to manage within
specified time constraints, not too difficult to administer in the field, and has a
useful and time-efficient procedure for scoring and evaluation. For that reason,
conditions for a test that determine its practicality may be context-dependant. For
example, a test that costs $300 may be practical in the United States, but not
elsewhere. Or, a test that contains 5 process-writing tasks over a semester may be
practical in a classroom setting, but not in a large-scale high-stakes proficiency test
for both timing and scoring difficulties.
2.2.3.2 Reliability

The term reliability is often used to refer to the scoring consistency of tests
(Bachman, 1990; Carr, 2011), which can be analysed through the use of a number of
statistical and mathematical methods from the point of the test administrator;
however, Brown (2004) also mentions some other student-related factors
contributing to reliability or lack of reliability such as fatigue, poor health and
anxiety. As argued by Carr (2011), the scoring consistency of a test is usually
referred to as reliability if it is a norm-referenced test, and dependability if it is a
criterion-referenced test.

As reliability is related to scoring consistency, it is concerned with finding
out about the sources and effect of scoring error, and these sources could be related
to test methods, test-takers and also could be random. Each test is assumed to have a
degree of random error, which can be minimised through systematic, well-
developed and valid testing tools. If there are errors related to test methods, they can
be systematic, and systematic errors could lead to test bias and inaccurate and
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inconsistent scoring, and thus unreliable test results. Myriad methods have been
developed to address this issue, and despite the abundance of these methods, they
can be divided into two groups in a broad sense based on the approach they adapt
towards assessment.

The first category of these methods are those developed in line with the
Classical Test Theory, or True Score Theory, which is a body of related
psychometric theory that predicts the outcomes of assessment such as item difficulty
and item discrimination. Because the methods used in this approach is greatly
dependant on the overall ability level of the test-taker group, and the results would
vary from one group to another, they are more suitable to be used with norm-
referenced tests. The methods used within this approach include parallel tests, where
two different tests considered to be the measures of the same ability are given to
test-takers and the correlation between the two tests is calculated; internal
consistency reliability analyses such as split-half reliability estimates, where a test is
divided into two halves, and the correlation between them is calculated; and inter-
rater and intra-rater reliability estimates.

However, due to a number weaknesses, primarily associated with group
dependence, of the CTT methodology, psychometricians have come up with a
number of scoring methods within Item Response Theory (IRT), which is also a
body of related psychometric theory providing a foundation for scaling test-takers
and items based on their responses to the items. IRT models, with the central focus
on unidimensionality, meaning that each item focuses on assessing one certain
latent trait or piece of ability, relate item responses to individual test-taker
characteristics and item characteristics; in other words, they relate test-taker and
item parameters to the probability of a discrete outcome, such as a correct response
to an item; therefore, these models are group-independent. So, they are more
suitable to be used with criterion-referenced tests. The models attempt to provide
scoring consistency through methods such as calculating item characteristic curves
(ICC), estimating ability scores, item information functions, and test information
functions.

Reliability is often considered to be a related but distinct quality from
validity, which will be discussed in following paragraphs. While it is true that
validity is the most important quality and the ultimate objective of any assessment
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activity, reliability is a crucial condition for validity. Given the systematic effects of
test methods, this fact applies to language assessment to a great extent, that is, the
distinction between validity and reliability becomes vague due to the fact that test
methods in language assessment influence both validity and reliability (Bachman,
1990).

2.2.3.3 Validity

Arguably the most important quality of a test, and the most important
concept in educational and psychological assessment, validity has traditionally been
defined as the “extent to which inferences made from assessment results are
appropriate, meaningful, and useful in terms of the purpose of the assessment”
(Gronlund, 1998, p. 226). Another classical understanding of validity is the extent to
which a test "measures accurately what it is intended to measure” (Hughes, 1989,
p.22). Both of these definitions entail some fundamental philosophical questions
regarding the very existence of a test in question, which makes the property of
validity such a significant concept. However, perception of and approaches to this
central concept have changed dramatically since the early days of educational and
psychological assessment. Therefore, in order to gain a better insight as to how
current approaches to validity work, it is necessary to have a brief look at the
evolution of the concept of validity in assessment.

A summary of how the concept of validity was viewed in early assessment
theory is provided in the following paragraphs based on Carr (2011), and Fulcher
and Davidson (2012). In its early days, validity was roughly divided into three
categories: criterion-oriented validity, content validity and construct validity. What
IS meant by criterion-related validity is the degree to which the test's ‘criterion' has
been achieved. This type of validity is often divided into two categories: concurrent
validity and predictive validity. Concurrent validity is evaluated by supporting the
results of a test with other performance that is concurrent beyond the test itself. For
instance, the concurrent validity of a foreign language proficiency test can be
supported by the actual good foreign language proficiency of a student who had a
high score from the test. The second category in criterion-related validity is
predictive validity. Predictive validity refers to a test's capacity to be able to predict
future performance, which becomes more important in placement tests, where
student aptitude - potential to learn - is highly valued.
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The second category of validity in the early days of validity research was
identified as content validity. Content validity refers to the extent to which a test’s
content is a sample that represents the domain that the assessment intends to test.
For example, and academic listening test can be claimed to lack content validity if
its content does not contain sufficient amount of listening input with academic
content and context. According to Carroll (1980, p. 67), ensuring content validity of
an EAP (English for Academic Purposes) test requires the test designers to make a
description of test-takers, analysing their “communicative needs”, and identifying
the content of the test based on their needs. Fulcher (1999) also argues that the main
challenge for early communicative language testing efforts in terms of content
validity was about how to draw the best sample representing the needs of the
learners and the target domain.

The third broad category of the early validity theory was construct validity.
Construct validity was at the time defined by Cronbach and Meehl (1955, p. 282) as
the extent to which “a test could be interpreted as a measure of some attribute or
quality which is not operationally defined”. In other words, a psychological
construct was assumed to exist, and it needed to be operationally defined so that the
assessment instrument could suggest presence or absence of this construct.

It is worth mentioning two more validity types in the early years of the
validation theory before moving on with the evolution of the approaches to the
concept of validity. These are consequential validity and face validity (Brown,
2004). Consequential validity is concerned with all consequences of an assessment
activity, including the accurate measurement of the intended criteria, how it impacts
test-takers’ preparation for the test, how it affects the learning and teaching
processes, and the intentional and non-intentional social consequences of the use
and interpretation of a test.

Face validity, which is actually an extension to consequential validity, is
related to the degree to which test-takers consider the assessment to be fair, relevant,
and useful for improving learning (Gronlund, 1998). Face validity was also defined
by Mousavi (2002, p. 244) as the extent to which an assessment tool “looks right”,
that is, appearing to be able to test the traits or constructs it aims to test, and this
extent is subjectively judged by the different stakeholders of the test including test-
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takers, test developers and test administrators, and other “psychometrically
unsophisticated observers.”

However, the fundamental philosophical assumptions of the early
approaches of the validity theory began to be questioned by the logical positivists
(Fulcher & Davidson, 2012), who claimed that propositions that we could not verify
relative to empirical evidence did not make much sense, and thus they were not only
false but also meaningless, which translated into a new assumption in the fields of
psychological and educational testing and assessment that if hypotheses based on
the relationship between observable variables and constructs, or between constructs,
cannot be tested, then theory is not meaningful, and thus not “scientifically
admissible” (p. 10).

Influenced by these philosophical enquiries, the fields of psychological
testing, educational measurement and language testing have made validation studies
their central focus. One of the most important contributions to this inquiry since the
1970s came from Messick (1989), who argued that evidence related to content and
criterion provided information for and made contribution to score meaning, and
therefore, content-related and criterion-related validity came to be recognised as two
aspects of construct validity, which means that there is actually one of type of
validity, which is construct validity.

Shepard noted in 1993 that although construct validity was regarded as the
weaker sister to the other types of validity when it was first introduced to the study
of validation, now it became much more important, fundamental even. It came to
such prominence that now criterion-related and content-related validity began to be
regarded as supporting evidence types to construct validity rather than being validity
types on their own. She referred to construct validity as “the whole of validity
theory” (1993, p. 418). This view has been made official since then by the broader
field of psychological and educational measurement as well. Validity is defined by
the Standards for Educational and Psychological Testing in relation to construct
validity, calling it as “the degree to which evidence and theory support
interpretation of test scores entailed by proposed uses of tests” (American
Educational Research Association, American Psychological Association, and
National Council on Measurement in Education, 1999, p. 9).
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This approach has given rise to what is called validity argument. According
to this view, which focuses on evidence, an argument must be constructed in a way
to make it possible to combine test data or other supporting information from the
test in order to justify not only the inferences based on test score but also anticipated
or proposed uses of the test. Carr (2011) resembles the validity argument to a court
case in that it creates an explicit interpretive argument on the basis of reasonable
assumptions. In the end, the argument endeavours to explore the presence or
absence of construct validity, and whether the test is appropriate in terms of its
stated purpose. It is argued by Chapelle (1999) and Kane (1992, 2001) that the
validity argument starts with an interpretive argument and then collects and analyses
evidence which supports that argument where the argument that is grounded on one
or several certain score-based inferences and uses of tests. The fact that the
argument is related to both score-based inferences and test uses makes it necessary
that it brings together “concepts, evidence, social and personal consequences and
values” (Cronbach, 1988, p. 4).

One final implication of validation arguments is related to test fairness. In
fact, test fairness is a very broad area, and it involves test quality management, test
administration and scoring, reasonable representation of the content to be tested,
equal opportunities to learning and equal access to testing, and absence of item bias
(Kunnan, 2000; Shohamy, 2001). Psychometricians, however, often focus on item
bias analyses as they can be measured through a wide range of psychometric
methods. An item free of item bias can be defined as an item that is able to assess
the trait or ability intended to be measured without being influenced by any
construct-irrelevant factors caused by any test-taker background aspects
(McNamara, 2006). Favouring of one group over another based on test-taker
background characteristics such as sex, age, disability, L1, socioeconomic status, or
place of birth is an undesirable situation, jeopardising not only the fairness but also
the validity of a test. Item bias or test bias occurs when an item or a test
systematically disadvantages one group of test-takers in favour of another group
when the ability level of the two groups is otherwise equal. A number of statistical
and psychometric methods have been developed to identify or investigate both item
bias and test bias within both CTT and IRT.
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2.2.3.4 Scoring

Just as constructs are related to the “what of language testing”, scoring is
about “how much or how good of language testing” (Fulcher & Davidson, 2012, p.
91). Scoring helps make sense of the data or evidence collected from an assessment
activity, and thus, how scoring is conducted has implications on how the
performance is evaluated.

Carr (2011) states that one way of interpreting test results depending on
different perspectives is based on the distinction between norm-referenced and
criterion-referenced tests. The score of a test, particularly when expressed in terms
of the number of correctly-answered questions, does not make much sense in its
own right.

Evaluating a test score with a certain reference, or comparison, helps the
evaluation process to gain meaning (Bachman, 1990). The comparison can be
established either with other test-takers who took the same test, or a set of criteria
determined in advance prior to testing. This difference is reflected on the distinction
between norm-referenced and criterion-referenced tests. In norm-referenced testing,
a test-taker’s test score is construed by comparing the score against the scores of
other test-takers. Therefore, test-taker scores in such tests are usually reported in
percentiles. A percentile refers to any of the 99 numbered points that divide a
ranked set of scores into 100 parts, each of which comprises 1/100 of the total. So, a
percentile score indicates what percent of other test-takers scored equal to or lower
than them on the test. Obviously, because percentile scores imply percentages, and
thus, large numbers of people, they are often used in large-scale tests; or else, it
would not be meaningful to split test-takers into 100 groups. However, it is still
possible to use them statistically in order to make a comparison among students in
the classroom. While the score comparison may be made against all the other test-
takers, it could also be made against a norming sample, usually in the case of large-
scale testing, that is, a group of test-takers representing the actual test-takers who
took the test as part of a pre-test activity before the operational use of the test, if the
number of test-takers on the test is high, consisting of tens, or hundreds, of
thousands of people.

Because norm-referenced test score interpretation has the drawback of group
dependence, that is, the comparison is made against other test-takers, it only
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provides information on test-taker success relative to the success of other test-
takers, which makes it impossible to infer the scores in terms of certain learning
outcomes or ability descriptors. This challenge imposed by norm-referenced score
interpretation is addressed by criterion-referenced test score interpretation, where
comparison is made against a set of predetermined criteria, so that the test provides
scores or results that can have some absolute meaning in terms of language ability
(Carr, 2011). As criterion-referenced tests are concerned with how much knowledge
or ability a test-taker shows in relation to predetermined criteria, the scores are
usually reported in terms of percentage, rather than percentile, which makes it
possible for a test to be able to be passed by all test-takers on the condition that they
pass a certain level on the test. This certain level is referred to as a cut score, that is,
the minimum score for meeting the criteria defined by the test.

Bachman (1990) provides an effective and operational outline of scoring
methods in language assessment. In the development of scoring procedures, as the
scoring procedures make up a fundamental part of the operationalisation of the
construct definition, a method must be established to allow for the quantification of
the responses produced by test-takers. There are two broad categories of scoring
methods. On the first category, the number of tasks accurately completed on a test is
defined as the score, and thus, the number of correct responses is added. Therefore,
it is necessary, in this approach, to identify a scoring method through providing a
definition of the criteria as to what exactly successful completion means, and
deciding whether responses will be counted as right or wrong, or with varying
extents of correctness. This approach is often used with close-ended or limited
response items in a test.

The other approach is more often used with test tasks that require test-takers
to use productive components of language ability, such as speaking or writing tasks.
In this approach, several levels on one or more rating scale of language ability are
identified, and it is followed by rating of the responses to the task by raters based on
these scales. The hierarchical levels on the scale are defined as an evidence of the
criterion at the lowest, and as mastery at the highest. Such scales also enable test
administrators to provide test-takers with meaningful feedback on their abilities.
One important caveat worth noting is that as with any other decision in language
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test development, scoring decisions are to affect and be affected, and thus be in
compliance, with all the other assessment decisions.
2.3 Assessment and Teaching

Assessment has an undeniable role in teaching and learning processes.
According to White (2009), learning is initiated by assessment, which acts as an
engine. It is indeed wrong to treat teaching and assessment as separate constructs,
for the processes of teaching and learning involves assessment as an inherent
component, and teachers allocate a great deal of their professional time to
assessment and activities related to assessment. The quality of the instruction and
learning depends upon the quality of the assessment tools being utilised, which
makes the need for good assessment practices crucial (Stiggins, 1999). Using these
good assessment practices and tools that can serve as good informants, teachers can
obtain a number of benefits such as adjusting the pace of the lesson, coming up with
decisions about whether the content of the course is relevant or irrelevant, and
whether the instruction is effective or ineffective, as well as helping learners build
up confidence for standardised tests.

The profession of language teaching leaves the language teacher with the
responsibility of assessment (Mertler, 2003). The concepts of teaching and
assessment affect one another, and they are informed and improved by each other
(Malone, 2013). For this reason, teachers are supposed to have a role in bridging
between the concepts of teaching and assessment. Therefore, their salient role in
assessment processes has been acknowledged by Stiggins, (1999) and Popham
(2009) who concluded that teachers can make more informed decisions once they
are equipped with knowledge of assessment. Teachers’ crucial role in assessment
means that their assessment knowledge has a great impact on the quality of
instruction and on education in general (Malone, 2013).

According to Price et al. (2012), language teachers are expected to be
knowledgeable enough in processes related to assessment. Yet, research findings
suggest that language teachers do not think that they are adequately equipped with
assessment knowledge (Plake, 1993). Stiggins (2010) stressed the seriousness of the
problem with an interesting quotation: “assessment illiteracy abounds” (p. 233),
which suggests that whether teachers are adequately equipped with LAL knowledge
is open to controversy despite the role expected of them.
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2.4 Assessment Literacy

This section examines AL by discussing how the concept has been defined
and the reason why it is has been deemed important by educational researchers.
2.4.1 Definition of AL

AL can be considered to be a basic understanding of educational assessment,
and skills related to it (Stiggins, 1991). According to Wiggins (1998), AL involves
techniques and concepts that educators should have a knowledge of while designing
and using assessment tools. He adds that what is learned by learners and to what
extent they meaningfully engage in with what is learned are affected by the nature
of assessment.

AL goes beyond simply having knowledge of test formats like constructed-
response items, multiple-choice items, cloze tests, matching activities, etc.
Fundamentally, it covers having mastery of assessment principles (McMillan &
Nash, 2000). It is about making assessment-related decisions regarding what
assessment tools to use, why and how to use them. According to a number of
researchers (Calfee & Masuda, 1997; McMillan, 2001; Sanders & Vogel, 1993;
Stiggins & Conklin, 1992), educators must have knowledge of essential assessment
principles, concepts, techniques and procedures in order to make sound and safe
decisions.

According to Stiggins (1995), teachers who are assessment literate are aware
of

... what they are assessing, why they are doing it, how best to assess the skill,
knowledge of interest, how to generate good examples of student performance,
what can potentially go wrong with the assessment, and how to prevent that
from happening ... (p. 240)

This quote suggests that AL refers to the knowledge of assessment as well as
the application of this knowledge to the practices of assessment.

However, there is no consensus on how best to define AL. The majority of
the definitions formulated so far are either context-bound or imply a specific content
area. Xu and Brown (2016) provide an extensive overview of the definitions of AL.
The method most widely used in making a definition of AL makes use of specific

knowledge, understanding of and skills related to assessment that an educator who
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Is assessment literate must have (Boyles, 2005; Gareis & Grant, 2015; Popham,
2004; Stiggins, 1991; Xu & Brown, 2016).

Popham (2009) proposed a widely-cited and popular definition of AL
through a list of content points. This list emerged out of an existing version of AL
standards developed by a team of field professionals at the Michigan Assessment
Consortium. The list developed by Popham specifies the content areas that are
needed by educators to be assessment literate. Table 1 presents the list of criteria
(Popham, 2009, pp. 8-10). According to the author, these content points are to be
gained by teachers through training and professional development.

Table 1: Popham’s (2009) Suggested Content Points for Teacher AL

Point Explanation

The fundamental function of educational assessment, namely, the collection
1 of evidence from which inferences can be made about students’ skills,

knowledge, and affect

Reliability of educational assessments, especially the three forms in which

consistency evidence is reported for groups of test-takers (stability, alternate-

form, and internal consistency) and how to gauge consistency of assessment

for individual test-takers

The prominent role three types of validity evidence should play in the

building of arguments to support the accuracy of test-based interpretations

about students, namely, content-related, criterion related, and construct-

related evidence

How to identify and eliminate assessment bias that offends or unfairly
4 penalizes test takers because of personal characteristics such as race, gender,

or socioeconomic status

Construction and improvement of selected response and constructed-

response test items

Scoring of students’ responses to constructed-response tests items, especially

the distinctive contribution made by well-formed rubrics

Development and scoring of performance assessments, portfolio

assessments, exhibitions, peer assessments, and self-assessments

Designing and implementing formative assessment procedures consonant
8 with both research evidence and experience-based insights regarding such

procedures’ likely success
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Table 1 (continued)

How to collect and interpret evidence of students’ attitudes, interests, and

9
values

10 Interpreting students’ performances on large-scale, standardized achievement
and aptitude assessments

11 Assessing English Language Learners and students with disabilities

1 How to appropriately (and not inappropriately) prepare students for high-
stakes tests

13 How to determine the appropriateness of an accountability test for use in

evaluating the quality of instruction

The definition proposed for AL by Popham (2009) suggests that assessment
literacy refers to the understanding of the fundamental concepts and procedures in
assessment that are likely to have an influence on decisions to be made in the
classroom (classroom assessment) as well as decisions made inside and outside of
the classroom (accountability assessment).

To be more precise, AL refers to the understanding of both assessment
concepts and contextual procedures that influence the decision-making process.
Understanding of basic assessment concepts is similar to the definition provided by
Xu and Brown (2016) in that it emphasises the importance of having the knowledge
of the terminology and concepts of assessment. However, understanding of
contextual procedures influencing the decision-making process implies translation
of the knowledge of assessment into practice that would impact educational
outcomes. Therefore, AL involves how a teacher selects, employs and interacts with
assessment both inside and outside of the classroom.

Apart from the list and definition of skills regarding AL provided by
Popham (2009) and the Michigan Assessment Consortium, there are several other
such lists developed by other researchers and institutions. Another example of such
a list, of utmost importance to the present study, is a document named the Standards
for Teacher Competence in Educational Assessment of Students (AFT, NCME, &
NEA, 1990). The document offers seven standards of teacher AL (Table 2).
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Table 2: Standards for Teacher Competence in Educational Assessment

Standard Explanation
Teachers should be skilled in choosing assessment methods appropriate for
! instructional decisions.
Teachers should be skilled in developing assessment methods appropriate
2 for instructional decisions.
The teacher should be skilled in administering, scoring and interpreting the
3 results of both externally-produced and teacher-produced assessment
methods.
Teachers should be skilled in using assessment results when making
4 decisions about individual students, planning teaching, developing
curriculum, and school improvement.
Teachers should be skilled in developing valid pupil grading procedures
° which use pupil assessments.
Teachers should be skilled in communicating assessment results to students,
° parents, other lay audiences, and other educators.
. Teachers should be skilled in recognizing unethical, illegal, and otherwise

inappropriate assessment methods and uses of assessment information

The Standards document was created in order to emphasise the importance of
classroom assessment. These standards address teachers’ classroom-based
assessment competencies as well as the role played by teachers in the decision-
making process beyond the classroom. They depart from teachers’ role in the
classroom and progress toward their role within the broader educational community.
The details of each standard are presented below (retrieved from:
https://buros.org/standards-teacher-competence-educational-assessment-students):

1. Standard 1: Teachers should be skilled in choosing assessment methods

appropriate for instructional decisions. Teachers who meet this standard
will have the conceptual and application skills that follow. They will be able
to use the concepts of assessment error and validity when developing or
selecting their approaches to classroom assessment of students. They will
understand how valid assessment data can support instructional activities
such as providing appropriate feedback to students, diagnosing group and

individual learning needs, planning for individualized educational programs,
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motivating students, and evaluating instructional procedures. They will
understand how invalid information can affect instructional decisions about
students. They will also be able to use and evaluate assessment options
available to them, considering among other things, the cultural, social,
economic, and language backgrounds of students. They will be aware that
different assessment approaches can be incompatible with certain
instructional goals and may impact quite differently on their teaching.
Standard 2: Teachers should be skilled in developing assessment
methods appropriate for instructional decisions. Teachers who meet this
standard will have the conceptual and application skills that follow. Teachers
will be skilled in planning the collection of information that facilitates the
decisions they will make. They will know and follow appropriate principles
for developing and using assessment methods in their teaching, avoiding
common pitfalls in student assessment. Such techniques may include several
of the options listed at the end of the first standard. The teacher will select
the techniques which are appropriate to the intent of the teacher's instruction.
Standard 3: The teacher should be skilled in administering, scoring and
interpreting the results of both externally-produced and teacher-
produced assessment methods. Teachers who meet this standard will have
the conceptual and application skills that follow. They will be skilled in
interpreting informal and formal teacher-produced assessment results,
including pupils' performances in class and on homework assignments.
Teachers will be able to use guides for scoring essay questions and projects,
stencils for scoring response-choice questions, and scales for rating
performance assessments. They will be able to use these in ways that
produce consistent results.

Standard 4: Teachers should be skilled in using assessment results when
making decisions about individual students, planning teaching,
developing curriculum, and school improvement. Teachers who meet this
standard will have the conceptual and application skills that follow. They
will be able to use accumulated assessment information to organize a sound
instructional plan for facilitating students' educational development. When
using assessment results to plan and/or evaluate instruction and curriculum,
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teachers will interpret the results correctly and avoid common
misinterpretations, such as basing decisions on scores that lack curriculum
validity. They will be informed about the results of local, regional, state, and
national assessments and about their appropriate use for pupil, classroom,
school, district, state, and national educational improvement.

Standard 5: Teachers should be skilled in developing valid pupil
grading procedures which use pupil assessments. Teachers who meet this
standard will have the conceptual and application skills that follow. They
will be able to devise, implement, and explain a procedure for developing
grades composed of marks from various assignments, projects, in class
activities, quizzes, tests, and/or other assessments that they may use.
Teachers will understand and be able to articulate why the grades they
assign are rational, justified, and fair, acknowledging that such grades reflect
their preferences and judgments. Teachers will be able to recognize and to
avoid faulty grading procedures such as using grades as punishment. They
will be able to evaluate and to modify their grading procedures in order to
improve the validity of the interpretations made from them about students'
attainments.

Standard 6: Teachers should be skilled in communicating assessment
results to students, parents, other lay audiences, and other educators.
Teachers who meet this standard will have the conceptual and application
skills that follow. Teachers will understand and be able to give appropriate
explanations of how the interpretation of student assessments must be
moderated by the student's socio-economic, cultural, language, and other
background factors. Teachers will be able to explain that assessment results
do not imply that such background factors limit a student's ultimate
educational development. They will be able to communicate to students and
to their parents or guardians how they may assess the student's educational
progress. Teachers will understand and be able to explain the importance of
taking measurement errors into account when using assessments to make
decisions about individual students. Teachers will be able to explain the
limitations of different informal and formal assessment methods. They will
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be able to explain printed reports of the results of pupil assessments at the

classroom, school district, state, and national levels.

7. Standard 7: Teachers should be skilled in recognizing unethical, illegal,
and otherwise inappropriate assessment methods and uses of assessment
information. Teachers who meet this standard will have the conceptual and
application skills that follow. They will know those laws and case decisions
which affect their classroom, school district, and state assessment practices.
Teachers will be aware that various assessment procedures can be misused
or overused resulting in harmful consequences such as embarrassing
students, violating a student's right to confidentiality, and inappropriately
using students' standardized achievement test scores to measure teaching
effectiveness.

The standards focus on assessment knowledge and skills needed by teachers in
relation to the activities and practices (a) before instruction, (b) during instruction,
(c) after instruction, (d) decision-making processes in the school context, and (e)
decision-making processes within the context of the educational community. The
following paragraphs present other examples of frameworks of AL.
2.4.1.1 Frameworks for AL

A number of frameworks for AL have been developed based on a variety of
definitions and manifestations of the concept, and each outlines its structure. Such
frameworks have frequently focussed on the practices of classroom assessment and
generally been intended for classroom teachers. The Standards document developed
by AFT, NCME, and NEA (1990) is an example of this paradigm. These
frameworks usually aim to bridge the AL gaps experienced by pre-service and in-
service teachers. Siegel and Wissehr (2011) developed one such framework
concentrating on AL of pre-service teachers. The framework addresses classroom
assessment principles as well as teachers’ knowledge of assessment procedures and
assessment instruments.

Another framework focussing on classroom teachers was developed by
Gareis and Grant (2015). The framework divides AL into three domains for teachers
and administrators: (a) types of measures, (b) quality of measures, and (c) results
and their uses. Kahl, Hofman, and Bryant (2013) have lately proposed the
Assessment Literacy Domain that draws on the existing standards generated by a
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variety of institutions. They advise that the framework used for assessment should
focus on benefiting from the standards in a way to make use of assessment results to
inform instruction, programs and assessment design. The teacher is placed by these
frameworks at the centre of assessment, and expected to use a number of abilities
related to assessment, measurement and interpretation of assessment results.

Some AL frameworks set out to include elements of professional
development. This means going beyond a mechanical list of skills needed by
teachers to be assessment literate. The motive of such frameworks emerges from the
idea that many teachers are not trained with particular focus on assessment, and so
they should be aided to possess a certain degree of assessment knowledge (DelLuca
& Klinger, 2010; Popham, 2009; Volante & Fazio, 2007; Wang, Wang, & Huang,
2008). Similarly, the social-constructivist AL perspective of Inbar-Lourie (2008)
highlights the importance of developing AL through professional development. This
need was particularly underlined for language teachers. The framework proposed by
Inbar-Lourie (2008) suggests that how AL is defined depends on the context or
content. In other words, assessment literacy needed by language teachers would be
influential in how the training for the development of assessment literacy should be
designed, which shows that AL is context-bound, and thus a separate set of
assessment knowledge may be needed by each teacher.

Xu and Brown (2016) also proposed a framework focussing on teachers and
highlighting the importance of creating a pathway for developing AL that covers all
of the stages involved in teacher education and professional development of
teachers. This framework of AL, called Teacher Assessment Literacy in Practice
(TALIP), involves five components: (a) teacher conceptions of assessment, (b)
institutional and socio-cultural contexts, (c) TALIP, the core of the framework, (d)
teacher learning and (e) teacher identity, (re)construction as assessors. These
components reflect the three assessment knowledge domains that a teacher must
possess in order to become assessment literate; i.e., (a) educational assessment
knowledge, (b) knowledge of the interconnectedness of assessment, teaching, and
learning, and (c) the assessor identity. The first two of these domains reflect the
domains proposed by the previously mentioned frameworks, but assessor identity
emphasises the role and context of the teacher in a similar way to the framework of
Inbar-Lourie (2008).
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The frameworks mentioned so far emphasise the traditional components of
classroom assessment. Nevertheless, other concepts or components such as data and
measurement are important. These frameworks address the concepts of
measurement together with other components. Popham was one of the first
researchers to highlight measurement as a distinct concept in classroom assessment
literacy, at a time when the concepts of assessment, measurement and testing were
widely used interchangeably (Daniel & King, 1998; Popham, 1995).

An empirical example of such an approach combining measurement and
assessment came from Daniel and King in 1998, where the researchers asked
teachers about how familiar they were with the basics of measurement such as
content validity, reliability, correlation range, standard error of measurement, mean,
mod, and median. The teachers were even asked to form applied judgements about
the concepts (such as interpretation of correlation coefficients). Such studies
propose that measurement cannot be considered separate from classroom
assessment, and thus should be a central part of teacher classroom AL.

A “working” (not necessarily technical) knowledge of measurement
principles could benefit teachers, as suggested by Brookhart (2001), who studied
this issue by making sure that the questions attempted to test teacher AL although
being based on measurement knowledge. Teachers’ need for practical knowledge
was emphasised by this research study. Such studies highlight the need for the
incorporation of measurement to assessment training in teacher training programs so
that teachers have an adequate level of understanding of the concepts related to
measurement as they encounter them in the field.

On the other hand, inventories or tests of AL such as Assessment Literacy
Inventory (ALI; Mertler & Campbell, 2005) and the Assessment Knowledge Test
(AKT; Wang et al., 2008), focussing on teachers, openly test teachers’ knowledge
of measurement concepts such as percentile, reliability, and cut score. They stress
how important it is to teach basic measurement principles to teachers because a
teacher’s overall AL benefits from them (Mertler & Campbell, 2005; Wang et al.,
2008). According to Brookhart (2001), a theoretical or technical understanding of a
concept such as the standard error of measurement is not crucial for a teacher, but an
intersection exists between the suggested assessment knowledge (Brookhart, 2011,
Popham, 2011) and the recent assessment literacy measures and inventories.
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Measurement knowledge is included in the recent measures of AL. Therefore, it
may be a good idea to achieve a balance, and to incorporate the basic principles of
measurement in the teachers’ AL.

There are also other frameworks that put specific emphasis on data and
professional development in the development of teacher AL. This approach is
referred to as data literacy. Data literacy proposes that a teacher who is assessment
literate is knowledgeable about when and how to apply assessment skills and
assessment knowledge within a certain context. The framework developed by
Supovitz (2010) for data-related professionals has four stages, which are (a) data
capturing, (b) meaning making, (c) information sharing, and (d) knowledge
codification. Teachers play a key role in this framework, as they are the actors who
capture data. This approach has been further developed by Jimerson and Wayman
(2015) who suggested that individual learning and organizational learning are
supported by one another. That is to say, both group learning and individual
learning are important for effective data-related learning. It is suggested that
knowledge of assessment gained by a teacher in the classroom plays an important
role in the broader educational community through communities of practice as he or
she collaborates with other teachers in learning how to manage data.

As is the case for the AL frameworks discussed in the previous paragraphs,
data literacy frameworks have also had teachers at their centre. A data literacy
framework developed by Gummer and Mandinach (2015), for instance, focusses on
three domains: (a) disciplinary content knowledge, (b) pedagogical content
knowledge, and (c) data use for teaching knowledge and skills. Content knowledge,
classroom practices and pedagogy are some of the domains present also in many
other frameworks; yet, data plays a much more important role within this
framework.

Last but not the least, a systematicity framework was proposed by
Athanasas, Bennett, and Wabhleithner in 2013, in which data literacy is informed.
According to the researchers, data collection, data analysis and information use for
teaching are incorporated by data literacy. This framework is similar to many of the
frameworks mentioned so far in that they treat the evidence collected as data.

Supported by the results of a substantial amount of research, these
frameworks emphasise the need for a definition of the AL construct to be agreed
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upon by everyone. However, no unified definition of AL has been reached; nor has
there been any framework proposed that covers the full range of aspects or
components existing within AL. One reason for this may be the fact that the
structure and nature of AL is context-bound, as stated by Inbar-Lourie (2008). An
AL framework needed by a teacher in one context may not be needed by another
teacher in another context.

2.4.1.2 Measurement of Assessment Literacy

Even though a complete evaluation of a teacher’s understanding of
assessment literacy would require to observe their assessment practices and
decisions made both inside and outside the classroom in addition to testing their AL
at the knowledge base, most of the objective measures developed to investigate
teachers’ assessment competencies and skills have focussed on the knowledge base
due to practicality reasons, and as the knowledge base is considered to be the first
underpinning of AL and it is considered to be a fundamental component
contributing to the success and effectiveness of the implementation of assessment
(Xu & Brown, 2017).

A number of self-reported measures have been designed to elicit information
from teachers regarding their AL, and most of these studies have focussed on
teachers’ strengths and weaknesses to identify their training needs (Fulcher, 2012;
Hasselgreen, Carlsen, & Helness, 2004; Lépez & Bernal, 2009). On the other hand,
as research has shown that self-reported measures or self-evaluation could lead to
inaccurate information, there has been a tendency to develop and administer more
objective assessment instruments to acquire relatively more reliable data from
teachers regarding their AL, and most of these instruments use multiple-choice
questions. Generally, the measures have been developed or adapted based on the
frameworks of AL discussed in the previous section. A list of studies that have used
some of the objective measures to directly test the assessment knowledge of
teachers are presented in Table 3.

Some of the measures included in Table 3 developed their own multiple-
choice questions while some adopted or adapted questions from other measures.
The Criterion-referenced Assessment Literacy Test shown in the table is a measure
aiming to test teachers’ AL focussing on criterion-referenced and norm-referenced
tests, the concepts of validity and reliability, and misuse of assessment data. The
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Measurement Knowledge Test focusses on norm-referenced tests, use of
standardised scores, and proficiency levels. The Teacher Assessment Literacy
Questionnaire (TALQ), Assessment Literacy Inventory (ALI) and Classroom
Assessment Literacy Inventory (CALI) are all based on the Standards document.

In spite of producing differing results regarding internal consistency
reliabilities, all of the studies mentioned have reported limited teacher assessment
literacy for performing high quality assessment.

2.4.2 Significance of AL

Researchers increasingly regard AL as central to a teacher’s teaching skills
(Popham, 2009; Xu & Brown, 2016). The justification behind the increasing
recognition of AL as essential to the teaching profession is that a sound mastery of
the principles and techniques of assessment helps teachers arrive at sophisticated
and informed decisions about the validity of assessment practices as well as
educational policies (Kane, 2006; Messick, 1989). A teacher who is knowledgeable
in AL can not only make accurate inferences about student learning, but also inform
students and other educational stakeholders about those inferences, in turn being
able to adjust instruction accordingly. On the other hand, a teacher without
sufficient knowledge and mastery of AL may end up with reduced validity and
reliability, and thus making erroneous judgments and ill-informed educational

decisions.
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Table 3: Summary of Studies Using Some of the Objective Measures to Directly Test Teacher Assessment Knowledge

ov

Number of - Number of Reliability
Study Measure items Item Type Participants Participants Estimate
L 352 teachers
King (2010) X;Ltgsr;%g;ffﬁirteer:gid 24 Multiple-choice questions a-lc—i??:iiﬁaig(rjs + 73
y 28 Administrators
Gotch & French  Measurement Knowledge - . . .
(2013) Test 20 Multiple-choice questions In-service teachers 650 A7
Teacher Assessment
Plake (1993) Literacy Questionnaire 21 Multiple-choice questions In-service teachers 555 .54
(TALQ)
Quilter & e . earui
Gallini (2000) TALQ 21 Multiple-choice question In-service teachers 117 .50
é%%%r;an TALQ 16 Multiple-choice question In-service teachers 61 .54
él(l)({]za)rua etal. TALQ 32 Multiple-choice question In-service teachers 165 .62
Classroom Assessment In-service and pre-service 197 in-service .57
Mertler (2003) Literacy Inventory 35 Multiple-choice question teache?s + &
(CALI) 67 pre-service teachers 74
In-service and pre-service 101 in-service 44
Mertler (2005) CALI 35 Multiple-choice question + &
teachers .
67 pre-service teachers 74
Alkharusi et al. . . . In-service and pre-service 233 in-service 78
(2011) TALQ 35 Multiple-choice question teachers + &
279 pre-service teachers .78
Mertler & Assessment Literac
Campbell y 35 Multiple-choice question Pre-service teachers 249 74
Inventory (ALI)
(2005)
?Zz(a)\ﬁj)hemer ALl 35 Multiple-choice question In-service teacher 102 .82
Ryan (2018) CALI 35 Multiple-choice question Pre-service teachers 165 .92




Although there are numerous arguments supporting how beneficial AL can
be for teachers (Brookhart, 2011), it is reported that many teachers constantly end up
having to make assessment-related decisions without adequate assessment training
(DeLuca & Bellara, 2013; Schafer & Lizzitz 1987). Teachers may allocate around a
half to a third of their professional time on activities related to assessment (Stiggins,
1995); yet, their AL knowledge is not adequate at all (DeLuca & Klinger, 2010;
Popham, 2009). Although professionals in the education sector are expected to
conduct assessment in order to come up with educational decisions, there is evidence
suggesting that they reach these decisions without a complete or sound
understanding of educational assessment (Popham, 2006).

2.5 Language Assessment Literacy

LAL is discussed in this section through a discussion of how it is defined;
how distinct it is from AL in particular, and an overview of notable research studies
with findings on EFL teachers’ LAL.

2.5.1 Definition of LAL

Possibly overlapping with AL, or even considered to be subordinate to it
(Taylor, 2013), LAL has multiple layers and stages within it (Pill & Harding, 2013;
Taylor, 2013). The stages range from a basic understanding of knowledge of
measurement and assessment ‘know-how’ in terms of classroom practice to a better
command of ‘having the capacity to ask and answer critical questions about the
purposes of assessment, about the fitness of the tool being used, about testing
conditions and about what is going to happen on the basis of the results’ (Inbar-
Lourie, 2008, p. 389). However, the question of what specific expertise is required in
LAL as opposed to AL has remained pertinent (Inbar-Lourie, 2013).

The use of the term ‘language assessment literacy’, having emerged with
reference to AL, is relatively recent, yet it evokes an area distinct from AL. Various
definitions of LAL have been put forward in the literature. According to Malone
(2013), LAL refers to “language teachers’ familiarity with testing definitions and the
application of this knowledge to classroom practices in general and specifically to
issues related to assessing language” (p. 329). Inbar-Lourie (2008) argued that
“language assessment knowledge base comprises layers of assessment literacy skills
combined with language-specific competencies, forming a distinct entity that can be

referred to as language assessment literacy” (pp. 389-390). Inbar-Lourie (2017) also
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noted that although the term LAL stems from AL, it implies a different meaning, in
that LAL intends to “set itself apart as a knowledge base that incorporates unique
aspects inherent in theorizing and assessing language-related performance (p. 259).
According to Lam (2015), LAL refers to
... teachers’ understanding and mastery of assessment concepts, measurement
knowledge, test construction, skills, principles about test impact, and

assessment procedures which can influence significant educational decisions
within a wider social context (p. 172)

Taylor (2009) also defined LAL as “the level of knowledge, skills, and
understanding of assessment principles and practices that is increasingly required by
other test stakeholder groups, depending on their needs and context” (p. 24). These
definitions imply that it takes additional skills about language educators to acquire
LAL, compared to AL. On the other hand, despite the presence of many definitions
of LAL, some of which have been documented here, it would not be wrong to state
that LAL “is still in its infancy” (Fulcher, 2012, p. 117).

2.5.2 Findings on EFL Teachers’ LAL

Central to AL is assessment knowledge, according to Xu and Brown (2017)
who noted that assessment literacy needs to start with the investigation of its
knowledge base. Several studies have addressed the current levels of EFL teachers’
LAL in various contexts. For example, Lam (2015) conducted a research study
aiming to learn about how the LAL of pre-service teachers in five institutions in
Hong Kong was facilitated or inhibited by two courses on language assessment. The
study analysed the data gathered from the institutions about the courses and found
that there was no sufficient support for LAL in the programmes. Similarly, a study
conducted by Tsagari and Vogt (2017) showed that the participants, who were
teachers from Cyprus (n=16), Greece (n=22) and Germany (n=25) without any
assessment training, thought that they felt inadequate in terms of LAL. Also, another
study done by Volante and Fazio (2007) with 69 pre-service teachers found that the
self-rating participants had very low LAL scores. It was found that the participants
used assessment and assessment tools primarily for traditional summative purposes.

A few studies so far have looked at EFL teachers’ LAL in Turkish context. A
study conducted by Hatipoglu (2015) with 124 pre-service teachers, aiming to find

out about the assessment knowledge of pre-service teachers as well as what they
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expected from their testing course, found that the four-year ELT programme did not
equip them with adequate assessment knowledge, and that their expectation from the
course was to help them evaluate and select learners, and write tests in addition to
helping them prepare their students for exams. Oz and Atay (2017) also carried out a
study to investigate Turkish EFL teachers’ perceptions of classroom language
assessment and how it is reflected in their classroom activities. The findings of the
study demonstrated that even though they know about the basics of classroom
assessment, they had difficulty in translating this knowledge base into practice.
Another study by Mede and Atay (2017) used an assessment literacy scale adapted
from Vogt and Tsagari (2014). The study had 350 participants who were EFL
teachers and found that the teachers did not have adequate levels of LAL, and were
in need of training in many subjects related to assessment. Finally, Olmezer-Oztiirk
and Aydin (2018), conducted a study with 542 participants (ELF teachers) from 53
universities (37 state universities and 16 private universities) in Turkey. They came
up with similar results and found that EFL teachers had limited knowledge in
assessment-related issues, although they scored higher in assessing reading
compared to the assessment of the other skills. They found that the only sub-group
who had higher LAL levels were EFL teachers who were members of a testing unit,

which suggests that hands-on practice helps teachers improve their LAL.
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CHAPTER 3

METHODOLOGY

3.1 Purpose

Teachers spend a great deal of their time on assessment-related activities,
whether it is a formal or informal assessment, or whether it is a formative or a
summative assessment. They may engage in such activities at different levels
including classroom, local and national levels. Their assessment task goes beyond
creating or developing and administering the assessments. They are also tasked with
explaining the results of the assessments to learners and other stakeholders
including school administrators, other teachers and parents (Kahl, Hofman &
Bryant, 2013). Therefore, teachers should possess certain degrees of assessment
knowledge to be able to better undertake such a responsibility.

Assessment practices have been evolving and changing rapidly,
accompanied by changes in how it is carried out and reported. The increasing use of
student growth percentile rather than ranking methods and other gain score is an
example of this change (Betebenner, 2009; Walsh & Isenber, 2015). EFL teachers
may find it challenging to have a full understanding of the link between statistics
and measurement-related changes when trying to make sense of concepts such as
student growth. This is an example of what Popham (2011) defined as
accountability assessment. Teachers need a functional knowledge of statistics and
assessment-related topics in order to grasp the relationship between instruction and
assessment.

Furthermore, some other concepts and procedures related to assessment and
AL have an impact on teaching and quality of teaching. Among such concepts are
item and test creation, adaptation and development, administering tests, reporting
test scores and evaluating the outputs of tests. The many facets of AL and its

relation to and impact on teaching has spurred researchers to study both how to
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assess and improve teachers’ AL (Popham, 2009; Taylor, 2009; Wang et al., 2008).
Mertler reported in 2003 that in-service teachers across all grades and content areas
admit having problems with understanding, applying and interpreting assessment-
related practices; therefore, the problems associated with AL encountered by
teachers could be addressed considering higher education and teacher training as a
point of departure, which is the reason why the present study has chosen pre-service
EFL teachers who have recently taken an English Language Assessment course as
the focus of study in relation to finding out about their strengths and weaknesses
with respect to LAL.

3.2 Research Questions

The aim of the current study is to explore the answers to the following
research questions:

1. What are the psychometric properties of the adapted Classroom Assessment
Knowledge instrument (Tao, 2014), devised to assess EFL teachers’ language
assessment literacy knowledge base?

2. What is the language assessment literacy knowledge base level of pre-service
EFL teachers in the higher education context in Turkey?

3. What factors, if any, affect language assessment literacy of pre-service EFL
teachers in the higher education context in Turkey?

3.3 Context and Participants

The current study was carried out with the participation of 4™ grade students
from the Department of Foreign Language Education at the Middle East Technical
University (METU) and the Division of English Language Education at Gazi
University, two prominent state universities in Ankara offering an English
Language Teacher training program.

The primary research objective of the present study was to investigate the
psychometric properties of a measure developed with the purpose of assessing EFL
teachers’ AL. However, a second research objective was to find out about the
current knowledge of pre-service EFL teachers’ in the higher education context in
Turkey. 4™ grade pre-service EFL teachers were chosen as participants in the study
because they are believed to represent a group of stakeholders in the foreign
language education sector in Turkey that would soon need such knowledge in their
career. Also, they are assumed to be among the stakeholders that represent one of
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the most knowledgeable groups in terms of assessment topics as they have recently
taken courses on assessment and language assessment. Therefore, having recently
been taught on the subjects of assessment and language assessment, they were
expected to demonstrate a substantially good performance on the measure that
assesses their knowledge on the assessment topics.
The Department of Foreign Language Education at METU offers B.A.,
M.A., and Ph.D. programs in English Language Teaching. The program aims to
equip prospective ELT teachers with skills necessary to understand and cope with
theoretical and methodological issues in ELT. The English Language Teacher
Training program at Gazi University also aims to provide through its B.A., M.A.,
and Ph.D. programs its students with all skills needed for the English Language
Teaching profession. A total of 74 4™ grade students (58 from Gazi University and
16 from METU) participated in the study. All of the students participating in the
study have previously taken at least one course on English Language Testing.
Participants from METU have taken a compulsory course titled English

Language Testing and Evaluation. The course used to be offered in the 7 semester
before the 2018-2019 academic year, and it is now offered in the 6™ semester. The
objectives and learning outcomes of the course are described as follows (METU,
n.d.):

Course Objectives:

At the end of this course students will

(1) learn and use basic terms and concepts related to language testing

appropriately where/when necessary appropriately

(2) engage in various processes and practices related to assessment of language

proficiency successfully

(3) perform statistical analysis of testing data

(4) design, implement and evaluate a variety of testing instruments for a

specific group of language learners

(5) acquire skills necessary for evaluating various language tests and test

results/items

Course Content:

Types of tests; test preparation techniques for the purpose of measuring various

English language skills; the practice of preparing various types of questions;

evaluation and analysis techniques; statistical calculations.

Course Learning Outcomes

On successful completion of this course, students will be able to

(1) use basic terms and concepts related to language testing appropriately
where/when necessary
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(2) express successfully their knowledge related to the role of tests within the
curriculum design for language teaching

(3) discuss the importance of test selection according to the profile of the
learners and the teaching context

(4) select tests according to the profile of the learners and the teaching context
(5) write, implement and evaluate a variety of testing instruments for a specific
group of language learners

(6) use different techniques for adapting language test

(7) use various processes and practices related to the assessment of language
proficiency successfully

(8) perform statistical analysis of testing data

(9) evaluate tests and test results/items

(10) discuss the advantages and disadvantages of using published and class
teacher-written tests

Participants from Gazi University had previously taken a compulsory course

titled Assessment and Evaluation in Education, offered in the 6" semester. The

program also offers in the 8" semester another compulsory course titled English

Language Testing and Evaluation. The contents of the course are listed as follows

(Gazi University Department of English Language Teaching, n.d.):

Course Contents (Assessment and Evaluation in Education)

(1) The place and importance of assessment and evaluation in education

(2) Fundamentals of assessment and evaluation in education

(3) Psychometric properties of assessment and evaluation instruments (validity,
reliability and practicality)

(4) Developing and administering achievement tests

(5) Interpreting test results and giving feedback

(6) Analysing tests and items

(7) Evaluation and scoring

Course Contents (English Language Testing and Evaluation)

(1) Types of tests and assessment methods for different age groups and
language levels in the teaching of language skills

(2) Principles guiding the assessment and evaluation of language skills

(3) Item types used in the assessment of reading, writing, listening, speaking,
vocabulary and grammar

(5) Hands-on practice for creating different item types and on test evaluation

Participation in this study was on a voluntary basis. The researcher invited

the participants to the study based on convenience sampling, which Mackey and

Gas (2005) define as selecting the participants that are suitable for the study (p.

222). One of the most frequently employed sampling methods in educational

research; this method affords the researcher effectiveness with respect to time,
money and effort (Mujis, 2004).
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The participants, who were all 4" grade ELT students at METU or Gazi
University, were invited to take part in the study on two separate sessions, one at
METU, and the other at Gazi University. Because the scale the participants were
required to take tested for knowledge, and the participants were required to allocate
at least half an hour for the proctored session, the turn-up rate was relatively low,
especially at METU, even though all 4™ grade students at both schools were reached
out and invited to participate in the study. In an effort to increase the turn-up rate
and motivate the participants to demonstrate their full concentration and assessment
knowledge, the participants were informed that the top three scoring participants
from each school would be rewarded with a gift card each from a well-known
nationwide bookstore. Both of the sessions were conducted in the spring semester of
2019-2020 academic year. A total of 74 participants from the two schools took part
in the study.

As shown in the table regarding participant descriptive statistics (Table 4),
16 (21.6%) were from METU and 58 (78.4%) were from Gazi University. 59
(79.7%) of the participants were female, 13 (17.6%) were male students while 2
participants (2.7%) preferred not to specify gender. Only 7 (9.5%) of the
participants had previously taken a workshop, seminar or webinar that was
specifically dedicated to language assessment apart from a curriculum-based course

on language assessment.

Table 4: Participant Descriptive Statistics (1)

Number Percentage
Female Male Female Male
Gender
59 13 79.7 17.6
Previous Yes No Yes No
attendance to a 7 67 95 905

workshop

The mean age of the participants was 22.2, and the participants had an
average CGPA of 3.2 out of 4.00. In relation to how they perceive their
preparedness level for the overall job of being a classroom teacher and for assessing
student performance, the mean score for the overall job preparedness was 3.0,

corresponding to ‘prepared’, and the mean score for preparedness for assessing
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student performance was 2.7, corresponding to somewhere between ‘somewhat
prepared’ and ‘prepared’, meaning that even though the majority of the participants
considered that they felt prepared for being an English language teacher, they self-
reported having problems and hesitations regarding the assessment component of
the teaching profession (refer to Table 5).

Table 5: Participant Descriptive Statistics (2)

Mean Median Std. Dev. Minimum Maximum
Age 22.2 22 1.3 20 28
CGPA 3.2 3.3 0.4 2.2 4.0
Preparedness
for the 3.0 3.0 0.7 1.0 4.0
overall job
Preparedness
for 2.7 3.0 0.8 1.0 4.0
assessment

3.4 Data Collection Procedures

Before the data collection process began, the researcher obtained the
permission letter (Appendix A) from the Human Research Ethics Committee at the
Middle East Technical University (METU). All participants from METU and Gazi
University participated in the study and completed the measure used in the study to
elicit information about their assessment knowledge.
3.4.1 Data Collection Instrument

Knowledge base of AL can be considered to be the foundation of AL, as it
has been acknowledged by several researchers that teachers’ knowledge base greatly
influences the effectiveness and success of the implementation of assessment
(Bandura, 1997; Fishbein & Ajzen, 2010). As it has been widely reported,
instruction and learning is considerably enhanced when teachers are assessment
literate (Boud, 2006; Earl, 2013; Joughin, 2009; Tang, 1994), which suggests that
teachers must possess adequate AL to help them engage in high quality assessments.
Even though an educator’s complete AL consists not only of the knowledge base,
but also of the ability to apply the knowledge into practice, assessment researchers

(e.g., Popham, 2006, 2009; Stiggins, 1991, 1995) report that knowledge base could
49



be a good indicator of the practical success. The researchers argue that the greater a
teacher’s knowledge base of AL is, the more successful the teacher is in terms of the
implementation of high quality assessments. Therefore, due to practicality reasons,
the present study aimed to elicit information regarding AL knowledge base of pre-
service EFL teachers, which the researcher believes could give some insight into the
bigger picture of AL of pre-service EFL teachers at the two state universities in
Turkey. The researcher made use of a modified version of an assessment instrument
called CAK, adapted by Tao (2014) for a study that aimed to assess EFL teachers’
assessment knowledge base.

The instrument employed by the current study was designed originally as a
measure of assessment knowledge with regards to topics and concepts in the
broader field of educational assessment, including but not limited to the principles
of educational assessment such as validity and reliability, types of assessment,
scoring and grading, interpreting assessment results, and measurement concepts
such as percentile and standard deviation. Yet, it is often argued that language
assessment is distinct from the broader concept of educational assessment,
particularly because it contains elements specifically related to the theories of
language and language development (Inbar-Lourie, 2008) such as teaching and
learning of language skills and language areas. However, to the knowledge of the
researcher, there is no language-specific objective measure of LAL available in the
literature so far that has been widely tested and argued to generate evidence-based
validity and reliability arguments. In addition, one could argue that the language-
specific elements of language assessment are language education-specific
reflections of the central concept of validity in the educational assessment.
Therefore, the researcher decided to use an adapted and modified version of a
measure of AL that has been widely used so far in a number of studies about which
a substantial amount of psychometric and statistical information has been reported.
In other words, although the CAK instrument does not explicitly contain language-
specific assessment concepts such as the assessment of language skills and language
areas, it is still likely to elicit information from the participants regarding their AL
that could help arrive at conclusions about their knowledge of language assessment
as LAL is closely and inevitably related to AL, and cannot be considered
completely separate from it.
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3.4.2 Administration of the Measure

The participants completed the measure on different sessions that were
arranged at the end of some of their program courses. The sessions were proctored
and the participants were given approximately 45 minutes to complete the measure.
Before the start of the sessions, the participants were reminded that the participation
was on a voluntary basis, and they were provided with a debriefing form (Appendix
B) and an informed consent form (Appendix C).

The modified CAK consisted of 27 multiple-choice questions, and each item
had four options, one of them being the correct answer and three being the
distractors. The participants were also required to answer 6 questions on the same
form that aimed to collect information regarding their backgrounds. The background
questions asked participants about their age, gender, CGPA, prior attendance to a
workshop or seminar on assessment, their perception of level of preparedness for
the overall job of being a classroom teacher, and their perception of level of
preparedness for assessing student performance. LAL knowledge base part of the
measure was arranged in three different versions with shuffled orders of the items in
each version in order to avoid any bias that could be caused by (a) an ordering
effect, (b) tiredness effect or (c) exam cheating. The reordering of each version was
made through placing each scenario in different orders.

3.4.3 Development and Adaptation of the Measure

A large number of measures have so far been developed and designed in
order to investigate the knowledge base of teacher AL, including self-reported or
self-evaluation scales and more objective ones. Because the main focus of the
present study was to explore the psychometric properties of a measure to assess pre-
service EFL teachers” AL at the knowledge base, the study put more emphasis on
more objective measures. There are some very extensively-used measures with
reports of high psychometric qualities. These measures, although they contain base
or sample questions, are usually adapted to specific contexts before they are used in
research studies (Xu & Brown, 2016). Among such measures are Teacher
Assessment Literacy Questionnaire (TALQ); Plake, 1993), Classroom Assessment
Knowledge Inventory (CALI; Mertler, 2003), and Assessment Literacy Inventory
(ALI; Mertler & Campbell, 2005). In fact, CALI is a revised version of TALQ, and
both of the measures are aligned with the standards set by the Standards document
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(AFT, NCME, NEA, 1990). ALI is also based on the Standards document, but it is
thought to have a more user-friendly format as it contains a contextualised series of
items related to a single scenario rather than out-of-context separate individual
items.

For the present study, the researcher decided to use a modified version of a
measure called CAK adapted by Tao (2014), mainly from ALI, as it has a more
user-friendly format and the author reported statistically significant psychometric
qualities (X?=0.68, DF= 2, GFI=1, AGFI=1, RMSEA=0.01, CFI=1).

The original scale was designed to test the AL knowledge base of EFL
instructors working at an English-major department and an English non-major
department at a higher education setting. It consisted of a total of 27 items, all of
which were in the multiple-choice question format, each with four options. The
items were designed to correspond to nine standards of teacher competencies for the
educational assessment of student performance. Each standard was represented by
three items. Appendix (C) presents the original measure. Seven of the standards
were taken from the Standards document. The author, having conducted an
“extensive review of the existing literature” (Tao, 2014, p. 103) added two more
standards, taking into consideration criticisms associated with the narrow aspects of
the original standards” (p. 107). The criticisms were especially focussed on
activities related to classroom assessment that teachers are required to do in their
day-to-day instruction. The added two standards (Standards 7 and 8, as shown in
Figure 1) were related to keeping accurate records and managing quality assurance.

The original measure adapted eleven of the items (Items 2, 3, 4, 12, 13, 14,
16, 17, 21, 23, and 25, see Appendix D) from ALI (Mertler & Campbell, 2005),
while the rest of the items were developed from scratch following a comprehensive
review of literature. Figure 1 shows the standards and the corresponding items in the

original measure.
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Standard Source Item number
AFT, Expanded Mertler & Adapted Developed

NCME, Campbell’s
& NEA (2005) ALT
(1990) _
1. Choosing Appropriate Assessment | o 1,10 & 19
Methods
2. Developing Assessment Methods | ] 2 11 &20
3. Administering, Scoring, and Interpreting | | 3, 124821
Assessment Results
4. Developing Valid Grading Procedures | ] 14 & 23 5
5. Using Assessment Results for Decision | ™ 4 &13 22
Making
6. Recognising Unethical Assessment | | i 8 & 26
Practices
7. Keeping Accurate Records of ] 6,15&24
Assessment Information
8. Ensuring Quality Management of | 9,18 & 27
Assessment Practices
9. Communicating Assessment Results | | 16 25 7

Figure 1: The Standards and Corresponding Items on the Original Measure (Taken
from Tao, 2014, p. 108)

The original measure, before being used in the current study, went through
an extensive adaptation procedure, including the reordering of some items in order
to follow the order of the standards (Table 6). The modified version was firstly
adapted to the Turkish context. The adaptation process involved obtaining feedback,
revisions and suggestions from a panel consisting of 12 specialists in English
Language Teaching, English Language Testing and psychometrics. The panellists
were sent the measure and asked to (a) specify whether they think each item on the
measure is able to address and assess the related sub-component (standard) of AL,
(b) check the answer key and make sure that each item has only one correct option,
and (c) provide any comments and/or suggestions to improve each item based on
considerations relating but not limited to content, accuracy and wording, using a

form to evaluate the measure (Appendix E) they were provided with.
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Table 6: Reordering of the Items on the Measure

Original CAK Modified CAK
1 Q1
2 Q2
3 Q3
4 Q5
5 Q22
6 Q7
7 Q9
8 Q6
9 Q8
10 Q10
11 Q11
12 Q12
13 Q14
14 Q13
15 Q16
16 Q18
17 Q15
18 Q17
19 Q19
20 Q20
21 Q21
22 Q23
23 Q4
24 Q25
25 Q27
26 Q24
27 Not used

Based on the feedback provided by the panellists, a large number of
revisions were made on both the content and wording of the items. The panel
suggested removing ltem 27 on the grounds that all of the options could possibly be
considered to be correct. A new item (Q26 in the modified version) was created and

used in the study. Having made the due revisions and changes, the researcher came
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up with an adapted and modified version of the original measure (see Appendix F).
The standards and items associated with them are presented in Table 7. The 27
items on the measure corresponded to the nine standards (each standard represented
by three items) based on three scenarios in total. In other words, the three scenarios
each used by the measure contains nine items, each addressing one of the standards

for teacher competencies for the educational assessment of student performance.

Table 7: Items on the Modified Measure and Corresponding Standards

Standard Item

1. Choosing Appropriate Assessment Methods 1-10-19
2. Developing Assessment Methods 2-11-20
3. Administering, Scoring, and Interpreting Assessment Results 3-12-21
4. Developing Valid Grading Procedures 4-13-22
5. Using Assessment Results for Decision Making 5-14-23
6. Recognising Unethical Assessment Practices 6-15-24
7. Keeping Accurate Records of Assessment Information 7-16-25
8. Ensuring Quality Management of Assessment Practices 8-17-26
9. Communicating Assessment Results 9-18-27

3.5 Data Analysis

The current study’s Research Question 1 and Research Question 2 aimed to
investigate (a) the psychometric properties of an instrument that could be used to
assess EFL teachers” AL knowledge base, and (b) the current AL knowledge base of
pre-service EFL teachers in the Turkish context. The researcher attempted to find
answers to these two questions using various analytical techniques including 1PL
IRT model, Rasch analysis, CTT methodology, 2PL IRT model, and Rasch PCA. In
addition, in order to address Research Question 3, which inquired what factors, if
any, influenced LAL, inferential statistics (i.e., Pearson and Spearman Correlations)
were used. Table 8 presents a summary of the analytical techniques used by the

study in order to answer the research questions.
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Table 8: Analytical Techniques Used in Data Analysis

Method Research Question
1 1PL IRT model RQ1&RQ2
2 Rasch Analysis RQ1&RQ?2
3 CTT Methodology RQ1&RQ2
4 2PL IRT Model RQ1&RQ2
5 Rasch PCA RQ1
6 Descriptive Statistics RQ 2
7 Correlation RQ3

3.5.1 Rasch Analysis

Rasch Analysis was used in the study, as it provides a comprehensive and
extensive set of information on the psychometric characteristics of tests and test
items, in line with the aim of Research Question 1 and Research Question 2. Rasch
Analysis shares a number commonalities with IRT family statistics, and was
designed to tackle some problems associated with CTT methodology (Bond & Fox,
2015). Rasch model is able to demonstrate information regarding the difficulty of
items together with potential factor structure of the measure. It also provides a
comprehensive overview of the test and test items to make sense of the data in the
first place (Wright & Stone, 1979).

The creation of interval scale for not only item difficulty but also person
ability is allowed in Rasch model, which makes it possible to have a look at both
how the items work relative to one another, and how the persons perform relative to
other test-takers and the difficulty levels of the items. Logits are used in the
reporting of Rasch scores, and they are placed on a scale that measures both item
difficulty and person ability (Andrich, 2004). In Rasch model, the probability that a
person will correctly answer an item and the probability that an item will be
correctly answered by a person at a certain ability level are calculated. If the
observed data produces results that are not expected by the model, it may mean that
there is a misfit between the model and the data (Wright & Stone, 1979).

Indices like item reliability, separation, fit and thresholds in Rasch Analysis
are used to inspect an assessment instrument’s psychometric properties such as

validity and reliability. An item’s ability to be replicated based on the estimates of
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the Rasch model is represented by item reliability (Bond & Fox, 2015). The closer a
value to 1, the more reliable an item is considered, whereas the closer a value to 0,
the less reliable the item may be in the sense that there are problems with regard to
certainty of replicating the item based on the estimates of difficulty. In terms of
separation, which is related to item difficulty variations, greater values refer to
better distribution of item difficulties (de Ayala, 2013).

It is also possible in Rasch Analysis to investigate item and person fit
statistics (infit and outfit) to detect responses that are problematic. Discrepancies
between item responses are represented by infit and outfit (de Ayala, 2013), where
infit is weighted by values that are close to the expected difficulty or ability value,
with outfit being unweighted, making it more sensitive to responses that are
outlying. If persons at a high ability level cannot get easy items, this could lead to
infit violations, and outfit violations can appear when an item difficulty is placed
outside the response patterns (Linacre, 2000). Mean Square values (MNSQ) and
standardised z-values (ZSTD) are used to report infit values, which respectively
indicate the distortion amount and model-fit unlikelihood.

3.5.2 CTT Methodology

Although Rasch Analysis, 1PL and 2PL IRT models were used for the
psychometric investigation of the modified CAK and its items, the researcher
decided to employ the traditional CTT methodology as well in order to cross-check
the data results produced by the two distinct approaches to the Measurement
Theory.

The two approaches to the Measurement Theory have been seen as rivals for
a very long time, and the use of IRT-based models has grown exponentially for the
past decades, often motivated by the assumption that CTT approach is relatively
weaker compared to the IRT approach (Fan, 1998). However, such an assumption
could be misleading, considering that both approaches have their advantages and
disadvantages. Fan (1998), who presented an important empirical comparison of the
two approaches, also provided a summary of the relationship between the
advantages and disadvantages of the two approaches. CTT, being too much
dependant on the group of test-takers, and relying on information provided from the
group as to the entirety of the test (which is considered to be a weakness) has a
major advantage of possessing relatively weak assumptions. IRT, on the other hand,
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does not depend on the group-test relationship, but it comes with the cost of having
very strong assumptions. Departing from this complex relation between the two
approaches, Fan (1998) compared them empirically through a test battery consisting
of 60 math and 48 reading items taken by 193,000 test-takers. The results showed
that CTT person statistics were “highly comparable with those” of the three IRT
models he used (p. 14). Other results that were comparable in both approaches were
related to item difficulty indices. Item discrimination indices, although not as highly
comparable as person statistics or item difficulty indices, were also moderately high
to highly comparable in both approaches. Therefore, it was considered that
performing traditional item and test analyses could provide some insight into the
psychometric investigation of the measure.

The origins of the CTT go back to the work of Spearman early in the 20"
century (Szabo, 2012). The starting point of an age-old battery of methods in CTT
was his The True Score Model, which is based on the following formula:

X=T+E,
where X is a person’s observed score, which is the sum total of the true score (T)
and the measurement error (E).

CTT may provide insight into test reliability as well as item and test
characteristics including item difficulty and discrimination index. Item difficulty
value is simply acquired by calculating the percentage of persons getting an item
correctly. And one common way of determining item discrimination in CTT is the
subtraction of the number of correct answers in the bottom group from the number
of correct answers in the top group, and dividing it by the number of persons in the
top group. The literature usually advises the following guidelines as to the
interpretation of the discrimination index (D) in CTT (Szabo, 2012, p. 32):

If D > .40, the item is functioning quite satisfactorily
If .30 <D <.39, little or no revision is required

If20 <D <.29, the item is marginal and needs revision
If D <.19, the item should be eliminated or completely revised.

el A
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3.53IRT

IRT, also referred to as latent trait theory, was developed in the 1960s in
order to expand on (not to replace) CTT by overcoming some problems associated
with the latter (Szabo, 2012). In IRT models, it is considered that the relationship
between the difficulty of an item and the ability of a person is the primary factor in
determining how likely a certain person is to get an item correctly, thus making the
concepts of ability and item difficulty central to IRT models. This relationship is
described with an ICC (Figure 2).

1 ——
Probability
of correct
response 0.5 +

v

Ability
Figure 2: An Example ICC (Szabé, 2012)

The relationship between ability and difficulty can be usually visually
reviewed with an ICC, drawing conclusions about the difficulty level of an item.
The ICC shape provides information also on the discriminatory power of an item:
the steeper it is the greater the discrimination.

The two main assumptions of IRT models are model-fit and
unidimensionality. The former relates to a requirement that there is a good fit
between the particular model and the data, and vice versa, while the latter requires

that a set of items on an assessment instrument assesses only one latent trait.
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Although there are several IRT-based models for item analysis, the three
groups of models 1PL, 2PL, and 3PL are among the most widely-used models in
educational measurement practices. These models are distinguished by the number
of parameters they address and their statistical assumptions. All three models have
at least one parameter besides the person ability parameter; that is, 1PL model has
one parameter, item difficulty, in addition to person ability. 2PL has the item
discrimination parameter in addition to item difficulty and person ability. Similarly,
besides the parameters of person ability, item difficulty and item discrimination,
3PL model has the pseudo-chance level parameter, which refers to the likelihood of
a person to get an item right with sheer guessing. These parameters are represented

by the letters a, b, and ¢, as shown below:

parameter a: discrimination
parameter b: item difficulty
parameter c: pseudo-chance level

Choosing the appropriate IRT model is one of the most-widely encountered
problems for researchers. The decision is often made according to considerations
regarding the model fit, complexity of the analysis and sample size. Because 3PL
model usually fits with large sample sizes, 1PL and 2PL were used for the
examination of the psychometric characteristics of the measure used in the present
study.

3.5.4 Rasch PCA

Rasch PCA was performed as part of the analyses of the psychometric
properties of the modified CAK. Similar to other Rasch analytical procedures,
Rasch PCA looks at the differences between modelled prediction and the observed
data in order to look at the data patterns using residuals. More precisely, the purpose
of Rasch PCA was to test dimensionality in the data. Items having similar data
patterns share a substantive attribute, and thus may create a component or a
dimension. The technique helps identify properties shared by items on the measure.
It aims to discover the measure’s structure with the help of standardised residuals
(Linacre, 1998). Using this approach, it may hint at the presence of secondary
components or sub-dimensions in an assessment tool. Unlike Confirmatory Factor
Analysis, Rasch PCA is not used with the aim of testing theories or hypotheses, but
of exploring or describing the relationships among item groups.
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Reduction of the dimensions present within the data is the primary goal of
conducting a Rasch PCA. Linacre (1998) states that the amount of variance present
in the variables of an assessment instrument is reduced in Rasch PCA into a smaller
group of variables. In other words, the amount of possible correlations among
variables is transformed into a smaller set of uncorrelated variables referred to as
principal components (Wright, 1996). The first principal component uncovered
explains the largest amount of variance within the data, and each subsequent
component goes on to account for as much variance as possible. Each of the
components extracted represents a separate component or construct. Rasch PCA
assigns a factor loading value to each item. Factor loadings represent the correlation
coefficients between the factors and variables within the data. The groupings of the
items based on the factor loadings are used to understand the underlying nature of
certain dimensions of the instrument (Bond & Fox, 2015). Furthermore, Rasch PCA
uses eigenvalues in order to describe the amount of variance explained by the data.
Any existing component should have an eigenvalue above 2 to suggest a presence of

a strong dimension within the variables (Bond & Fox, 2015).
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CHAPTER 4

FINDINGS AND DISCUSSION

Investigation of the modified Classroom Assessment Knowledge (CAK)
measure was the first research objective of the present study in line with the
Research Question (1): What are the psychometric properties of a language
assessment literacy knowledge scale adapted from the Standards for Teacher
Competence in Educational Assessment of Students (AFT, NCME, & NEA, 1990)
and Mertler (2003)? The psychometric properties inquired by the study included
item and test difficulty levels, item discrimination, content and construct validity,
and internal consistency reliability as well as item and test information functions. In
order to obtain a more complete picture regarding the psychometric properties, 1PL
model, Rasch model, CTT methodology and 2PL model were employed, as each of
these approaches deals with more or less the same questions through different
perspectives.

4.1 Findings

This section presents the findings from the analytical techniques used to
explore the psychometric properties of the modified CAK measure. The results from
IRT models, Rasch model and CTT are given in the following paragraphs.

4.1.1 1PL Model

The first round of the analyses started with 1PL analysis, which is among the
latent variable models constituting a general class of models used to analyse
multivariate data, which was performed using the Itm package in R, a free
programming language for statistical computing. The Itm package offers item
analysis procedures for multivariate dichotomous and polytomous data including
Rasch, 2PL, Birnbaum’s 3PL, and Samejima’s Graded Response model
(Rizopoulos, 2006). The purpose of the 1PL analysis was to gain a brief overview of

the instrument and its items.
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Model fit is an important concept in both IRT models and Rasch model
(Bonf & Fox, 2015). It explores whether the data provided for the analysis is
suitable for the model. There are a number of criteria for the goodness of fit. For the
1PL analysis Chi-square (x?) was checked. x* is a statistical test of significance used
to assess the null hypothesis (i.e., there is no difference between the data and the
theoretical model used for the assessment). Depending on the sample size, it
explores the overall fit of the model to the data.

In the 1PL analysis, responses from 74 participants to the 27 items on the
instrument were examined. In the Itm package, the fit of the model to the data is
checked with a function called GoF.rasch, which tests the null hypothesis through
generating B samples using likelihood estimates, and the Person’s X* statistics. T, is
calculated for each data set, after which the p-value is approximated by the number
of times T, > Typs plus one, which is divided by B+1, where Tops corresponds to the
value of the statistic in the original data set (Rizopopulos, 2006).

The results from the analysis showed that the model fit was good for the data
(Tobs: 96203891, #datasets: 50, p: .32 [p> .05]). Difficulties of the items were
investigated, as in the model there is only one parameter (item difficulty) analysed
aside from the person ability parameter. In other words, item discrimination is not
specifically addressed in the model, where each item is designated a fixed value for
item discrimination. As for the item difficulty parameter in the model, a difficulty
value of 0 means that the item measures persons with an average ability. And a
difficulty value above 0 means that the item measures persons with higher ability,
whereas a value below 0 means that the item measures persons with lower ability.
Item difficulty levels obtained from the analysis for 27 items on the instrument are

shown in Table 9.

Table 9: An Overview of the Item difficulty Values from 1PL Analysis, with the Fixed
Item Discrimination Value Set Equally for Each Item at .68

Item Difficulty (b) P (x=1]z=0)
Q10 -3.15 0.90
Q5 -2.33 0.83
Q2 -2.06 0.80
Q19 -1.93 0.79
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Table 9 (continued)

Q24 -1.82 0.78

Q9 -1.70 0.76
Q12 -1.48 0.73

Q1 -1.27 0.70
Q15 -0.79 0.63
Q13 -0.70 0.62
Q22 -0.34 0.56

Q7 -0.34 0.56
Q25 -0.25 0.54
Q11 -0.07 0.51

Q6 -0.07 0.51
Q17 -0.07 0.51

Q8 0.10 0.48
Q20 0.36 0.44

Q3 0.45 0.42

Q4 0.63 0.39
Q14 1.00 0.34
Q26 1.19 0.31
Q23 1.39 0.28
Q18 1.50 0.26
Q27 1.82 0.22
Q21 2.07 0.20
Q16 2.47 0.16
Mean -0.20 0.53

The items in the table are ordered according to difficulty from the easiest to
the most difficult ones. The column P (x=1 | z=0) in the table refers to P(x;=1 | z=0)
under the model fit, and refers to an average person’s (a person at an average ability
level) probability of getting the ith item right. For instance, an average ability
person’s probability of getting Q16 right is 16% whereas the same person is 90%
likely to get Q10 right. As can be seen in the table, the difficulty value of an item
negatively correlates with the probability that an average person will get that item
right. 16 of the items (Questions 10, 5, 2, 19, 24, 9, 12, 1, 15, 13, 22, 7, 25, 11, 6,

and 17) were the easier ones with a difficulty value below zero, whereas 11 of them
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(8, 20, 3, 4, 13, 26, 23, 18, 27, 21, and 16) were the more difficult ones with
difficulty values above zero. Items with difficulty values close to zero could be said
to target persons closer to average ability. With a mean value of - 0.20, the overall
measure could be said to have an average difficulty level. In other words, a person
at an average ability level is likely to answer approximately half of all questions in
the measure correctly. So, this analysis suggests that the difficulty level of the
measure appears to be moderate.

Of all the 27 items, Q10 (choosing an appropriate assessment method) was
by far the easiest item on the instrument, with a difficulty value of - 3.15. The item
corresponded to Standard 1, which was related to choosing the appropriate
assessment method. On the other hand, the item with the highest difficulty value
was Q16, which was related to keeping accurate records of assessment information
(Standard 7).

ICCs were also obtained for each item in order to provide a visual review of
the difficulty levels of the items on the instrument. ICC is a curve providing
considerable amount of information on an item in IRT-based models (Baker, 1985).
The vertical line represents probability for a person at a certain ability level of
getting a certain item right, and the horizontal line represents the ability level.
Figure 3 presents ICCs for all the items on the instrument. Because the model does
not take item discrimination into account, which would be represented by the
steepness of a curve (the steeper the curve, the better the discrimination; and the
flatter the curve, the worse the discrimination), the steepness (the discrimination) of
the curves for all items are modelled equal, but they differ in their difficulty. The
easier items are placed above the 0.5 probability level where the more difficult
items are placed below the 0.5 probability level. In the horizontal line, O refers to
the average ability person, 2 refers to 2 standardised units above average ability, and
- 2 stands for 2 standardised units below average ability. I1IC was also plotted to
display the range of abilities the items on the instrument assess (Figure 4). For
instance, Q10 tends to measure persons with ability around 3.5 standardised units
below average ability, whereas Q16 tends to measure test-takers with ability around
2.47 standardised units above average ability. And a review of the range of abilities
the whole measure targets through the Test Information Function (Figure 5), it could
be argued that the curve represents a normal distribution and that the measure
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contains items that tend to assess persons from all ranges of ability. The package
also provides the total information that displays the percentage the measure is able
to provide information about across the persons’ latent ability. The values for total
information are as follows:

Total Information = 18.4,

Information in (-4, 4) = 15.29 (83,07%),
meaning that the instrument with 27 items can effectively provide information for
83,07% of the persons’ latent ability. In other words, because test information
function has a relationship with standards error, and thus with reliability, these

values seem to be denoting a high level of reliability.
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Figure 3: ICCs for All Items
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Item Information Curves
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Figure 4: Item Information Curves for All Items
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Figure 5: Test Information Function (1PL)
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Visual inspection of the figures (Figures 3, 4, and 5) relating to ICCs, IIFs
and test information function could provide a substantial amount of insight into the
functioning of the items. The ICCs show the different ability levels each item
targets, and that there are no or only slight overlaps among items in terms of their
targeted ability levels. I1Cs, on the other hand, seem to support the interpretation of
item characteristic curves, providing evidence for the idea that the items on the
measure afford information regarding persons at different ability levels, with
clustering of matching items and persons. And the test information function
represents a pretty much normal distribution, while leaning slightly towards to the
left side, meaning that although the measure largely targets persons at average
ability, the number of items targeting persons below average ability is slightly more
than the number of items targeting persons above average ability, but the difference
is not a big one. In other words, it is possible to infer that the overall difficulty of
the measure is moderate.

4.1.2 CTT Methodology

1PL model only takes into account the item difficulty parameter in the item
analysis, and as fit statistics are not suggested to be the only indicators for deciding
whether to accept or reject items as they are dependent on sample size (Bond &
Fox, 2007; Wu & Adams, 2007), reliability and discrimination indices from the
traditional item analysis can be used as a follow-up inspection in combination with
fit statistics to evaluate the psychometric properties of the items and test. Therefore,
CTT methodology was employed for item and test analysis using the Test Analysis
Program (TAP, version: 19.1.4) made freely accessible by Ohio University at
https://people.ohio.edu/brooksg/#TAP. Responses given by 74 participants to the 27

items were examined. The descriptive statistics regarding the traditional item and
test analysis are shown in Table 10. The minimum score from the instrument was 1
(3,7%) while the maximum score was 20 (77.8%), meaning that the person with the
highest score got around 80 percent of all items correctly.

There was no participant who answered all the questions on the instrument
accurately. Mean item difficulty value was 0.53, and mean item discrimination
index was 0.36. Cronbach’s alpha (denoting test reliability) value was 0.70,
indicating reasonable reliability (Taber, 2018). The closer this value is to 1, the
higher the reliability of an assessment instrument is.
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Table 10: Descriptive Statistics from the Traditional Item Analysis (N=74)

Number of Items Analysed 24

Total Possible Score 24

Minimum Score 1(3.7%)
Maximum Score 20 (77.8%)
Median Score 13.51 (58.3%)
Mean Score 13.5. (58.3%)
Standard Deviation 4.10
Variance 16.82
Skewness -0.70
Kurtosis 0.25

Mean Item Difficulty 0.56

Mean Discrimination Index 0.40

Mean Point Biserial 0.36

Mean Adj. Point Biserial 0.27

KR20 (Alpha) 0.73

SEM (from KR20) 2.29

High Grp Min Score (N=20) 18

Low Grp Max Score (N=23) 12

Further details regarding the item analysis are provided in the following
paragraphs. Table 11 presents an overview of the individual analyses of the items.

Table 11: Results from the Traditional Item Analyses (N=74)

Item Number Difficulty  Discrimination # Correctin  # Correct in
Correct High Grp Low Grp
Q1 51 0.69 0.61 20 9
Q2 59 0.80 0.43 20 13
Q3 32 0.43 0.53 14 4
Q4 30 0.41 0.48 14 5
Q5 61 0.82 0.34 19 14
Q6 38 0.51 0.25 12 8
Q7 41 0.55 0.50 16 7
Q8 37 0.50 0.50 16 7
Q9 55 0.74 0.70 20 7
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Table 11 (continued)

Q10 66 0.89 0.20 19 18
Q11 38 0.51 0.58 15 4

Q12 52 0.70 0.38 18 12
Q13 45 0.61 0.60 19 8

Q14> 25 0.34 0.05 7 7

Q15 46 0.62 0.27 14 10
Q16* 13 0.18 0.08 5 4

Q17 39 0.53 0.26 11

Q18 21 0.28 0.33 10 4

Q19 57 0.77 0.30 19 15
Q20 32 0.43 0.35 13 7

Q21 16 0.22 0.19 6 3

Q22 41 0.55 0.37 16 10
Q23 22 0.30 0.51 12 2

Q24 56 0.76 0.33 18 13
Q25 41 0.55 0.35 13 7

Q26 24 0.32 0.46 11 2

Q27* 18 0.24 -0.02 3 4

Mean - 0.56 0.40 - -

* |tems indicating problems. They are removed from the test and overall test statistics.

The difficulty index shows what percentage of the test-takers got an
individual item correct. The value can be between 0 and 1. The closer the value is to
0, the more difficult it is; and the closer the value is to 1, the easier it is. Table 11
shows that Q16 was the most difficult item, and Q10 was the easiest. On the other
hand, the discrimination index shows how successful an item is in terms of
discriminating high-achieving test-takers from low-achieving ones. Three questions
on the measure (Q14, Q16, and Q27) were shown to have extremely low
discrimination indices (Table 12 presents the options analysis regarding these items)
and they were eliminated (i.e., removed from the measure, and ignored in the further
statistical analyses including Rasch analysis, 2PL IRT analysis, and Rasch PCA). In

contrast, aside from five items (Qs 6, 10, 15, 17, and 21) showing relatively lower
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discrimination power, the rest of the items on the instrument had reasonable or high

discrimination power, with Q9 having the highest discrimination index value at .74.

Table 12: Options Analysis for the Eliminated Items

Item Option A Option B Option C Option D
TOTAL 19 (0.257) 25*(0.338) 19 (0.257) 9(0.122)
014 High 6 (0.300) 7 (0.350) 3(0.150) 4 (0.200)
Low 5(0.217) 7 (0.304) 7 (0.304) 2 (0.087)
Diff 1#(0.083) 0 (0.046) -4(-0.154) 2#(0.113)
TOTAL 17 (0.230) 13*(0.176) 11 (0.149) 31 (0.419)
016 High 6 (0.300) 5 (0.250) 2 (0.100) 7 (0.350)
Low 6 (0.261) 4 (0.174) 3(0.130) 9(0.391)
Diff 0 (0.039) 1(0.076) -1(-0.030) -2(-0.041)
TOTAL 2 (0.027) 18*(0.243) 29 (0.392) 24 (0.324)
027 High 0 (0.000) 3(0.150) 12 (0.600) 5 (0.250)
Low 2 (0.087) 4 (0.174) 5(0.217) 11 (0.478)
Diff -2(-0.087) -1(-0.024) 7#(0.383) -6(-0.228)

Item discrimination is often likely to negatively function when an item is
answered correctly by more test-takers from the low ability group compared to the
high ability group, which indicates that the item is not able to differentiate between
the high-achieving and low-achieving test-takers. Table 13 shows the content of the
eliminated items and the standards they belong to.
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Table 13: Contents of the Eliminated Items

Item

Scenario

Content

Standard

Q14

Q16

Ms. Zeynep Demir is an EFL teacher
working in a high school setting. She
has just finished teaching a unit on
climate change and wishes to measure
her students’ understanding of this
particular unit using a multiple-choice
test where each item has only one

correct option.

Ms. Zeynep Demir is an EFL teacher
working in a high school setting. She
has just finished teaching a unit on
climate change and wishes to measure
her students’ understanding of this
particular unit using a multiple-choice
test where each item has only one

correct option.

Some of Ms. Demir’s students do not score
well on the multiple-choice test. She decides
that the next time she teaches this unit, she
will begin by administering a pretest to check
for students’ prerequisite knowledge. She will
then adjust her instruction based on the
pretest results. What type of information is

Ms. Demir using?

A) Norm-referenced information
B) Criterion-referenced information
C) Both norm- and criterion-
referenced information
D) Neither norm- nor criterion-
referenced information
Ms. Demir understands that her classroom
assessment records serve the following

purposes except ----.

A) provide an overview of
assessment methods developed

B) demonstrate diagnostic
information regarding the students

C) show the extent of student
progress throughout the
instruction

D) inform administrative decision

makers on various issues
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Table 13 (continued)

Mr. Ahmet Kaplan is a senior EFL
lecturer in a higher education setting.
Experienced in issues of classroom
assessment, Mr. Kaplan is often asked
by his colleagues to respond to
questions concerning best practices for

evaluating student learning.

Q27

A student in Mr. Kaplan’s class receives a
raw score of 12 items answered correctly out
of a possible score of 15 on the vocabulary
section of a test. This raw score equates to a
percentile rank of 45. He is confused about
how he could answer so many items correctly,
but receive such a low percentile rank. He
approaches Mr. Kaplan for a possible
explanation. Which of the following is the
appropriate explanation to offer to the
student?

A)“I don’ know... there must be
something wrong with the way the
test is scored. I'll check
immediately.”

B) “Although you answered 12
correctly, numerous students in the
class answered more than 12
correctly.”

C) “Raw scores are purely criterion-
referenced, but percentile ranks
are merely one form of norm-
referenced scoring.”

D) “Raw scores are purely norm-
referenced, but percentile ranks
are merely one form of criterion-

referenced scoring.”

4.1.3 Rasch Analysis

With the three problematic items removed from the measure, Rasch analysis
was performed on the remaining 24 items responded by 74 participants using
Ministeps version of Winsteps®, as this software provides practical item-person
maps (Wright maps) and a practical interface for fit statistics (i.e., infit and outfit) to
investigate possible problematic items

Central to Rasch analysis are concepts of reliability, separation, logits in
relation to item difficulty and person ability, and fit statistics including infit and
outfit, all of which together provide insights into the psychometric properties of an
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assessment instrument. In terms of reliability, values closer to 1 suggest stronger
reliability, and values closer to O represent weaker reliability in relation to
replicating item difficulty estimates. Analysis of 24 items on the instrument found
0.91 reliability value for items, and 0.72 for persons, implying a stronger level of
reliability for the replication of the measure for the same group of persons.
Separation denotes the variation within item difficulties and person abilities.
Separation values were 1.61 for persons, and 3.25 for items respectively, meaning
that there were not even two groups of person ability but that the items could be
divided into at least three groups based on their difficulty (Table 14). Separation
value for persons could suggest that the overall sample exhibited a homogenous

level of performance in terms of their assessment knowledge.

Table 14: Summary of Rasch Person and Item Statistics

Total  Count Infit Outfit Reliability Separation
PERSON
(Mean) 135 24 1.00 1 97 0 0.72 1.61
(SD) 41 0 15 8 26 8
ITEM
(Mean) 417 74 1.00 1 97 -1 0.91 3.25
(SD) 13.3 0 10 8 17 9

Rasch analysis provides information regarding point-measure correlations,
and they indicate the correlations expected by the model and the correlations that
are observed (Linacre, 2012). Positive correlations are desired as they suggest that
correct responses to items have positive correlations with the person measures. If
the observed correlation is greater than the expected correlation, it shows that the
item is over-discriminating between high-achieving persons and low-achieving
persons. If the observed correlation is less than the expected correlation, it suggests
that the item is under-discriminating between high-achieving and low-achieving
persons. The observed and expected point-measure correlations are shown in Table
15. Rasch analysis also provides a review of item and person fit statistics, which
helps locate poor fit between the observed data and the model (deAyala, 2013). Infit

and outfit statistics, which relate to discrepancies between responses from persons
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(infit is weighted by the approximity to the expected value of ability or difficulty;
and outfit is unweighted, and thus is sensitive to outlier responses), are reported as
Mean Square values (MNSQ) and standardised z-values (ZSTD). MNSQ values,
which demonstrate the amount of distortion present with 1.0 as the expected value,
show observations that are predictable if they are above 1.0, and show that
observations are unpredictable if they are below 1.0. ZSTD values, which can be
either positive or negative, indicate the unlikelihood of the model-data fit with 0.0
as their expected values. To be more specific on MNSQ values, Linacre (2012)
suggests the following regarding the interpretation of infit and outfit mean-square fit

statistics:

>2.0: Distorts or degrades measurement system

1.5-2.0: Unproductive for construction of measurement, but not degrading
0.5-1.5: Productive for measurement

<0.5: Less productive for measurement, but not degrading. May produce
misleadingly good reliabilities and separations

MNSQ values for items on the instrument in addition to their logits are also
presented in Table 15. It can be understood from the table that the majority of items
have observed correlation values close to the expected correlation values,
suggesting that there was no serious problem regarding item discrimination. As for
the fit statistics, MNSQ values for all of the remaining items on the measure varied
between 0.74 and 1.14 (Q9 and Q19) for infit statistics and between 0.6 and 1.29
(Q9 and Q18) for outfit statistics, all within the acceptable (productive) ranges of
0.5 and 1.5, with a mean infit MNSQ value of 1.0 and a mean outfit MNSQ value of
0.97. The results of the fit statistics suggest that the data obtained from the measure

was a good fit for the model.

Table 15: Rasch Analysis Item Statistics

Item Logit Infit Outfit PT-MSR
MNSQ ZSTD MNSQ ZSTD CORR. EXP.
Q1 -0.58 0.89 -0.89 0.78 -1.25 0.51 0.39
Q2 -1.26 0.9 -0.53 0.76 -0.9 0.48 0.37
Q3 0.67 0.96 -0.49 0.91 -0.55 0.42 0.37
Q4 0.8 0.92 -0.9 0.89 -0.59 0.44 0.36
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Table 15 (continued)

Q5 -1.46 0.86 -0.67 0.7 -0.99 0.51 0.36
Q6 0.29 1.04 0.45 1.02 0.16 0.35 0.38
Q7 0.1 1 0.03 0.97 -0.16 0.39 0.38
Q8 0.35 1.02 0.22 1.01 0.13 0.36 0.38
Q9 -0.9 0.74 -1.92 0.6 -2.13 0.64 0.38
Q10 -2.11 1.12 0.48 1.02 0.19 0.26 0.33
Q11 0.29 0.91 -1 0.9 -0.7 0.46 0.38
Q12 -0.66 1.09 0.75 11 0.56 0.3 0.38
Q13 -0.16 0.98 -0.17 0.96 -0.26 0.41 0.39
Q15 -0.23 1.12 1.19 1.2 1.28 0.26 0.39
Q17 0.23 1.11 1.29 11 0.76 0.28 0.38
Q18 1.42 1.08 0.66 1.29 1.17 0.21 0.32
Q19 -1.07 1.14 0.87 1.14 0.64 0.25 0.38
Q20 0.67 1.07 0.85 1.03 0.26 0.31 0.37
Q21 1.83 1.14 0.9 1.22 0.75 0.15 0.29
Q22 0.1 1.11 1.18 11 0.73 0.28 0.38
Q23 1.35 0.92 -0.68 0.83 -0.7 0.42 0.33
Q24 -0.98 1.02 0.16 1.03 0.19 0.36 0.38
Q25 0.1 1.01 0.1 1 0.07 0.38 0.38
Q26 121 0.95 -0.48 0.85 -0.68 0.41 0.34
Mean .01 1.0 1.0 97 -1 - -
SD 97 .10 .8 A7 8 - -

The scores from Rasch analysis are reported in logits that are located on a
scale showing both item difficulty and person ability. Logits denote the probability
of a person at a certain ability level getting an item at a certain difficulty level right.
The results show that the most difficult item was Q21 while Q10 was the easiest
item on the measure. It is also possible to have a visual inspection of the fit of the
item difficulty and person ability through an item-person map (Wright Map, in
Figure 6). Figure 6 shows the positioning of items and persons on a continuum of
the latent variable. On the left side are the logits, and the items are placed on the
right side. Items become more difficult upwards and easier downwards on the scale.
Similarly persons are placed on the left side according to their ability. The range of

persons was between -3.55 and 1.89, while the range of items was between -2.11
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and 1.83. The vast majority of items and persons were positioned between -1.50 and
1.50 logits, but there were some persons and items that fell outside this range. There
were three persons above the logit of the item with the highest logit (Q21), meaning
that a slightly more difficult item was needed to match the ability of these persons.
Similarly, there was one person at -3.55 logit much beyond the easiest item (Q10)
located at -2.11 logit.

<more> ————————————————————— PERSON == FTEM" === <rare>
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Figure 6: Item-person Map (N=74)

4.1.4 2PL Model
In order to provide a latent model perspective into item psychometric

properties aside from 1PL and Rasch models, with particular focus on item
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discrimination, a 2PL item analysis was performed as the data had a good fit with
the model (Table 16) following a piecewise goodness of fit check (Reise & Revicki,
2015).

Table 16: 2PL Goodness of Fit Analysis

Item X p

Q1 10.49 0.15
Q2 4.29 0.79
Q3 9.86 0.43
Q4 13.32 0.11
Q5 8.04 0.29
Q6 15.34 0.12
Q7 9.67 0.29
Qs 17.18 0.02
Q9 4.26 0.63
Q10 9.69 0.26
Q11 2.88 0.96
Q12 4.55 0.83
Qi3 8.41 0.49
Q15 5.95 0.68
Q17 7.20 0.60
Q18 10.30 0.25
Q19 6.74 0.59
Q20 6.06 0.79
Q21 8.30 0.46
Q22 2.92 0.93
Q23 8.89 0.37
Q24 6.15 0.58
Q25 10.63 0.26
Q26 10.94 0.19

The values for total information in the 2PL model are provided below:

Total Information = 21.27,
Information in (-4, 4) = 19.45 (91.46%),
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meaning that the measure with 24 items can effectively provide information for
91.46% of the persons’ latent ability. Following the goodness of fit test, the items
were analysed for their psychometric properties (i.e., item difficulty and item
discrimination). In the two-parameter logistic model, the two parameters are
parameter b (difficulty) and parameter a (discrimination). Baker (1985) provides
some insightful information on how to interpret these two parameters. The
following description is given for the interpretation of parameter a (Baker, 1985,
p.34):

Verbal label Range of values

none 0

very low .01-.34
low .35-.64

moderate 65-1.34
high 1.35-1.69

very high >1.70

perfect + infinity

However, there is no such description provided for parameter b as it would
pose some theoretical problems. Such descriptions as difficult or easy in CTT
methodology denote some comparisons between the groups of test-takers relative to
each other. Because IRT models are not group dependent, an item’s difficulty is
defined as a point on the ability scale, where the probability of a correct response to
an item is placed at 0.5 probability for 1PL and 2PL models. Therefore, a proper
way of interpreting the difficulty of an item under IRT models could be with respect
to where the item functions on the ability scale. For example, an item with a
difficulty value of -1.0 functions among lower-achieving persons while an item with
a difficulty value of 1.0 functions among higher-achieving persons. Table 17

presents the values for b and a parameters of the items (N=24) on the measure.
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Table 17: Results from the 2PL Analysis

Item Difficulty (b) Discrimination (a)
Q1 -0.74 1.47
Q2 -1.15 1.58
Q3 0.35 0.98
Q4 0.48 0.98
Q5 -1.21 1.81
Q6 -0.07 0.80
Q7 -0.32 0.74
Q8 0.08 0.94
Q9 -0.73 3.03
Q10 -2.65 0.84
Q11 -0.05 1.02
Q12 -2.41 0.40
Q13 -0.66 0.74
Q15 -1.48 0.34
Q17 -0.10 0.52
Q18 3.23 0.29
Q19 -5.11 0.24
Q20 0.52 0.44
Q21 7.06 0.18
Q22 -0.53 0.43
Q23 0.82 1.49
Q24 -1.65 0.77
Q25 -0.23 0.78
Q26 1.14 0.72

Mean -0.21 0.87

A scatter plot chart based on the results in Table 17 was created in order to
have a visual aid to better understand the distribution of item difficulty and
discrimination values, and the interaction between them (see Figure 7). As can be
seen in the figure, the majority of the items are distributed between 0 amd 1.5 ability

level and -2 and 2 difficulty level, denoting normal distribution.
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Figure 7: Scatter Plot for Item Difficulty and Discrimination

According to the results of the 2PL analysis, three items (Qs 21, 18 and 19)
had very low discriminating power, whereas the rest of the items could be said to
have acceptable discrimination indices. The mean value for parameter a was 0.87,
falling within the range of moderate item discrimination. Q21 was the most difficult
item on the measure. A visual analysis of the ICCs and Test Information Function
(Figures 8 and 9) also suggests that the majority of the items had moderate
discrimination as their respective curves are neither very steep not very flat, and the
overall measure largely targets persons at the average ability, slightly leaning

towards below-average (with a mean b value of -0.21).
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Item Characteristic Curves
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Figure 8: Item Characteristic Curves (ICCs)
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Figure 9: Test Information Function (2PL)

4.1.5 Rasch PCA

The final set of psychometric analyses performed with the purpose of
exploring the psychometric properties of the measure was Rasch PCA. The total raw
variance accounted for by the data had an Eigenvalue of 32.17, which corresponded
to 25.4% of the total variance within the data. Total raw variance unexplained was

76.4%. Linacre (2012) informs that the amount of items with similar difficulty
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levels and the amount of persons with similar ability levels negatively correlate with
the amount of variance explained by the assessment instrument. The percentages
explained by persons and items were 9.7% and 15.7% respectively. Figure 10

presents a visual graphic of the results.
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Figure 10: Rasch PCA Variance and Components. Variance is represented by person
(P), items (1), model (M), uniqueness (U), and total (T). The numbers represent
possible components. Two components (1 and 2) were found to be significant enough
to be taken into account.

Unexplained variance was reported using standardised residuals where the
first construct had an Eigenvalue of 2.39 items (7.4% of the observed variance), and
the second construct had an Eigenvalue of 2.14 items (6.6% of the observed
variance). The other three contrasts had Eigenvalues below 2. Differences among
items were investigated using the three item clusters reported. Pearson Correlations
and Disattenuated Correlations are produced in the clustering of the items in which
person abilities are measured with respect to each item cluster to be correlated with
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their measures from other cluster items, where Disattenuated Correlations use
Pearson Correlations but ignore standard error (Linacre, 2012). Disattenuated
Correlation was 0.06 for Clusters 1-3, 0.90 for Clusters 1-2, and 0.68 for Clusters 2-
3. The closer to 1 the correlation, the more evidence that the clusters target the same
latent variable, whereas correlations below 0.57 could be considered to address
separate latent variables present (Linacre, 2012). The analysis suggests that the
measure, in spite of having been developed with an aim to target nine standards as
constructs, can be divided into two components, with the first component possibly
having two sub-components.

In addition, a review of items according to their loadings showed that there
were 13 items that were positively loaded and 11 items that were negatively loaded.
The range for the positively loaded items was between 0.71 and 0.01 while the
range for the negatively loaded items was between -0.02 and -0.58. Details of the
items and their loadings are presented in Table 18.

Table 18: Modified CAK Item Loadings (N=74)

Item Standard Loading
Q5 Using Assessment Results for Decision Making 0.71
Q23 Using Assessment Results for Decision Making 0.45
Q6 Recognising Unethical Assessment Practices 0.42
Q8 Ensuring Quality Management of Assessment Practices 0.4
Q20 Developing Assessment Methods 0.4
Q24 Recognising Unethical Assessment Practices 0.26
Q17 Ensuring Quality Management of Assessment Practices 0.15*
Q4 Developing Valid Grading Procedures 0.1
Q18 Communicating Assessment Results 0.09
Q25 Keeping Accurate Records of Assessment Information 0.06
Q2 Developing Assessment Methods 0.03
Q15 Recognising Unethical Assessment Practices 0.01
Q22 Developing Valid Grading Procedures 0.01
Q21 Administering, Scoring, and Interpreting Assessment Results -0.58**
Q12 Administering, Scoring, and Interpreting Assessment Results -0.38
Q3 Administering, Scoring, and Interpreting Assessment Results -0.36
Q13 Developing Valid Grading Procedures -0.36
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Table 18 (continued)

Q19 Choosing Appropriate Assessment Methods -0.35
Q26 Ensuring Quality Management of Assessment Practices -0.3
Q7 Keeping Accurate Records of Assessment Information -0.23
Q10 Choosing Appropriate Assessment Methods -0.21
Q11 Developing Assessment Methods -0.11
Q1 Choosing Appropriate Assessment Methods -0.06
Q9 Communicating Assessment Results -0.02

* Signals the start of sub-component. ** Signals the start of the second component.

These results suggest that the modified CAK measure may not contain the
modelled content domains or components; that is, the items on the measure may not
represent the nine standards exactly the same way anticipated by the instrument.
Instead, the remaining 24 items on the measure imply the presence of two
components or constructs, with one of them having two sub-components. However,
as unidimensionality vs. multidimensionality is not a dichotomous concept but more
like a continuum or range (Linacre, 2012) and there was no sharp distinction
between the variables on the two opposite edges, the results suggest that a
unidimensional internal structure could be considered equally probable.

Additionally, a content analysis (to seek commonalities) of the scenarios and
their corresponding items implied that apart from corresponding to separate latent
variables, the components produced distinctive difficulty levels for the persons. In
other words, an item difficulty analysis sorted by the components suggests that the
participants exhibited dissimilar success rate for the two components. To elaborate
on this finding, the content analysis suggests that the first component on the
measure was related to more holistic topics or content areas in language assessment
such as differentiating between assessment types based on purpose (i.e., formative
vs. summative assessment), giving final grades to student performance, ethical
considerations in assessment, and validity and reliability considerations in
assessment. Even though they are closely related to each other (and thus described
as sub-components rather than separate components), the items relating to the first
sub-component (Component 1a) often addressed the topics of assessment type, and
validity, the items relating to the second sub-component (Component 1b) targeted
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content areas like grading, and ethical considerations. Similarly, a search for
common themes of the items in the second component (Component 2) suggested
that the items in this component were often related to more specific topics and
hands-on practices in assessment including choosing and developing appropriate
tasks for immediate assessment, scoring student performance, and using,
interpreting and communicating assessment results. Rasch model difficulty
indicators (logits) were revisited to look for differences in participant performance
in these components. The mean logit value was 0.03 for Component 1a, 0.17 for
Component 1b (0.10 for overall Component 1), and -0.13 for Component 2,
suggesting that the highest person achievement was in Component 2. Therefore, it
could be possibly concluded that the participants had slightly more struggles in
coping with the issues of differentiating between summative vs. formative
assessment, grading, and ethical practices. However, it is worth noting that this kind
of a generalization should be approached with caution, as it was shown earlier in the
item analyses that the single most difficult item on the measure was about
interpreting the interrelationship between test scores and percentiles.
4.1.6 Item Difficulties/Person Performance

The second research objective of the present study was to explore LAL of 4™
grade pre-service EFL teachers at two university settings in Turkey at the
knowledge base. The related research question was RQ(2): What is LAL knowledge
base level of pre-service EFL teachers in two university contexts in Turkey? In
order to inquire this question, data obtained using the modified CAK measure,
whose psychometric properties were discussed in the previous pages, was used. 74
4™ grade pre-service EFL teachers took the 27-question instrument, from which 3
items (Q14, Q16, and Q27) were removed due to poor psychometric properties, in
separate proctored sessions. The fact that the data showed reasonable psychometric
properties of the measure suggests that the responses given by the participants to the
items could provide reliable insight into their language assessment knowledge base.
The mean score of the participants was 13.5 out of 24 questions, denoting an
average level of knowledge of the basics of AL. Table 19 presents the difficulty
levels of each item as obtained from three different methodologies to item-person
interactions (i.e., Rasch Analysis, CTT, and 2PL model), ranked according to
difficulty from the easiest to the most difficult items on the measure.
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Table 19: Items Ranked by Difficulty

Rasch Model CTT 2PL
Item Difficulty Item Difficulty Item Parameter
(logits) (Pcnt. Corrct) b
Q10 -2.11 Q10 0.89 Q19 -5.11
Q5 -1.46 Q5 0.82 Q10 -2.65
Q2 -1.26 Q2 0.8 Q12 2.41
Q19 -1.07 Q19 0.77 Q24 -1.65
Q24 -0.98 Q24 0.76 Q15 -1.48
Q9 -0.9 Q9 0.74 Q5 -1.21
Q12 -0.66 Q12 0.7 Q2 -1.15
Q1 -0.58 Q1 0.69 Q1 -0.74
Q15 -0.23 Q15 0.62 Q9 -0.73
Q13 -0.16 Q13 0.61 Q13 -0.66
Q7 0.1 Q7 0.55 Q22 -0.53
Q22 0.1 Q22 0.55 Q7 -0.32
Q25 0.1 Q25 0.55 Q25 -0.23
Q17 0.23 Q17 0.53 Q17 -0.1
Q6 0.29 Q6 0.51 Q6 -0.07
Q11 0.29 Q11 0.51 Q11 -0.05
Q8 0.35 Q8 0.5 Q8 0.08
Q3 0.67 Q3 0.43 Q3 0.35
Q20 0.67 Q20 0.43 Q4 0.48
Q4 0.8 Q4 0.41 Q20 0.52
Q26 1.21 Q26 0.32 Q23 0.82
Q23 1.35 Q23 0.3 Q26 1.14
Q18 1.42 Q18 0.28 Q18 3.23
Q21 1.83 Q21 0.22 Q21 7.06

The ordering of the items follows exactly the same pattern for the Rasch and
CTT models, while there are some slight discrepancies in the 2PL model, which
could result from the difference in the theoretical approach to item-person

interrelationship. In other words, even though the term Rasch model is often used
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interchangeably with 1PL model, this is called a mistake by Boone, Staver, and
Yale (2013) because the two analytical families have differing philosophies in the
sense that more parameters added in the IRT models to fit the data. It is also worth
noting that person-ability estimates are made in the Rasch model without taking the
distribution into account. Q10, for instance was, the easiest item according to Rasch
and CTT models, while it was the second easiest in the 2PL model. Q21 was the
most difficult item on the measure in all of the three models. Both Q10 and Q19
belong to Standard 1, which is related to choosing appropriate assessment methods,
while Q21 belongs to Standard 3, which is about administering, scoring and
interpreting assessment results. To further analyse the participants’ achievement on
the test with respect to the individual standards, item difficulty means were

clustered into each corresponding standard (Table 20).

Table 20: Comparison of Participant Achievement by Standards

Mean Difficulty

Rasch CTT 2PL

Item Logit Mean Pct Crrct  Mean b Mean

Standard 1 -0.58 -1.25 0.69 0.78 -0.74 -2.83
1 10 -2.11 0.89 -2.65
19 -1.07 0.77 -5.11

Standard 2 -1.26 -0.10 0.8 0.58 -1.15 -0.23
2 11 0.29 0.51 -0.05
20 0.67 0.43 0.52

Standard 3 0.67 0.61 0.43 0.45 0.35 1.67
3 12 -0.66 0.7 -2.41
21 1.83 0.22 7.06

Standard 4 0.80 0.25 0.41 0.52 0.48 -0.24
4 13 -0.16 0.61 -0.66
22 0.10 0.55 -0.53

Standard 5 -1.46 -0.05 0.82 0.56 -1.21 -0.20
5 23 1.35 0.3 0.82

Standard 6 0.29 -0.31 0.51 0.63 -0.07 -1.07
6 15 -0.23 0.62 -1.48
24 -0.98 0.76 -1.65
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Table 20 (continued)

Standard 7 0.10 0.10 0.55 0.55 -0.32 -0.28
7 25 0.10 0.55 -0.23

Standard 8 0.35 0.60 0.5 0.45 0.08 0.37
8 17 0.23 0.53 -0.1
26 121 0.32 1.14

Standard 9 -0.90 0.26 0.74 0.51 -0.73 1.25
9 18 1.42 0.28 3.23

Table 20 suggests that items measuring Standard 1 (choosing appropriate
assessment methods) were definitely the ones the participants were most successful
in answering correctly. Standard 1 was followed by Standard 6 (recognizing
unethical assessment practices) and Standard 2 (developing assessment methods).
On the other hand, the items found the most difficult by the participants on average
belonged to Standard 3 (administering, scoring and interpreting assessment results),
Standard 8 (ensuring quality management of assessment practices), and Standard 9
(communicating assessment results). The rest of the standards produced relatively
close-to-average difficulty values. An interesting finding regarding individual item
difficulty levels is that Q21 and Q18, both of which, though falling under different
standards, required the participants to do some mathematical reasoning.

4.1.7 Correlations

Lastly, in order to investigate the third research objective, regarding what
factors (if any) affect LAL (RQ 3), several pieces of demographic information were
collected from the participants before the administration of the measure. Such
possible factors that were formulated into questions were identified through a
review of the existing literature. The questions were related to their gender, current
CGPA, their perceptions of preparedness for the EFL profession and for assessing
students, and previous attendance to a workshop or seminar whose topic was
specifically devoted to assessment. However, the categorical data provided by the
participants was not large enough to create groupings to look for group differences
(13 males — 59 females, and 5 previous attendances — 68 non-attendance assessment
workshops or seminars. On the other hand, correlations were inquired using the

ordinal and continuous data provided by the participants. First a scatter plot matrix
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(Figure 11) was created to inspect the data visually. The plot hinted at a possible
significant correlation between the ordinal variables of overall job preparedness and
overall assessment preparedness, a significant correlation between the continuous

variables of CGPA and the total score from the measure.
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Figure 11: Scatter Plot Matrix

However, because there was no normal distribution in the overall job
preparedness and overall assessment preparedness data, no further correlation
analysis was performed between these two variables. The other possible correlation
between the continuous variables of CGPA and total score was inquired (see Table
21 for descriptive statistics), and there was a positive but small correlation between
the two variables (r = 0.52, n = 72, p = 0.01, R® = 0.27). The results of the Pearson
correlation analysis suggest that even though there seems to be a positive relation
between the participants’ overall success in school subjects and their AL, the
importance of this relationship, due to a small effect size, is rather small and cannot

explain more than around 30% of the variance on the scores from the measure.
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Table 21: Descriptive Statistics for CGPA and Total Score

CGPA (out of 4.00) Total Score
Number 72 74
Minimum 2.25 1
Maximum 4.00 21
Mean 3.22 14.07
Std. Deviation 0.38 4.27
Skewness -0.57 -0.62
Kurtosis 0.26 0.10

4.2 Discussion

A discussion of the findings is presented in the following paragraphs in
relation to each research question of the study.
4.2.1 Research Question 1

The primary research objective of the current study was to find out about the
psychometric properties of the modified CAK. As discussed in the rationale section
in Chapter 1, there is a need for objective and accurate assessment tools to asses
EFL teachers’ AL due to the gaps experienced by EFL teachers with respect to
assessment knowledge and practice. Addressing this need requires an accurate, valid
and reliable instrument to assess EFL teachers’ LAL. There have been a number of
such instruments designed and developed to this day in the literature. It is possible
to roughly divide these instruments into two broad categories with respect to the
approach they adopt towards assessing AL: (a) those using a survey approach where
participants are surveyed to elicit information about a number of issues such as how
they feel about the training they received on assessment, and how they feel about
their strengths and weaknesses, and (b) those adopting a more objective approach
where participants are asked to answer questions and are tested for their knowledge
of assessment. The survey-type measures are often used to inform researchers and
policy makers on the strengths and weaknesses of teachers and their training needs
as well as any possible need to improve training programs. Vogt and Tsagari’s
(2014) Teachers’ Questionnaire is a popular example of this type of measures.
Measures that test teachers’ knowledge of AL could be exemplified by King’s
(2010) Criterion-referenced Assessment Literacy, Plake’s (1993) TALQ and
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Mertler’s (2003) CALIL The present study adopted the second approach in choosing
an instrument to assess pre-service EFL teachers’ LAL. The literature presents a
number of objective measures of assessing teacher AL at the knowledge base (refer
to Chapter 2 for details). The first stage in choosing one to use in this study involved
the comparison of these measures in terms of their theoretical ground. One of the
most frequently used theoretical frameworks for such measures is the Standards for
Teacher Competence in Educational Assessment (AFT, NCME, & NEA, 1990).
TALQ, ALI and CALI are the most prominent assessment instruments based on the
Standards document. A number of research studies have so far employed, adapted
and modified versions of these measures, and produced high levels of reliability
estimates (e.g., Alkharusi et al., 2011; Chapman, 2008; Mertler, 2003; Mertler &
Campbell, 2005; Plake, 1993). Because the current study focussed on EFL teachers,
an assessment instrument designed by Tao (2014) adapting from Mertler and
Campbell’s ALI (2005) measure was used in this study. Called CAK, the measure
consists of 27 items, 11 of which were adapted from ALI while the other items were
developed by the author based on the Standards. Following an extensive literature
review, the author included two more standards to enhance the content validity of
the measure in addition to the seven original standards. The measure was converted
into a more user-friendly format, attaching all of the questions to three scenarios in
which classroom language teachers need to make assessment-related decisions.
There are three scenarios in total, each with their corresponding 9 items. Each item
in each scenario addresses corresponding outcomes defined by each standard. The
scenarios and the items were tailored for an EFL classroom context. The measure
was modified for use in this study, as well. The context was adapted for an EFL
classroom setting in Turkey. A number of format, content and wording alterations
were also applied by the researcher to address a number of possible problems with
the items, anticipated by a panel of assessment and language assessment specialists.
One item was completely rewritten. A total of 74 4™ grade pre-service EFL teachers
completed the measure.

Following the administration of the measure, a number of psychometric
analyses were performed with the data provided by the participants. These item and
test analyses consisted of a 1PL model, CTT methodology, 2PL model, and Rasch
PCA.
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The first analysis (1PL) was carried out to make initial sense of the
information provided by the data. Firstly, the data was tested for model fit; in other
words, for whether the data is suitable for 1PL model. Following the establishment
of the model fit, further analyses were made about the items and the overall
measure. The initial analysis showed that the ability range tested by the items on the
measure was between -3.15 and 2.47. In the model, O refers to the average ability,
and any value below 0 refers to below-average ability while any value above 0
denotes above-average ability. 11 items on the measure matched with above-
average ability while 16 items addressed below-average ability. The average
difficulty of all items was found to be -0.20, meaning that the measure had a
moderate difficulty level. A visual analysis of ICCs showed that the items are
normally dispersed along the 0 — 1.0 probability line. Similarly, the visual analysis
of 11Cs revealed that all of the items on the measure formed three clusters below, at
and above the 0 ability level, suggesting that the measure roughly contained three
groups of items: easy items, moderate items and difficult items. Test Information
Curve also suggested a similar conclusion, with its bell curved shape. In other
words, it demonstrated that the measure, as was expected, provided the greatest
amount of information around the average ability. Test information function of the
measure indicated that the measure was able to effectively account for
approximately 83% of the participants’ latent trait. These findings were considered
to be an initial evidence of acceptable psychometric properties of the measure in
terms of item and measure difficulty levels and internal consistency.

However, a highly noticeable observation was made about the item labelled
Q10. It appeared to be positioned rather farther from other items on the probability
line, suggesting it was much easier compared to the other items. This item (refer to
Appendix C) was affiliated to the standard related to choosing appropriate
assessment methods (Standard 1), but it had also some implicit reference to validity.
66 participants (89%) got this item correct, a facility level 33% greater than the
mean difficulty level. Because the item was found to be too easy by almost all
persons, it produced a rather low discrimination index (0.17). So, any possible
replication of this item should take caution, as these results might have been caused
by either successful learning or poor psychometric properties. Possible
psychometric problems associated with this item are likely to stem from poor or
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weak creation or organization of the options. The options analysis indicated that 4
participants selected Option A, 3 participants selected option E, and only one
participant selected Option C. Therefore, it should be noted that any replication or
recreation of this item should be done with more plausible options.

After the initial 1PL model, CTT methodology was used to examine the test
statistics including descriptive statistics, item statistics (i.e., difficulty and
discrimination), and options statistics. Concluding from the test statistics, it could be
argued that the measure produced a Cronbach’s alpha value of 0.73, which could be
considered a good value for the sample size. Three participants with the highest
number of correct answers got 20 items right out of 24 items. The mean number of
correct answers was 14, and the minimum was 1, with a standard deviation of 4.10,
which suggests that there is much variability in the test scores. The mean for item
difficulty was 0.53, which indicates that the measure had an average difficulty level
for the sample. With the faulty items eliminated, the mean discriminating index of
the measure was 0.40, meaning that the overall measure is able to effectively
discriminate high-achieving persons from low-achieving persons. There is a general
tendency in the literature to accept a discrimination index value between 0.10 and
0.30 to be fair, and a discrimination index value of 0.30 and more to be good. Even
though the vast majority of the items (19 items) had values greater than 0.39, three
items (Q9, Q1, Q13) had by far the highest discrimination values with 0.70, 0.61
and 0.60, respectively. Q9 was affiliated to the Standard related to communicating
assessment results (Standard 9). In Q9, the participants were asked to choose what a
classroom teacher should do when explaining to the students the basis for assigning
course grades. Q1 (Standard 1) required the participants to know about portfolios as
assessment tools to monitor student performance over time. And Q13 (Standard 4)
required the participants to be able to differentiate between fair and unfair criticisms
to an assessment decision taken by a classroom teacher in which the teacher used
only one assessment instrument to give final grades to the students. One of the items
(Q21) on the measure had a discriminating index value far below the average
compared to other items (0.19). Q21, which was affiliated to the standard related to
score interpretation (Standard 7), required the participants to make sense of and
interpret the relationship between mean scores and standard deviation values of an
assessment instrument. This item was also the most difficult item on the measure
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with a difficulty level of 0.22, answered accurately by only 16 participants. The
obvious cause for low discriminating power for this item appears to originate from
the fact that even the high-performing participants got this item wrong. The number
of persons in the high-achieving group who got this item wrong (21) is greater than
the number of persons in the same group who got this item right (16). A similar
observation was reported for Q18, the second most difficult item on the measure, as
well. Even though Q18 was affiliated with the standard related to communication of
assessment results (Standard 9), it involved a score interpretation process similar to
the one in Q21. The discrimination index for this item was good (0.33), but the
distribution of high-performing persons across the options was equal for the key and
one of the distractors. These observations suggest that most of the participants, even
those in the high-achieving group, had a considerable struggle on items that assess
their ability to understand and interpret scores mathematically.

Three items were reported to have very low discrimination indices (Q14,
Q16, and Q27). These items were associated with the standard related to using
assessment results for decision-making, the standard about keeping accurate records
of assessment information, and communicating assessment results respectively
(Standard 5, Standard 7, and Standard 9). Discrimination indices for these items
were 0.05, 0.08, and -0.2. According to the options analysis of Q14, even though the
key received more answers compared to the distractors, an equal number of 7 high-
performing persons selected the key and one of the distractors, which led the item to
fail to discriminate between groups. A closer review of the item’s content indicated
indeed problems in the item. The item aims to test the ability to differentiate
between norm-referenced and criterion-referenced assessment information;
however, the way it was formulated and worded appears to cause the item to end up
having three correct answers. Similarly, in Q16, which asked the participants to
distinguish between the purposes of keeping assessment records, there was no
significant discrimination because more high-achieving persons opted for two
distractors rather than the key. The content review also found that there might be no
correct answer at all in the item. And Q27, which required the participants to
establish and understand the relationship between raw scores and percentile ranks,
had two distractors that received more answers than the key from the high-achieving
group of persons. It produced a negative discrimination value. A content
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examination of the item actually found no problems with the content, but it could
have been the way of formulation and wording of the item that created the problem.
Therefore, these three items were removed from the measure, and the following
psychometric analyses did not take these items into consideration.

The next stage of psychometric investigation was performed with Rasch
analysis, this time using logit values and item-person maps. The first observation
was regarding the number of iterations attempted by the analysis, which was four,
suggesting that the algorithm did not have difficulty figuring out the parameters of
item difficulty and person ability. Reliability and separation statistics for items and
persons were also checked, and it was found that reliability values were 0.72 for
persons, and 0.91 for items, both of which could be considered to be high reliability
figures, suggesting the measure could be replicated and could produce similar
results. And separation values were 1.61 for persons and 3.25 for items, suggesting
that the measure is capable of differentiating between around one and a half groups,
and that there are slightly more than 3 groups of item difficulty. Interpretation of
person separation requires some caution, as it is possible that this could have
occurred due to small sample size, and because the measure was taken by a highly
homogenous group of people (i.e., 4" grade pre-service EFL teachers). In other
words, judging from the separation statistics concerning the items, the measure
could produce higher separation values for a more heterogeneous group such as in-
service EFL teachers with different educational backgrounds, experience levels, and
types of schools they work for, etc.

A visual analysis of the measure through item-person maps (Wright maps)
provided initial insight into the results of the analysis. A Wright map presents the
range of item difficulties and person abilities on the same scale using the same logit
values. The visual analysis found that the bulk of the items and the bulk of the
persons were located around slightly above the mean on the scale, suggesting a
normal distribution for both items and persons. There were 27 persons one standard
deviation above the mean and 25 persons one standard deviation below the mean.
There was no person two standard deviations above the mean, while there was only
one person two standard deviations below the mean. That person got only one item
correct in the entire measure. Similarly, there were 10 items one standard deviation
above the mean and 6 items one standard deviation below the mean. No items fell
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outside the two standard deviations range above the mean; however, there was an
item (Q10) located around more than two standard deviations below the mean. The
same item was already reported in the 1PL and CTT item analyses to have been by
far the easiest item on the measure. The visual analysis of the Wright map found no
significant gaps (except for the mentioned outliers) between the clusters of items
and persons. In other words, there was a certain number of items matching the
corresponding ability levels of almost all persons (refer to Figure 6 in Chapter 4 for
details about item-person matchings).

The test statistics obtained from Rasch analysis were also inspected, and the
ranking of individual items based on their difficulties was found to follow the same
pattern as the results produced by CTT methodology. Q10 was the easiest item with
a logit value of -2.11 and Q21 was the most difficult item with a logit value of 1.83.
Standard error of measurement was also examined for individual items and for the
overall measure. The range for the error values for individual items was between
0.25 and 0.40 (with a mean of 0.28), which reveals high confidence in the
measurement. Mean logit value was 0.01, suggesting that the measure can overall be
said to address average ability. The infit and outfit statistics provided by Rasch
analysis are good indicators of possible misfits among the variables. In other words,
they help understand the fit relationship between the model and the data. Although
the literature suggests that infit and outfit values between 0.5 and 1.5 are productive
for measurement (Linacre, 2012), the general tendency is to accept the range of 0.8
and 1.2 as the most productive. The infit values of the items on the measure ranged
from 0.74 to 1.14 (mean: 1.0), and outfit values ranged from 0.60 to 1.29 (mean:
0.97), suggesting that there was no item that could be considered an underfit or and
overfit.

To check and verify the findings from the previous item and test analyses,
2PL model was used. The theoretical background of this model in relation to the
concept of latent trait is very similar to Rasch model, but it takes into account the
parameter of item discrimination. This set of analysis produced mostly similar
results to Rasch analysis and CTT methodology for item and test analyses. Having
established that the data fit the model, the data were firstly visually inspected. The
positioning of ICCs on the ability-probability scale was in line with what was
expected taking the previous analyses into consideration. However, an inspection of
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I1Cs revealed that the majority of items contained moderate amounts of information
individually, but the 11C of Q9 stood out quite remarkably compared to the other
items. Q9, which was also the item with the highest discrimination power (a: 3.02),
contained the largest amount of information. A closer inspection of the ICC
belonging to Q9 found that the curve had a close-to-perfect “S” shape, where
persons with an ability value between -4 and -1 had almost O probability of
answering the item correctly, while the probability started to increase to 0.5 at
around -1.0 ability and move towards 1.0 at around O ability, suggesting that the
item was successful in discriminating between average ability persons and below
average ability persons. A visual review of Test Information Function found that the
measure provides the largest amount of information for persons between the ability
range of -1.0 and 1.0 (i.e., average ability), denoting normal distribution once more.

Another item with a remarkably high discriminating value was Q6 with an a
value close to 2.0. This item, associated with the standard related to using
assessment results for decision making (Standard 5), had a probability of correct
answering at the ability level starting with 2.0, and around 0.8 probability at 0
(average) ability, while having less than 0.2 probability at -2.0 ability. It shows that
this item was able to effectively discriminate above-average, average and below-
average persons from each other. However, the overall discrimination analysis of
the items within this model showed a moderate success in discriminating groups of
persons with differing abilities (mean a: 0.87). Three items (Q18, Q19, and Q21) on
the measure produced discrimination values that could be considered very low
according to the recommendation made by Baker (1985). Due to the interaction
between item difficulty and item discrimination, it could be argued that these very
low discrimination values were because of the fact that these items were too easy or
too difficult for the participants (refer to Table 17 in Chapter 4 for b and a

parameter values). Figure 12 presents the ICCs for these items.

98



Item Characteristic Curves

10

Probability
08
|

04

02

Q18

00
|

T T T T T
-4 2 0 2 4

Ability

Figure 12: ICCs Belonging to Q18, Q19, and Q21

As can be understood from Figure 12, ICCs of these three items formed
straight and linear lines, being very far from representing an “S” shape, probably
due to their too low (Q19) or too high (Q18 and Q21) difficulty values. These items
denote very similar probability values for persons at all ability levels. Q18 (Standard
9), which was found very difficult by the participants, required them to show their
knowledge of understanding the concept of percentile. Q19 (Standard 1), on the
other hand, was the easiest item according to the 2PL analysis results. It was likely
to be answered correctly (more than 0.5 probability even for persons at around -4.0
ability level) by all persons, therefore providing very little amount of information.
This item asked the participants to choose the correct type of assessment relevant to
a situation. Q21 (Standard 3) required the participants to establish and interpret the
link between test scores and standard deviation values.

It could be argued that the results of the analytical techniques so far
discussed (1PL model, Rasch analysis, CTT methodology, and 2PL model)
produced comparable pieces of insight into the psychometric properties of the
modified CAK measure and the items it contains. Although some of the 2PL
findings had minimal departures from the other techniques as to item discrimination
and item difficulty, all four models could be said to find comparable results, leading

up to similar conclusions about the psychometric properties of the modified CAK
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measure. Therefore, it is worth noting that this finding comparing the techniques
resonates with the findings of Fan (1998) who argued that the person and item
statistics produced by CTT approaches and IRT approaches are “highly
comparable” (p. 14).

The final analytical technique used to explore the psychometric properties of
the modified CAK was Rasch PCA, which aimed to investigate the dimensionality
within the measure. The analysis found that the raw variance explained by the
measure was 25.4%, while total raw unexplained variance was 74.6%, which
suggested that there could be some components present within the measure
accounting for a certain extent of the unexplained variance (refer to Chapter 4 for
details). Findings from the analysis implied the presence of two components within
the measure even though the measure was originally designed to address nine
different constructs (i.e., the nine standards for teacher competence in educational
assessment of students. The first component appeared to have two sub-components.
Table 22 presents the possible components of the measure and the items that seem

to be belonging to these components.

Table 22: Clustering of Items and Standards into Two Components

Item Standard
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Q6
Q8
Q20
Q23
Q24
Q2
Q4
Q15
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Table 22 (continued)

Q1
Q3
Q7
Q9
Q10
Component 2 Q11
Q12
Q13
Q19
Q21
Q26
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According to Table 22, Standards 2 and 6 were completely clustered into
Component 1, and Standards 1, 2, and 5 were exclusively clustered into Component
2, while the rest of the standards had items that belonged to either Component 1 or
Component 2. A review of the content areas of the items clustered into the
components revealed that Component 1 was mostly related to assessment topics and
concepts of assessment types, validity, grading, and ethical considerations, while the
items in Component 2 were largely related to more specific topics and hands-on
practice-related issues such as choosing and developing tasks for immediate
assessment of students, scoring student performance, and using, interpreting and
communicating assessment results. Reduction of the nine constructs (Standards)
into two components resonates with the findings of Ryan (2018), who investigated
the psychometric properties of a modified version of Mertler’s (2003) CALI
instrument, which was based on the same Standards document designed by AFT,
NCME, & NEA, 1990), which is indeed understandable given that the skills and
outcomes described by the standards are closely related to and interact with each
other. In other words, not only are they the building blocks of AL, which together
constitute the knowledge base of AL, but understanding of one also helps
understand the other standards and influence decisions regarding them.

The psychometric properties of the modified CAK demonstrated its
effectiveness as a potential measure to be used in the assessment of EFL teachers’

LAL knowledge base, a finding similar to that of Mertler and Campbell (2005) who
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found CALI’s overall reliability coefficient to be 0.74. Through a review of
individual item characteristics, they also found the original ALI measure items to
have satisfactory item discrimination values. 25 (71%) items out of 35 had a
discrimination index above 0.30 while 20 (74%) items out of 27 on CAK had items
falling in this range. Furthermore, these results were also confirmed through the
other psychometric analyses (IRT models and Rasch model), in addition to CTT
methodology. This study also found that the measure could have two principal
components, resonating with Ryan’s (2018) finding, who adapted CALI (also based
on the Standards document), which means that despite being interrelated, these two
components might be addressing different latent traits of AL.

The results of the psychometric analyses of the CAK instrument suggest that
the instrument can be used to generate evidence-based information about the
assessment knowledge of EFL teachers in Turkey with high confidence in terms of
validity and reliability. The information obtained can be used to assess and evaluate
EFL teachers’ AL-related strengths and weaknesses as well as their training needs
in order to help shape any possible educational and training activities. Such
information may be useful at both pre-service and in-service level. However, it is
worth noting that any replication of the instrument or the recreation of the items in
the instrument should take the needs of the relevant context and purposes into
consideration. In other words, it would be safe to highlight that the specifications
provided by the Standards document, with local needs and conditions taken into
account, could constitute a robust framework in the assessment of AL of EFL
teachers.

4.2.2 Research Question 2

The second research objective of the study was to find out about LAL of
pre-service EFL teachers in two higher education contexts in Turkey. The modified
CAK was used in the present study to assess pre-service EFL teachers’ LAL at the
knowledge base. Even though a complete understanding of teachers’ AL is only
possible through a comprehensive evaluation including observation of teachers
when performing assessment practices in order to have an understanding of their
knowledge, skills and ability of putting their knowledge into practice, research
suggests that AL starts with the knowledge base, which significantly correlates with
the success of practice (Xu & Brown, 2017).
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The data collected from the participants were analysed through the
perspectives of several different theoretical frameworks, i.e., 1PL IRT model, Rasch
model, traditional CTT model and 2PL IRT model, all of which produced similar
results regarding both individual items and the overall measure statistics. The mean
raw score out of 24 was 13.5, slightly above the midpoint. This translated into an
average measure difficulty (56%). This finding suggests that the performance of the
participants on the measure was average, meaning that an average participant is able
to answer approximately half of the items correctly. In other words, pre-service EFL
teachers in the study had knowledge of around half of the content areas covered by
the Standards document. This finding is consistent with the findings of previous
research (Fulcher, 2012; Inbar-Lourie, 2008, 2013; Lam & 2015, Taylor, 2013;
Tsagari & Vogt, 2017; Volante & Fazio, 2007). No participant was able to get all
the items right. There were three top-scoring participants, all with the same raw
score of 20. A common item answered inaccurately by these three top-scorers was
Q21, which was also found to be the most difficult item on the entire measure. This
item was associated with the standards related to administering, scoring, and
interpreting assessment results (Standard 3). Similarly, Q3 (Standard 3) was
answered inaccurately by two of these three participants.

Q10 (Standard 1) was remarkably the easiest item according to the results of
Rasch model and CTT model. The vast majority of all the participants answered this
item correctly, suggesting that they know that a teacher who wishes to assess his/her
students’ understanding of a subject after teaching the subject should design an
assessment instrument whose items are consistent with the content and skills
specified in the course learning outcomes. Next group of items with considerably
lower difficulty levels compared to the other items were Q5, Q2, Q19, Q24, and Q9.
These were items assessing knowledge of summative vs. formative assessment,
assessment of writing performance, authentic assessment, unethical assessment
practices, and assigning grades. On the other hand, Q21 was found to be by far the
most difficult item on the measure with a considerably higher difficulty value
compared to the other items. This item required the participants to do a certain
degree of mathematical reasoning to interpret student performance. The scenario
presented them with a situation in which a student wanted to compare his
performance on tests of reading and writing, where the student’s scores, mean

103



scores and standard deviations for each test were given. The next cluster of difficult
items with considerably higher difficulties than the other items included Q18, Q23,
and Q26. Q18 required the participants to make sense of the concept of percentile,
while Q23 tested their knowledge of the concept of summative assessment, and Q26
assessed their understanding of the role of practicality as compared to the other
fundamental principles of assessment.

A standard-wise comparison found that the Standard 1 (choosing appropriate
assessment methods) was clearly the standard the participants found the easiest to
cope with. It was followed by Standard 6 (recognising unethical assessment
practices). In contrast, Standard 3 (administering, scoring, and interpreting
assessment results) and Standard 8 (ensuring quality management of assessment
practices) were the two most challenging standards for the participants. Table 23
presents the ranking of the standards according to their difficulties from the easiest
to the most difficult.

Table 23: Ordering of Standards by Difficulty

Rank Standard Logits
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-0.05
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It is also worth looking at participant performance according to the
components found within the measure following the Rasch CPA. Even though one
of the components appeared to possibly contain two sub-components, the analysis
found two possible components present. The first component was found to largely
involve content areas in assessment such as assessment types (differentiating
between dichotomies), giving course grades, ethical considerations in assessment,

and validity and reliability considerations in assessment. The second component
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mostly involved content areas such as choosing and developing appropriate tasks for
immediate assessment, scoring student performance, and using, interpreting and
communicating assessment results. Despite not having remarkably different
difficulty values, it could be argued that the participants were slightly more
successful in the second component.

The findings from all these reviews suggest that the sample in this study
exhibited an average level of success in terms of LAL, which was measured against
the Standards document. They demonstrated no serious problems in terms of
choosing appropriate assessment methods for the assessment of student success.
They were also relatively more successful in recognising unethical assessment
practices. On the other hand, they had serious difficulties particularly when it came
to mathematically calculating, making sense of, and interpreting test scores and
evaluating student performance using those raw test scores and other test statistics
such as percentiles and standard deviations. They also found it relatively more
challenging to cope with content areas regarding enhancing the quality management
of assessment practices. All in all, there were few standards that the participants
exhibited an excellent or a very poor performance. The majority of the standards,
and thus the majority of the items, received an average performance from the
participants.

However, given that the participants, 4" grade pre-service EFL teachers
having completed the majority of the course load, had just taken a course on
assessment at the time of data collection, the performance can be considered to be
lower than expected, which implies a serious lack of assessment knowledge. This
finding is similar to what has been found regarding EFL teachers” LAL both around
the world and in Turkey (Hatipoglu, 2015; Lam, 2015; Oz & Atay, 2017; Tsagari &
Vogt, 2017; Volante & Fazio, 2007; Xu & Brown, 2017). In other words,
knowledge of classroom assessment practices and activities is limited, and there is a
need for more and quality training including both theoretical and practical aspects of
language assessment accompanied with content from measurement component of
educational assessment.

These results can be interpreted to be pointing to some alarming and
worrying conclusions. Although there is a need for a more comprehensive
consideration of the Turkish pre-service EFL teachers’ LAL in a way to incorporate
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their both theoretical knowledge of and practical skills related to assessment
activities and practices, including language-specific assessment elements, the lower-
than-expected performance of the participants on the measure requires further
research on the causes of this low performance and possible suggestions about what
can be done to change the status quo. In fact, in her comprehensive research
investigating the English Language Testing and Evaluation (ELTE) course in the
English Language Teacher Education programs in Turkey through the perspectives
of pre-service EFL teachers and ELTE instructors, Sahin (2019) endeavoured to
carry out a detailed analysis of the ELTE course and how it contributes to the
development of LAL of pre-service EFL teachers. The findings of the present study
can be considered to be similar to those found by Sahin, who concludes that pre-
service EFL teachers in Turkey complete the English Language Teacher Education
program without attaining adequate theoretical knowledge and practical skills
needed in the assessment and evaluation of English language learners. The problem
is partly caused by the inadequate amount and content diversity of the assessment
courses and by ELTEC instructors not employing a holistic approach in the teaching
of assessment topics. One particular finding from this study was that measurement
concepts, especially those requiring mathematical and statistical reasoning and
understanding, appear to be paid little focus. Therefore, it is worth noting that more
similar research is needed to help better understand why pre-service EFL teachers in
Turkey lack the expected assessment knowledge and skills in addition to how to
tackle this problem with particular focus on the English Language Teacher
Education programs, educational policies, curricula and course syllabuses to
understand what is going on in the classroom during the ELTEC instruction. It is
quite significant that EFL teachers graduating from their programmes receive
adequate and quality training in assessment to apply the theoretical knowledge of
the concepts in assessment into their practices in an effective and successful way.
4.2.3 Research Question 3

The third research objective of this study was to explore what factors, or
background characteristics, if any, contribute to the development of LAL of EFL
teachers. A large of number of research studies in the literature endeavoured to find
out about the AL literacy. Such studies often focussed on in-service teachers, and
their research design was often tailored to elicit information about teachers’
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assessment needs. For instance, King (2010) and Mertler (1999) found that the
quality of assessment training teachers underwent impacted their knowledge base of
AL. Another background characteristic with possible effect on the development of
AL was found to be teaching experience (Alkharusi, 2011; Chapman 2008). Though
with mixed results, academic qualification was counted as another characteristic that
could be influencing success in assessment (Chapman, 2008; King, 2010). Gender
was also explored as a potential factor by Alkharusi (2011), who found that
teachers’ self-perceived assessment competence significantly differed regarding
gender, and that female teachers considered themselves to be more competent in
item writing and communicating assessment results to stakeholders. A large body of
research has found professional development as an important factor enhancing
teachers’ AL (Mertler, 2009). In other words, teachers in schools that provided in-
service training to teachers on AL had better performance in assessment practices.
Teaching hours, class size, and assessment experience as students were also
reported to have been found as factors possibly contributing to the development of
AL (Tao, 2014). In summary, the possible factors to contribute to AL are pre-
service assessment training, teacher experience, academic qualification, gender,
professional development, teaching hours, class size, and assessment experience as
students.

Because the present study specifically focussed on pre-service EFL teachers
in assessing their knowledge base of language assessment literacy, the sample
constituted a rather homogenous structure, where it was not possible to collect a
large number of categories of background information from the participants. Of all
the background categorical information collected from the participants, the only
statistically significant correlations were between their self-reported perceptions of
overall job preparedness and assessment preparedness, and between their CGPA and
total scores from the modified CAK. The participants reported a lower rating (2.7,
below “prepared”) for their preparedness for assessment than their rating for overall
job preparedness (3, “prepared”), which clearly indicated a need for some
intervention, possibly through a revision of the training program. One interesting
finding was regarding the positive correlation between these self-reported ratings.
The more prepared the participants felt about their preparedness for the overall
teaching job, the more confident they felt about their preparedness for student
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assessment, which is also an indication of the close relationship between instruction
and assessment (Malone, 2013; Popham, 2009; Stiggins, 1999; White, 2009). In
addition, the significant positive correlation between CGPA and modified CAK
total score suggests that teachers who are more successful in EFL subjects in
general are more likely to be successful assessors conducting high quality
assessment practices, a finding supporting Chapman (2008) and (King) 2010.
Therefore, it could be argued that that by shifting up the emphasis of assessment
within the teacher training programs, teachers could be aided to become more
assessment literate educators.

Due to the methodological limitations, the present study was able to explore
only few of the possible factors influencing the development LAL of pre-service
EFL teachers. However, closely related to RQ2, RQ3 requires an extensive and
separate inquiry into the possible factors contributing to the development or absence
of the required LAL skills of EFL teachers in Turkey. Gaining insight into this
research question may also help better understand the inadequate LAL levels
experienced by pre-service EFL teachers. The literature has so far counted pre-
service assessment training, teacher experience, academic qualification, gender,
professional development, teaching hours, class size, and assessment experience as
students as possible factors. Each of these and possible new factors should be
investigated thoroughly through extensive research that may employ a review of a
number of components including teacher education policies, English Language
Teacher Education programs, institutional approaches to the subject of assessment,
related curricula and syllabuses, the quality of the instruction of the language
assessment courses, and EFL teachers’ perceptions of and perspectives on language

assessment.
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CHAPTER 5

CONCLUSION

This chapter consists of three sections. Section 5.1 outlines a review of the
research objectives of the study and the procedures followed in the investigation of
the objectives. This is followed by a discussion of the findings of the study in
Section 5.2, elaborating on the implications and conclusions from the findings.
Finally, Section 5.3 discusses the limitations of the study and future research
directions.

5.1 Overview of the Study
5.1.1 Overview of Rationale of the Study

The rationale of the study was established taking into consideration the
existing literature which argues that even though assessment is a crucial part of
instruction and education in general, and there are numerous benefits of high quality
assessment with respect to student learning and teacher instruction, a great majority
of teachers at all levels exhibit low levels of AL. Therefore, the study’s main
research objective was to determine whether a modified LAL measure based on the
Standards set by AFT, NCME and NEA (1990) could possibly be used in the
assessment of EFL teachers’ LAL. The primary purpose was to investigate the
psychometric properties of the measure to obtain insight into the measure’s validity
and reliability so that such insight could be used to reach a decision on whether such
a measure based on the standards as constructs might be employed to learn about
EFL teachers’ LAL at the knowledge base, which, in turn, may feed educational
policies. A secondary purpose derived from the main purpose was the possibility of
using the measure to understand the current language assessment literacy of EFL
teachers. In addition, the study also aimed to explore whether there were any factors
impacting EFL teachers’ LAL. Three research questions that emerged from the

rationale were as follows:
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1. What are the psychometric properties of the adapted Classroom Assessment
Knowledge instrument, devised to assess EFL teachers’ language assessment
literacy knowledge base?

2. What is the language assessment literacy knowledge base level of pre-service
EFL teachers in the higher education context in Turkey?

3. What factors, if any, affect language assessment literacy of pre-service EFL
teachers in the higher education context in Turkey?

5.1.2 Overview of Methodology

The study adopted a quantitative research design in order to explore the
issues formulated by the research questions. It aimed to (a) examine the
psychometric properties of a LAL measure, (b) find out about EFL teachers’ LAL,
and (c) explore the relationship between language assessment literacy scores and
demographic variables provided by the participants.
5.1.2.1 Instrument (CAK)

A measure to test EFL teachers’ language assessment knowledge was
employed in the study. The measure was modified and adapted from the CAK
measure developed by Tao (2014). The original CAK used the Standards for
Teacher Competence in Educational Assessment of Students (AFT, NCME, &
NEA, 1990). It contained 27 items in total, 10 of which were adapted from the ALI
instrument (Mertler & Campbell, 2005). The rest of the items in the original
measure were developed by the author based on an extensive search of the literature.
In order to achieve integrity and set the context, the measure presented three
scenarios, each having 9 items. In the modified version of CAK used by this study,
a number of alterations were made in the content of both scenarios and items
following a review of the measure by a panel of assessment specialists and language
assessment specialists. The measure expanded on the seven standards by adding two
more standards. The two additional standards aimed to address the criticisms to the
original standards over their narrow aspects. It was considered that all key stages of
the assessment process were covered by the nine standards (refer to Chapter 2 for
details). The nine standards addressed by the modified measure included:

1. Choosing Appropriate Assessment Methods

2. Developing Assessment Methods

3. Administering, Scoring, and Interpreting Assessment Results
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Developing Valid Grading Procedures

Using Assessment Results for Decision Making
Recognising Unethical Assessment Practices

Keeping Accurate Records of Assessment Information
Ensuring Quality Management of Assessment Practices

© © N o 0 &

Communicating Assessment Results

There were three questions associated with each standard, and they followed the
same order in each contextualised scenario. In other words, each scenario tested the
nine standards with the corresponding nine items in the same order.
5.1.2.2 Data Collection

The research employed convenience sampling procedures to select the
participants of the study. 4™ grade pre-service EFL teachers from two prominent
state universities in Ankara participated in the study to complete the measure. All of
the participants had taken at least one course on English Language Testing by the
time they took part in the study. A total of 74 participants completed the measure on
separate proctored sessions. The participants were given approximately 45 minutes
to complete it. The participants were also asked to provide information regarding
their age, gender, CGPA points, their perceptions of preparedness for the teaching
profession, and for student assessment (refer to Chapter 3 for participant details).
5.1.2.3 Data Analysis

The study made use of a range of data analysis techniques, specifically
psychometric analysis methods. The initial psychometric analysis, which was
undertaken to provide a brief and explorative piece of information about the
modified CAK measure, was 1PL model. After getting an initial sense of the data,
CTT methodology was used to examine the relationship between item difficulty
levels and discrimination indices. This technique also provided an examination of
problematic items and a psychometric analysis of options. With the problematic
items detected and eliminated, Rasch model analysis was carried out, which allowed
a closer and more comprehensive review of the measure and its items. 2PL model
for item analysis was also performed to inspect item discrimination properties.
These procedures aimed at obtaining information regarding both measure properties
and person abilities. As a last step of psychometric investigation, a Rasch PCA was
carried out to seek any possible components or dimensions present in the measure.
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Last analytical technique employed was correlations in order to explore the
relationships among variables.
5.1.3 Overview of the Results

This study aimed to (a) investigate the psychometric properties of the
modified CAK, (b) explore pre-service EFL teachers” LAL knowledge base and (c)
find out about the factors contributing to the development of pre-service EFL
teachers’ LAL.

In relation to RQL, the exploration of the psychometric properties of the
modified CAK started with 1PL model in R, as the model provides a practical and
comprehensive overview of the functioning of each item on an assessment
instrument using item-person parameters and the their relationships. This was
followed by a traditional item analysis based on CTT with the purpose of supporting
the previous 1PL analysis and to have a better understanding of the functioning of
any existing problematic items, receiving feedback from options analyses. The first
two rounds of item and test analyses informed on three problematic items, which
were then removed from the measure to go on with the rest of the analysis. With
three problematic items removed from the measure, a second round of Rasch model
analysis was performed, this time using the Winsteps® computer program (version:
Ministeps) as it provides comprehensive and detailed Rasch model specifications
supported with practical visuals. This round of Rasch analysis had a greater focus
on logit values, item-person relationships and item-person map (Wright map) to
better understand the positioning of items and persons relative to each other. The
final type of analysis conducted with respect to RQ1 was a 2PL (IRT) model. This
model was used to incorporate an IRT perspective into the item analysis, which
involved the parameter of item discrimination in addition to the parameters of
person ability and item difficulty. The results from this analysis produced similar
outcomes to those from Rasch and CTT analyses. Lastly, Rasch PCA was
performed to test dimenstionality of the instrument and its items.

In relation to RQ2, a closer look at the participant performances on the
measure was taken, with particular interest in which items and which standards were
found to be the most and the least difficult by the participants so as to have an idea
about their strengths and weaknesses in terms of language assessment literacy. The
results showed that the participants exhibited a moderate ability in language
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assessment literacy, and choosing the appropriate assessment methods was the
easiest construct, while administering, scoring and interpreting assessment results
was the most difficult. It was also noted that the greatest struggle of the participants
was with two items which required them to employ some mathematical reasoning.

Finally, with respect to RQ 3, participant demographic information was
explored with regard to its relationship with participant success in language
assessment literacy. Of all the variables, CGPA, i.e., the general achievement in
school subjects, was found to be the only variable to have a significant and positive
correlation with total score from the measure; however, this correlation was not a
large one, failing to explain much of the variance in the data.

5.2 Implications

This section provides the implications arising from the present study. The
implications are divided into two categories: (a) psychometric implications and (b)
pedagogical implications.

5.2.1 Psychometric Implications

As more emphasis is put on the role of assessment literacy in teaching, there
is a continued search for using a valid and reliable assessment instrument to assess
teachers for their assessment literacy. This study employed a modified and adapted
version of the CAK instrument adapted by TAO (2014) based on Mertler and
Campbell’s (2005) ALI instrument and on the Standards for Teacher Competence
for Educational Assessment of Students (AFT, NCME & NEA, 1990). The measure
was administered with the participation of a sample of 4™ grade pre-service EFL
teachers in Turkey. The data analysis (item and measure analyses) was performed
using a combination of different perspectives to item and test analysis. Two model-
fitting IRT approaches (1PL and 2PL), CTT approach and a Rasch model approach
were used in combination; therefore, it could be argued that the present study
adopted a comprehensive approach to item and test analyses in finding out about the
psychometric properties of the measure.

Based on the psychometric analyses, three items were removed from the
measure as they exhibited poor psychometric properties. This could be taken as a
caution for future researchers who may wish to use the modified CAK instrument in
their research. They may need to take this caution into consideration when
recreating those items. On the other hand, the rest of the items on the instrument,
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and the overall instrument, could be reliably replicated in future research aiming to
explore EFL teachers’ language assessment literacy and their strengths and needs
for training. However, it is recommended that the future reproductions of the
instrument should employ its contextualised and tailored (based on needs) versions
of the instrument as assessment literacy can be considered to be context-bound
(Inbar-Lourie, 2008). The reproduction and recreation of the items should take into
account the specifications outlined by the Standards. The reproduction of the
instrument could also be done and used by teacher trainers and teacher training
policy makers for both achievement and diagnostic purposes to inform instruction,
policy and decision to arrive at such classroom-level and program-level decisions
through a valid and reliable instrument that have operationalised internationally-
recognised standards for assessment literacy into test items.

5.2.2 Pedagogical Implications

The literature both in language education and the broader educational
sciences has continually shown that assessment is an integral part of teaching
(Lukin, Bandalos, Eckhout, & Mickelson, 2004 Malone, 2013; Popham, 2009;
Stiggins, 1999; White, 2009). However, there have been repeated reports of
teachers’ lacking necessary knowledge of and skills in assessment literacy (Fulcher,
2012; Inbar-Lourie, 2008, 2013; Lam & 2015, Taylor, 2013; Tsagari & Vogt, 2017;
Volante & Fazio, 2007). It has also been argued that if properly conducted,
classroom assessment not only informs but also enhances instruction (Black &
William, 1998a, 1998b).

The participants in the present study were all 4™ grade pre-service EFL
teachers. They had already completed most of their course load and were at the
point of graduating. In theory at least, they were supposed to be the group most
representative of what and how pre-service EFL teachers learn about in the teacher
training program. Therefore, an evaluation of their performance on the modified
CAK instrument could suggest how their teacher training program prepared these
students for assessment-related practices based on the Standards.

The results revealed that the mean success on the instrument was average.
The majority of the participants were able to correctly answer only half of the items
present on the instrument. No participant was able to answer all of the items
correctly. There were only three participants who got 20 items right. These results
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become more serious considering the fact that all of the participants had already
taken the English Language Testing course, and it had been less than a semester
since they had taken the course at the time of data collection. Probably resulting
from their own assessment experience as students and test-takers (given the testing
culture in Turkey), the participants did not have serious problems with the items
regarding choosing appropriate assessment methods. However, they had serious
struggles in measurement-related concepts (such as percentile, raw score, and
standard deviation). They also had serious problems in quality management of
assessment procedures, and some fundamental principles of assessment such as
validity, reliability, and types of assessment purposes). Therefore it could be argued
that teacher training programs should put more emphasis on assessment in general,
possibly offering more courses on assessment and testing, and should revise the
curricula and course programs related to assessment in a way to increase the
importance of such content areas as rationale behind the fundamental principles of
assessment, making sense of and interpreting some of the basic mathematical and
statistical procedures behind assessment, and more recent and innovative concepts
in assessment.
5.3 Limitations and Future Directions

The present study aimed to investigate the psychometric properties of an
instrument designed to assess EFL teachers’ assessment literacy, which entailed a
conceptual limitation because the instrument was capable of assessing only the
knowledge base of assessment literacy. Even though the knowledge base of
assessment literacy is a starting point of broader assessment literacy and has a close
relationship with the ability to apply the knowledge of assessment into practice (Xu
& Brown, 2017), assessment literacy is much more than its knowledge base.
Therefore, a complete evaluation of language assessment literacy and the
development of language assessment literacy would require going beyond the
knowledge base and observe EFL teachers engaging with a variety of assessment
practice both inside and outside the classroom in addition to a long-term monitoring
of their assessment decisions to understand their impact on both short-term and
long-term on student learning and achievement. Therefore, any academic inquiry in
the future into language assessment literacy of EFL teachers can be recommended
to take this gap into consideration.
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Another limitation of the study relates to its methodology. As per the main
research objective of this study, a quantitative research design was used by the
study. However, the exploration of the second research objective definitely requires
the use of a mixed research design to assess EFL teachers’ language assessment
literacy. Another methodological limitation concerned the sample size and diversity.
Future studies are recommended increase both the sample size and diversity in a
way to involve a more variety of settings in order to make generalizations about
language assessment literacy of either pre-service or in-service EFL teachers.

Finally, in light of the considerations and arguments discussed in Chapter 4,
the following suggestions regarding the future directions of LAL research in Turkey
could be put forward. From a psychometric point of view, even though modified
and adapted versions of the CAK instrument could be used with high validity and
reliability confidence for the assessment and evaluation of EFL teachers” LAL at the
knowledge base and with particular focus on the generic considerations in
educational assessment and measurement, there is a need for the development of an
instrument that could also provide accurate information on EFL teachers’ language-
specific AL with particular emphasis on the assessment of language skills and areas
in addition to their knowledge of the basic concepts of assessment and
measurement. Such an instrument must be reasoned, theory- and evidence-based,
and psychometrically robust, evidenced through an in-depth qualitative and
quantitative review of its validity and reliability. Extensive and comprehensive
future research is also needed to better understand the causes of the seemingly
chronic problem of poor LAL experienced by EFL teachers in Turkey as well as
possible solutions to this problem through a systematic and thorough review of
educational policies, English Language Teacher Education programs materials and
curricula, and observations of the instruction of language testing and assessment
courses taking into consideration both the teaching of theoretical knowledge and
translation of that knowledge into practice by pre-service and in-service EFL
teachers.

5.4 Conclusion

Similar to assessment literacy, language assessment literacy is gaining
academic attention both around the world and in Turkey, with the use of assessment
information continuing to change and evolve inside and outside the classroom. Not
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only teachers but also teacher training programs are at the forefront of this evolution
and expected to adapt their policies accordingly. The present study investigated the
psychometric properties of a modified version of CAK instrument, designed to be a
measure of EFL teacher language assessment literacy, with the participation of a
sample of 74 4™ grade pre-service EFL teachers. The psychometric investigation
involved item and test analyses (1PL and 2PL IRT models, Rasch analysis, and
traditional CTT methodology). The investigation also included a Rasch PCA to test
dimensionality within the measure to examine the component structure of the
modified CAK to identify any present separate domains of the latent variable within
the sample. Lastly, the relationships between background characteristics and the
performance on the instrument were examined.

The results indicated that there were three items that were likely to produce
faulty results and cause problems. They were eliminated, and the remaining items
on the instrument implied presence of validity and reliability in the modified CAK,
and indicated that the instrument could be replicated or reproduced with
considerable confidence. The psychometric investigation also indicated a possibility
of two separate components within the instrument. An examination of the
participant performance on the instrument suggested that the sample had an average
level of success overall, suggesting that they lacked adequate knowledge of
assessment. Correlation analysis found that CGPA was the only statistically
significantly correlation background characteristic with total score from the
instrument. This study aimed to contribute to the body of literature related to EFL
teachers’ language assessment literacy. All possible stakeholders including teacher
trainers, teacher training programs, pre-service and in-service teachers, and
researchers should approach the exploratory results of the current study with
caution, but can prefer to use this measure of language assessment literacy to inform
the progression of pre-service teacher language assessment knowledge, to inform

policy and decisions and to monitor self-progress.
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B. DEBRIEFING FORM

This study aims to collect data in order to (a) explore the language assessment literacy of pre-
service EFL teachers following a course on English language testing and to (b) find out about the validity

of a language assessment knowledge scale.

Language Assessment Literacy, which originated from a broader concept of Assessment Literacy,
refers to language teachers’ familiarity with the basic concepts and principles of language testing and
assessment and the application of this knowledge to classroom practices in general and specifically to
issues related to language assessment. There is a general consensus among researchers that teachers
with a thorough understanding of assessment literacy can make sophisticated and informed decisions and
judgments about the validity and reliability of practices and policies related to assessment in certain
contexts. The importance of assessment knowledge is reflected in several authors’ writings who state

that assessment is half of teaching.

However, assessment literacy, and assessment in general, are often ignored in the Turkish
context, not unlike the situation around the world, both in the pre-service education and in-service
training programs. Therefore, it is important to know pre-service EFL teachers’ assessment knowledge
and to know how best to assess language assessment knowledge. This research study intends to serve
those purposes as well as providing an opportunity to investigate the syllabus of a language testing
course as the assessment literacy data will be obtained from pre-service EFL teachers who just taken a

course on language testing.

It is aimed that the data from this study will be obtained at the end of December 2019. These
data will be utilized only for research purposes. For further information, about the study and its results,
you can refer to the following contact information. | would like to thank you for participating in this study.

Fahri Yilmaz (Tel: 0506 739 2694; E-mail: fahri.yilmaz@metu.edu.tr)
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C. INFORMED CONSENT FORM

The aim of this study, carried out by Fahri Yilmaz, an MA student at the
METU ELT Department, is to collect data in order to (a) explore the language
assessment literacy of pre-service EFL teachers and to (b) find out about the validity
of a language assessment knowledge scale. Participation in the study must be on a
voluntary basis. No personal identification information is required in the
questionnaire. Your answers will be kept strictly confidential and evaluated only by
the researcher; the obtained data will be used for scientific purposes.

The questionnaire does not contain any questions that may cause discomfort
in the participants. However, during participation, for any reason, if you feel
uncomfortable, you are free to quit at any time. In such a case, it will be sufficient to
tell the person conducting the survey (i.e., data collector) that you haven not

completed the questionnaire.

After all, the questionnaires are collected back by the data collector, your
questions related to the study will be answered. | would like to thank you in advance
for your participation in this study. For further information about the study, you can

contact Fahri Yilmaz; E-mail: fahri.yilmaz@metu.edu.tr).

I am participating in this study totally on my own will and am aware that | can
quit participating at any time | want/ | give my consent for the use of the
information | provide for scientific purposes. (Please return this form to the data
collector after you have filled it in and signed it).

Name Surname Date Signature
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D. ORIGINAL CAK

DIRECTIONS The following items are examining your knowledge in the
educational assessment of students. Please read each scenario followed by each
item carefully and answer each of the items by circling the response you think is the
best one. Even if you are not sure of your choice, circle the response you believe
to be the best. Do not leave any items unanswered. Scenario # 1 Mr. Chan
Sambath, a first year English writing lecturer, is aware of the fact that his students
will be taking a semester examination at the end of the course.

1. Mr. Chan Sambath wants to assess his students™ critical thinking abilities at the
end of the unit to determine if any reinstruction will be necessary prior to the exam.
Which of the following methods would be the most appropriate choice?

A. multiple-choice items
B. matching items

C. gap-filling items

D. essay writing

2. In order to grade his students™ writing accurately and consistently, Mr. Chan
Sambath would be well advised to

A. identify criteria from the unit objectives and create a marking criteria.

B. develop a marking criteria after getting a feel for what students can do.

C. consider student performance on similar types of tests.

D. consult with experienced colleagues about a marking criteria that has been used
in the past.

3. Mr. Chan Sambath wants to evaluate his students” understanding of specific
aspects of their responses. Which of the following would best facilitate him scoring
of these responses?

A. an objective answer key
B. an holistic scoring

C. a checklist

D. an analytic scoring

4. At the end of each class period, Mr. Chan Sambath asks his students several
questions to get an impression of their understanding. In this example, the primary
purpose for conducting formative assessment is to

A. determine the final grades for students.
B. determine content for the final examination.
C. identify individual learning needs to plan classroom instruction.
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D. evaluate curriculum appropriateness.

5. Which grading practice being considered by Mr. Chan Sambath would result in
grades that would most reflect his students™ learning achievement against the
learning outcomes?

A. grades based on the students™ performances on a range of assessments
B. grades based on the amount of time and effort the student spent on the
assessments

C. grades based on how the student has performed in comparison to his/her
classmates

D. grades based upon the personal expectations of Mr. Chan Sambath

6. Mr. Chan Sambath is planning to keep assessment records as a part of his
assessment and reporting process. Which of the following is the least important
assessment information to be recorded?

A. statistical data including marks, student welfare and biographical information.
B. anecdotal data comprising critical incidents or reflections of both Mr. Chan
Sambath and his students.

C. all copies of his students™ assessment work.

D. a representative sample of each student work.

7. In a routine conference with his students, Mr. Chan Sambath is asked to explain
the basis for assigning his course grade. Mr. Chan Sambath should

A. explain that the grading system was imposed by the school administrators.

B. refer to the information that he presented to his students at the beginning of the
course

on the assessment process.

C. re-explain the students the way in which the grade was determined and show
them

samples of their work.

D. indicate that the grading system is imposed by the Ministry of Education.

8. Mr. Chan Sambath was worried that his students would not perform well on the
semester examination. He did all of the following to help increase his students”
scores. Which was unethical?

A. He instructed his students in strategies for taking tests.

B. He planned his instruction so that it focused on concepts and skills to be covered
on the test.

C. He allowed his students to bring in their coursebooks/materials to refer to during
the test.

D. He allowed students to practice with a small number of items from the actual
test.
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9. To ensure the validity and reliability of his classroom assessment procedure, it is
advised that Mr. Chan Sambath should gather together with his colleagues to
discuss all of the following except

A. marking criteria.

B. students* pieces of work.
C. teaching techniques.

D. assessment activities.

Scenario # 2 Ms. Chan Tevy is a year two English lecturer. She has just finished
teaching a unit on the Industrial Revolution and wishes to measure her students*
understanding of this particular unit using a multiple-choice test.

10. Based on her goal, which of the following assessment strategies would be the
most appropriate choice?

A. She should use the test items included in the teachers manual from the textbook
she uses.

B. She should design test items which are consistent with the content and skill
specified

in the course learning outcomes.

C. She should use available test items from internet that cover Industrial Revolution.
D. She should design test items which cover the factual information she taught.

11. In constructing her multiple-choice test items, Ms. Chan Tevy should follow all
of the following guidelines except

A. ensure that the correct response is unequivocally the best.

B. ensure that the responses to a given item are in different literary forms.
C. ensure the stem and any response, taken together, read grammatically.
D. make all distracters plausible and attractive to the ignorant test-taker.

12. Ms. Chan Tevy decides to score the tests using a 100% correct scale. Generally
speaking, what is the proper interpretation of a student score of 85 on this scale?

A. The student answered 85% of the items on the test correctly.

B. The student knows 85% of the content covered by this instructional unit.
C. The student scored higher than 85% of other students who took this test.
D. The student scored lower than 85% of other students who took this test.

13. Some of Ms. Chan Tevy*“s students do not score well on the multiple-choice
test. She decides that the next time she teaches this unit, she will begin by
administering a pretest to check for students™ prerequisite knowledge. She will then
adjust her instruction based on the pretest results. What type of information is Ms.
Chan Tevy using?

141



A. norm-referenced information (describes each student™s performance relative to
the other students in a group such as percentile ranks)

B. criterion-referenced information (describes each student™s performance in terms
of status in specific learning outcomes)

C. both norm- and criterion-referenced information

D. neither norm- nor criterion-referenced information

14. The Industrial Revolution test is the only student work that Ms. Chan Tevy
grades for the current grading period. Therefore, grades are assigned only on the
basis of the test. Which of the following is not a criticism of this practice?

A. The test, and therefore the grades, reflect too narrow a curriculum focus.

B. These grades, since based on test alone, are probably biased against some
minority students.

C. Tests administered under supervised conditions are more reliable than those
assessments undertaken in less standardized conditions (e.g. homework)

D. Decisions like grades should be based on more than one piece of information.

15. Ms. Chan Tevy fully understands that her classroom assessment records serve
all of the following purposes except

A. provide information regarding assessment methods development.

B. provide diagnostic information to show the strengths and weaknesses of student
performance.

C. show the extent of student progress.

D. provide information to assist administrative decision makers.

16. During an individual conference, one student in Ms. Chan Tevy*s class wants to
know what it means that he scored in the 80th percentile in a multiple-choice test.
Which of the following provides the best explanation of this students score?

A. He got 80 % of the items on the test correct.

B. He is likely to earn a grade of “B” in his class.

C. He is demonstrating above grade level performance.

D. He scored the same or better than 80 % of his classmates.

17. Based on their grades from last semester, Ms. Chan Tevy believes that some of
her low-scoring students are brighter than their test scores indicate. Based on this
knowledge, she decides to add some points to their test scores, thus raising their
grades. Which of Ms. Chan Tevy*s action was unethical?

A. examining her student™s previous academic performance
B. adjusting grades in her course

C. using previous grades to adjust current grades

D. adjusting some students™ grades and not others”
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18. To enhance the quality of a new developed multiple-choice test, Ms. Chan Tevy
should do all of the following except

A. pilot the test items with a small number of her past students to see how well each
item performs.

B. make all necessary changes to the test items based on the information received
during her pilot.

C. have all of her current students undertake the test twice and make a comparison
of their scores.

D. panel the test items through consultation with her colleagues who have
assessment experience.

Scenario # 3 Mr. Peo Virak is a senior English lecturer in the Indrak Tevy
University. Experienced in issues of classroom assessment, Mr. Peo Virak is often
asked to respond to the questions concerning best practices for evaluating student
learning.

19. Ms. Meas Chakriya, an English lecturer, asks what type of assessment is best to
determine how well her students are able to apply what they have learned in class to
a situation encountered in their everyday lives. The type of assessment that would
best answer her question is called

A. diagnostic assessment.
B. performance assessment.
C. formative assessment.

D. authentic assessment.

20. Ms. Keo Bopha is constructing essay questions for a test to measure her
students™ critical thinking skills. She consults with Mr. Peo Virak to see what
concerns she would be aware of when constructing the questions. Which statement
IS not an appropriate recommendation when writing essay questions?

A. consider the relevance of the questions for a particular group of her students

B. avoid determining the amount of freedom of writing responses that will be
accepted

C. indicate the time limits for the writing responses
D. be clear about the skills require to be demonstrated

21. Chenda, a student in Mr. Peo Virak®s class, scored 78 marks on a reading test
which has a mean of 80 and a standard deviation of 4. She scored 60 marks on the
writing test which had a mean of 50 and a standard deviation of 3. Based on the
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above information, in comparison to her peers, which statement provides the most
accurate interpretation?

A. Chenda is better in reading than in writing.
B. Chenda is better in writing than in reading.
C. Chenda is below average in both subjects.

D. Chenda is close to average in both subjects.

22. After teaching four units from his course book, Mr. Peo Virak gives his students
a test to measure their learning achievement. In this example, the primary purpose
for conducting summative assessment is to

A. identify individual learning needs to plan classroom instruction.
B. motivate students to learn.

C. evaluate curriculum appropriateness.

D. determine the final grades for students.

23. Throughout instruction, Mr. Keo Ratana assesses how well his students are
grasping the material. These assessments range from giving short quizzes, mid-term
tests, written assignments to administering a semester examination. In order to
improve the validity of this grading procedure, what advice should Mr. Peo Virak
give to Mr. Keo Ratana?

A. consider students® class participation and their attendance before assigning a
final grade.

B. consider students®™ performance in other subjects before assigning a final grade.
C. weight assessments according to their relative importance.

D. take into consideration each student™s effort when calculating grades.

24. Ms. Meas Chakriya consults with Mr. Peo Virak for advice to effectively use her
observations in recording her students™ activities in the classroom. Which statement
IS not an appropriate reccommendation when observing her students™ behaviors?

A. make a record of the incident as soon after the observation as possible

B. maintain separate records of the factual description of the incident and her
interpretation of the event

C. observe as many incidents in one long observation as possible

D. record both positive and negative behavioral incidents

25. Bora is a student in Mr. Keo Ratana“s class. He receives a raw score of 12 items
answered correctly out of a possible 15 on the vocabulary section of a test. This raw
score equates to a percentile rank of 45. He is confused about how he could answer
so many items correctly, but receive such a low percentile rank. He approaches Mr.
Keo Ratana for a possible explanation. Which of the following is the appropriate
explanation to offer to Bora?
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A. “I don“t know...there must be something wrong with the way the test is scored.”
B. “Although he answered 12 correctly, numerous students answered more than12
correctly.”

C. “Raw scores are purely criterion-referenced and percentile ranks are merely one
form of norm-referenced scoring.”

D. “Raw scores are purely norm-referenced and percentile ranks are merely one
form of criterion-referenced scoring.”

26. Prior to the semester examination, Mr. Keo Ratana reveals some information to
his students. Which of Mr. Keo Ratana“s action was unethical?

A. inform his students the exam contents to be covered.

B. inform his students the exam methods to be used.

C. show the actual exam paper to a small group of his low-achieving students.
D. tell his students the exam duration.

27. To achieve quality management of classroom assessments, Mr. Peo Virak
advises his colleagues to be involved in all of the following except

A. quality assurance (concerning with quality of assessment by emphasising the
assessment process).

B. quality teaching (dealing with the effectiveness of teaching in helping students
undertake assessments successfully).

C. quality control (dealing with monitoring and, where necessary making
adjustment to assessor judgments before results are finalised).

D. quality review (focusing on the review of the assessment results and processes in
order to make recommendations for future improvement).

End of Test

Thank you for your kind help.
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E. EVALUATION FORM FOR MODIFIED CAK

A language assessment literacy scale (attached), adapted and modified from
Mertler (2003)’s classroom assessment literacy inventory, developed based on the
seven standards listed by the Standards for Teacher Competence in Educational
Assessment of Students (AFT, NCME, & NEA, 1990), one of the most recognised
international standards in terms of teacher assessment literacy. This adapted and
modified scale (consisting of 27 items), which adds two more standards (Tao,
2014), aims to investigate language assessment literacy knowledge of pre-service
English teachers at a Turkish university who have just taken a compulsory course on
English language assessment for an entire semester.

The scale contains a total of 27 items, each standard being addressed by
three items each. The standards are:

1- Choosing Appropriate Assessment Methods

2- Developing Assessment Methods

3- Administering, Scoring, and Interpreting Assessment Results
4- Developing Valid Grading Procedures

5- Using Assessment Results for Decision Making

6- Recognising Unethical Assessment Practices

7- Keeping Accurate Records of Assessment Information

8- Ensuring Quality Management of Assessment Practices

9- Communicating Assessment Results

Before piloting the scale, you are kindly asked to evaluate each of the 27
items in the scale and provide expert view concerning whether the items are able to
address and assess the related subcomponent (standard) of assessment literacy and
have only one correct answer. You are also kindly asked to provide any kind of
comments and remarks regarding the stems, options and scenarios in order to
improve the items. In Table 1, please click the checkbox in the related column based
on whether you think the item is appropriate or inappropriate. If you do not think
the item is appropriate, please write your comments and remarks to improve the
item in Table 2.

Thank you very much in advance for your kind support.
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Table 1: Appropriateness

Item Standard Appropriateness
Appropriate Inappropriate

1 Choosing Appropriate Assessment O O
Methods

2 Developing Assessment Methods ] O

3 Administering, Scoring, and Interpreting O |
Assessment Results

4 Developing Valid Grading Procedures ] O

5 Using Assessment Results for Decision O O
Making

6 Recognising Unethical Assessment ] O
Practices

7 Keeping Accurate Records of Assessment O O
Information

8 Ensuring  Quality = Management  of O O
Assessment Practices

9 Communicating Assessment Results O O

10 Choosing Appropriate Assessment O O
Methods

11 Developing Assessment Methods O O

12 Administering, Scoring, and Interpreting O O
Assessment Results

13 Developing Valid Grading Procedures O O

14 Using Assessment Results for Decision O O
Making

15 Recognising Unethical Assessment O O
Practices

16 Keeping Accurate Records of Assessment O O
Information

17 Ensuring  Quality = Management  of O O
Assessment Practices

18 Communicating Assessment Results O O

19 Choosing Appropriate Assessment O O
Methods

20 Developing Assessment Methods O O

21 Administering, Scoring, and Interpreting O O
Assessment Results

22 Developing Valid Grading Procedures O O

23 Using Assessment Results for Decision O O
Making

24 Recognising Unethical Assessment O O
Practices

25 Keeping Accurate Records of Assessment O O
Information

26 Ensuring  Quality  Management  of I O
Assessment Practices

27 Communicating Assessment Results O O
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Table 2: Comments and Remarks

Item Comments and Remarks

15

16

17

18

19

20

21

22

23

24

25

26

27
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F. MODIFIED CAK

PART 1

-
1

How old are you?

2- What is your gender?
A) Male
B) Female
C) Prefer not to say

3- What is your current CGPA on a 4.0 scale?

4- Have you ever been to a workshop or seminar in which the topic was
only assessment?

A) Yes

B) No

5- Which of the following best describes your perception of the level of
preparation for the overall job of being a classroom teacher?

A) Unprepared

B) Somewhat prepared

C) Prepared

D) Highly prepared

6- Which of the following best describes your perception of the level of
preparation for assessing student performance?

A) Unprepared

B) Somewhat prepared

C) Prepared

D) Highly prepared
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7- What is your e-mail address? (optional)

@
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PART 2

Scenario# 1

Mr. Alper Kaya, a first year English writing instructor, is aware of the fact that his
students will be taking an end-of-the-term examination at the end of the course.

1-

Mr. Kaya wants to have information regarding his students’ progress
over time at the end of the semester so that he can reach conclusions
about the progress the students have made in targeted writing skills.
Which of the following assessment methods would be the most
appropriate choice?

A) Guided writing
B) Sentence building
C) Sequencing

D) Portfolio

In order to grade his students’ writing accurately and consistently, Mr.
Kaya would be well advised to ----.

A) identify criteria from the unit objectives and create a marking rubric

B) develop marking criteria after getting a feel for what students can do

C) consider student performance on similar types of tests

D) consult with experienced colleagues about a set of scoring criteria that
has been used in the past

Mr. Kaya wants to evaluate his students’ essay-writing ability by
providing specific feedback along a number of previously defined
dimensions and descriptors. Which of the following would be the best
tool to help him?

A) Primary trait scoring rubric
B) Holistic scoring rubric

C) Objective scoring rubric
D) Analytic scoring rubric
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4-

Throughout the instruction, Mr. Kaya has given his students a number
of assessments ranging from short quizzes following an introduction to a
new topic, to administering an end-of-the-unit final exam. In order to
improve the validity of this grading procedure, Mr. Kaya should ----.

A) make the grading scale the same for all assessments

B) consider students’ prior performance before assigning a final grade
C) weight assessments according to their coverage

D) take into consideration each student’s effort when calculating grades

At the end of each class period, Mr. Kaya asks his students several
questions for formative assessment. The primary purpose for
conducting formative assessment is to ----.

A) monitor how well the learning is progressing
B) determine the final grades for students

C) identify content for the final examination

D) evaluate curriculum appropriateness

Mr. Kaya was worried that his students would not perform well on the
end-of-the-term examination. He did all of the following to help increase
his students’ scores. Which was unethical?

A) He instructed his students in strategies for taking tests.

B) He focussed in his instruction on concepts and skills to be covered on the
test.

C) He planned and performed additional instruction for his low-scoring
students.

D) He allowed students to practice with a small number of items from the
actual test.

Mr. Kaya wants to keep the records of his assessment and reporting
process. Which of the following is NOT one of the primary goals of
keeping assessment records?

A) To help the teacher to use the same assessment tools in the assessment of
future students

B) To enable the teacher and the student to reassess the teaching-learning
relationship

C) To provide information and data regarding the future planning of the
students’ ongoing education

D) To facilitate the supply of information to administrators, parents and
other stakeholders
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8- To ensure the validity and reliability of his classroom assessment
procedure, it is advised that Mr. Kaya should come together with his
colleagues to discuss all of the following concepts. Which of the
following is not a primary consideration in these discussions?

A) marking criteria

B) students’ pieces of work
C) teaching techniques

D) assessment activities

9- In a routine conference with his students, Mr. Kaya is asked to explain
the basis for assigning course grades. Mr Kaya should ----.

A) explain that the grading system was imposed by the school
administrators

B) refer to the information that he presented to his students at the beginning
of the course on the assessment process

C) encourage the students to do some research on what his grading could be
based on through an out-of-class assignment

D) indicate that the grading system is imposed by the Ministry of Education

Scenario # 2

Ms. Zeynep Demir is an EFL teacher working in a high school setting. She has just
finished teaching a unit on climate change and wishes to measure her students’
understanding of this particular unit using a multiple-choice test where each item
has only one correct option.

10- Based on Ms. Demir’s goal, which of the following assessment strategies
would be the most appropriate choice?

A) Using the test items included in the teacher’s manual from the textbook
she uses

B) Designing test items that are consistent with the content and skills
specified in the course learning outcomes

C) Using the most popular test items that can be found on the Internet that
cover the topic of climate change

D) Designing test items that cover a great deal of factual information on
climate change
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11- In constructing the multiple-choice test items, Ms. Demir should follow
all of the following guidelines except ----.

A) repeat words or phrases in the questions and options

B) ensure that the correct answer is explicitly the best

C) avoid using phrases such as “none/all of the above” in the options

D) make all distractors plausible and attractive to the low ability test-taker

12- Ms. Demir decides to score the test using a 100% correct scale.
Generally speaking, what is the proper interpretation of a student score
of 85 on this scale?

A) The student answered 85% of the items on the test correctly.

B) The student knows 85% of the content covered by the instructional unit.
C) The student scored higher than 85% of other students who took this test.
D) The student scored lower than 85% of other students who took this test.

13- The multiple-choice test mentioned is the only student work that Ms.
Demir grades for the current grading period. Therefore, grades are
assigned only on the basis of this test. Which of the following is NOT a
criticism of this practice?

A) The test, and thus the grades, reflects too narrow a curriculum focus.

B) The grades, since based on one test alone, are probably biased against
some student groups.

C) Formal tests are more reliable than assessments in less standardized
conditions such as homework.

D) Decisions like grades should be based on more than one piece of
information.

14- Some of Ms. Demir’s students do not score well on the multiple-choice
test. She decides that the next time she teaches this unit, she will begin
by administering a pretest to check for students’ prerequisite
knowledge. She will then adjust her instruction based on the pretest
results. What type of information is Ms. Demir using?

A) Norm-referenced information

B) Criterion-referenced information

C) Both norm- and criterion-referenced information
D) Neither norm- nor criterion-referenced information

155



15- Based on their grades from last semester, Ms. Demir believes that some
of her low-scoring students are brighter than their test scores indicate.
Based on this knowledge, she decides to add some points to their test
scores, thus raising their grades. Which of Ms. Demir’s action was
unethical?

A) Examining her students’ previous performance

B) Adjusting grades in her course

C) Using classroom observations to adjust current grades
D) Adjusting low achieving students’ grades

16- Ms. Demir understands that her classroom assessment records serve the
following purposes except ----.

A) provide an overview of assessment methods developed

B) demonstrate diagnostic information regarding the students

C) show the extent of student progress throughout the instruction
D) inform administrative decision makers on various issues

17- To enhance the quality of a newly-developed multiple-choice test, Ms.
Demir should do all of the following except ----.

A) pilot the test items with a small number of her past students to see how
well each item performs

B) do a piloting study and make all necessary changes to the test items
based on the information received

C) have all of her current students take the test twice and make a
comparison of their scores

D) panel the test items through consultation with her colleagues who have
assessment experience

18- During an individual conference, one student in Ms. Demir’s class wants
to know what it means that he scored in the 80™ percentile in a multiple-
choice test. Which of the following provides the best explanation for this
student’s score?

A) He got 80% of the items on the test correct.

B) He is likely to earn a grade of “B” in his class.

C) He has a score of 80 from the test on climate change.

D) He scored the same or better than 80% of his classmates.
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Scneario # 3

Mr. Ahmet Kaplan is a senior EFL lecturer in a higher education setting.
Experienced in issues of classroom assessment, Mr. Kaplan is often asked by his
colleagues to respond to questions concerning best practices for evaluating student
learning.

19- A colleague of Mr. Kaplan’s asks what type of assessment is best to
determine how well her students are able to apply what they have
learned in class to a situation encountered in their everyday lives.
Which of the following assessment concepts is most related to this
situation?

A) diagnostic assessment
B) informal assessment

C) formative assessment
D) authentic assessment

20- A colleague of Mr. Kaplan’s is constructing essay questions for a test to
measure her students’ critical thinking skills. She consults with Mr.
Kaplan to see what concerns she would be aware of when constructing
the questions. Which statement is NOT an appropriate recommendation
when writing essay questions?

A) consider the relevance of the questions for a particular group of her
students

B) avoid determining the amount of freedom of writing responses that will
be accepted

C) indicate the time limits for the writing responses

D) be clear about the skills to be demonstrated

21- Ali, a student in Mr. Kaplan’s class, scored 82 on a reading test which
has a mean of 80 and a standard deviation of 4. He scored 60 on the
writing test which had a mean of 50 and a standard deviation of 3.
Based on the above information, in comparison to his peers, which
statement provides the most accurate interpretation?

A) Ali is better in reading than in writing.
B) Ali is better in writing than in reading.
C) Ali is below average in both subjects.
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D) Aliis close to average in both subjects.

22- Mr. Kaplan has made a number of assessment-related decisions
throughout the semester. Which of the decisions least reflects students’
achievement?

A) Reducing 5 points from a student’s test grade for disruptive behaviour

B) Grading only the odd numbered items in a homework assignment

C) Using weekly quizzes and three major examinations to assign final
student grades

D) Permitting students to redo their assignments when they need more
opportunities to meet the standards for grades

23- After teaching four units from his course book, Mr. Kaplan gives his
students a test to measure their learning achievement. In this example,
the primary purpose for conducting summative assessment is to ----.

A) identify individual learning needs to plan instruction
B) motivate students to learn

C) evaluate curriculum appropriateness

D) determine grades for students

24- Mr. Deniz, one of Mr. Kaplan’s colleagues, reveals some information to
his students prior to the semester examination. Which of Mr. Deniz’s
actions was unethical?

A) Informing his students on the exam contents to be covered

B) Informing his students on the exam methods to be used

C) Showing his low-achieving students few items from the actual test
D) Telling his students the exam duration

25- A colleague of Mr. Kaplan’s consults with him for advice to effectively
use her observations in recording her students’ activities in the
classroom. Which statement is NOT an appropriate recommendation
when observing students’ behaviours?

A) Make a record of the incident as soon after the observation as possible
B) Maintain separate records of the factual description of each incident
C) Observe as many incidents in one long observation as possible

D) Record both positive and negative behavioural incidents
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26- Mr. Kaplan conducts regular meetings with his colleagues to make a
number of assessment-related decisions to comply with the fundamental
principles in language assessment. Decisions regarding which of the
following principles are most likely to negatively affect the quality of
their assessment?

A) Reliability

B) Practicality
C) Validity

D) Authenticity

27- A student in Mr. Kaplan’s class receives a raw score of 12 items
answered correctly out of a possible score of 15 on the vocabulary
section of a test. This raw score equates to a percentile rank of 45. He is
confused about how he could answer so many items correctly, but
receive such a low percentile rank. He approaches Mr. Kaplan for a
possible explanation. Which of the following is the appropriate
explanation to offer to the student?

A) “Idon’ know... there must be something wrong with the way the test is
scored. I’ll check immediately.”

B) “Although you answered 12 correctly, numerous students in the class
answered more than 12 correctly.”

C) “Raw scores are purely criterion-referenced, but percentile ranks are
merely one form of norm-referenced scoring.”

D) “Raw scores are purely norm-referenced, but percentile ranks are merely
one form of criterion-referenced scoring.”
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G. TURKISH SUMMARY/TURKCE OZET

DILDE OLCME-DEGERLENDIRME OKURYAZALIGINA YONELIK BiR
OLCEGIN PSIKOMETRIK OZELLIKLERINE DAIR BiR ARASTIRMA

Giris

Bu boéliimde egitim bilimleri baglaminda 6lgme-degerlendirme okuryazarligi
ve yabanci dil egitimi baglaminda yabanci dilde 6lgme-degerlendirme okuryazarhigi
kavramlar1 ve bu kavramlarin egitim, 6gretim ve dgrenim stirecleri igerisindeki yeri
ve Onemi konusunda kisaca bilgi verilmistir. Bu bilgiler 1s1¢inda ¢alismanin
gerekcesi ve bu gerekceye dayanarak olusturulan arastirma hedeflerinden
bahsedilmistir. Bu hususlar devam eden paragraflarda 6zet olarak sunulmaktadir.

Olgme-degerlendirme  okuryazarhigi, egitimsel — 0lgme-degerlendirme
kavraminin ve bununla ilgili becerilerin temel bir anlayisini ifade etmektedir ve
Olcme degerlendirme okuryazarliginin 6gretmenlerin sahip olmasi gereken temel bir
beceri oldugu giderek daha fazla kabul gérmektedir (Popham, 2009; Stiggins, 1991;
Xu & Brown, 2016). Olcme-degerlendirme konusunda donammli olan
Ogretmenlerin  ¢esitli  baglamlarda  gergeklestirilen ~ 0lgme-degerlendirme
faaliyetlerinin ve politikalarinin gegerliligi ve giivenilirligi hususunda daha isabetli
ve ¢ok yonlu kararlar alabileceklerine iliskin genis bir fikir birligi bulunmaktadir.
Ote yandan, 6lgme-degerlendirme okuryazarligi konusunda zayif olan dgretmenler
ise gecgerli ve givenilir olmayan 6lgme-degerlendirme uygulamalari yapma ve
boylelikle hem 6grencileri, hem diger paydaslar1 (okul idareciler, egitim yetkilileri
ve karar alicilar1 ve ebeveynler vb.) hem de 6gretim konusunda kendilerini yanlis
yonlendirme riskiyle kars1 karsiya kalabilmektedirler.

Olgme-degerlendirme okuryazarhigi, ogretim ve Ogrenim siireclerinde
onemli bir yere sahiptir. Olgme-degerlendirme, dgrenimi etkilemekle kalmayip onu
sekillendirdigi i¢in egitimin ayrilmaz bir parcasi olarak diisiiniilmektedir (White,
2009). Ogretmenler de, 6gretimin ¢ok dnemli bir parcasi olarak, cogu zaman gerek
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siif icinde gerekse simif disinda resmi veya gayriresmi, geleneksel veya alternatif
olmak tizere ¢ok ¢esitli 6lgcme-degerlendirme uygulamalari yapmak durumunda
kalmaktadir. Bu uygulamalardan edindikleri bilgiyi ders igeriginin uygun olup
olmadigini belirlemek, 6grenme ve dgretme siireglerini iyilestirmek, 6gretimin ne
kadar etkili oldugu konusunda fikir sahibi olmak ve Ogrencilerin mevcut basari
durumlarina ve bir dersin 6grenme ¢iktilar1 / kazanimlar1 baglaminda giiclii ve zayif
yanlarina dair onlar1 bilgilendirmek gibi egitim amaglar1 dogrultusunda kullanmalar1
beklenmektedir. Bagka bir deyisle, 6gretmenlerin egitim-6gretim kapsami igerisinde
oldukga Onemli bir yere sahip olan 06lgme-degerlendirme sorumluluklar
bulunmaktadir.

Olgme-degerlendirme okuryazarhiginin  dgretmenlerin  mesleki gelisimi
icerisindeki Onemiyle ilgili farkindaligin artmasiyla birlikte bu kavrama karsi
akademik ilgi artmis ve 6lgme-degerlendirmenin dgretmenlerin hem hizmet dncesi
hem de hizmet i¢i egitim programlarindaki yeri sorgulanmaya baslanmistir
(Alkbharusi ve ark., 2011; Beziat & Coleman, 2015; Mertler, 2003; Xu & Brown,
2016). Bu akademik ¢aligmalarda 6gretmenlerin ve dgretmen adaylarmin 6lgme-
degerlendirme 1ile alakali hem bilgileri hem de ilgileri yoklanmis ve egitim
icerisinde boylesi 6nemli bir yere sahip olan kavramla ilgili donanimlarinin oldukga
yetersiz oldugu gozlemlenmistir. Bu yetersizlikler gerek simif diizeyinde 0lgme-
degerlendirme faaliyetleri gerekse biyik oOlcekli 6lgme-degerlendirme faaliyetleri
i¢cin gegerli olmaktadir.

Egitim bilimleri i¢erisinde gelismis olan 6lgme-degerlendirme okuryazarligi
son yillarda yabanci dil egitimi alanina uyarlanmis ve baglamda dilde 6lgme-
degerlendirme okuryazarligi olarak ifade edilmeye baslanmistir. Dilde Olgme-
degerlendirme okuryazarhiginin, 6zellikle kullanildigi baglam ve amacglara gore
degisen cesitli tanimlar1 yapilmistir. Malone (2013) dilde 6l¢gme-degerlendirme
okuryazarligini “dil egitimcilerinin 0lgme-degerlendirme tanimlarina olan asinaligi
ve bu bilginin genel olarak sinif i¢i uygulamalara ve 6zel olarak dilde Olgme-
degerlendirme meselelerine uygulanmasi” olarak tanimlamistir (s. 9). Inbar-
Lourie’ye (2008) gore dilde 6lgme-degerlendirme bilgisi, 6lgcme-degerlendirme
okuryazarlig1 becerileri katmanlarma ek olarak dile 6zgii becerileri birlestiren ve
dilde 6lgme-degerlendirme okuryazarligi seklinde anilabilecek ayri bir yapi teskil
eden bir temeldir (ss. 389-390). Baska bir deyisle, her ne kadar daha genis egitim

162



bilimleri alani igerisinde ortaya ¢ikmis olan Olgme-degerlendirme okuryazarligi
kavramindan tiiretilmis olsa da, dilde 6lgme-degerlendirme kavrami dile 6zgii
performansin kuramsallastirilmast ve Olgiilmesi ile ilgili konular1 da ihtiva
etmektedir (Inbar-Lourie, 2017). Cesitli aragtirmalar, Stiggins’in (2010) egitim
alaninda var olan “bol miktarda 0l¢me-degerlendirme bilgisizliginin” dil egitimi
alaninda da mevcut oldugunu ortaya koymustur. Bu durum hem diinyanin ¢esitli
yerlerinde yapilan ¢alismalar (Cheng, Rogers, & Hu, 2004; Diaz, Alarcon, & Ortiz,
2012; Lopez & Bernal, 2009; Tsagari & Vogt, 2017; Vogt & Tsagari, 2014; Volante
& Fazio, 2007 vb.) hem de Tiirkiye’de yapilan gesitli ¢alismalarda (Hatipoglu,
2015; Mede & Atay, 2017; Olmezer-Oztiirk & Aydin, 2018; Oz & Atay, 2017 vb.)
gozlemlenmistir. Olgme-degerlendirme okuryazarhiginin  dgretim  ve dgrenim
acisindan O6nemi ve Ogretmenlerin bu konuda sergilemis olduklar1 yetersizlikler
dgretmenlerin, bu ¢alisma baglaminda Ingiliz dili egitimi &gretmenlerinin, dilde
Olcme-degerlendirme  okuryazarligi  seviyelerini  6lgmenin  miimkiin  olup
olmadiginin tartisilmasini gerekli hale getirmektedir. Bu sebeple bu arastirma, (a)
temel olarak dilde olgme-degerlendirme okuryazarhigina yonelik gelistirilen bir
Olgegin (degistirilmis CAK 0lgegi) psikometrik 6zelliklerinin  incelenmesini
amacglamaktadir. Arastirma deseninin yapisina uygun olarak, bu arastirma hedefine
ek iki arastirma hedefi daha ortaya konmustur. Bunlardan bir tanesi, (b) Tiirkiye’de
bulunan iki Ingiliz Dili Egitimi Boliimiinde son smmf &grencisi olarak okuyan
ogretmen adaylarmm dilde 0Olgme-degerlendirme okuryazarhigi seviyelerini
arastirmaktir. Son arastirma hedefi ise (c) orneklemde yer alan 6gretmen adaylarinin
dilde 6lgme-degerlendirme okuryazarligi gelisimine katkida bulunan faktorlerin
(varsa) neler oldugunu incelemektir.

Literatlr Tarama

Bu boliimde ilgili literatiiriin sirasiyla dilde 6lgme-degerlendirmedeki temel
hususlar, 0Olgme-degerlendirme ve Ogretim iligkisi, Ol¢me-degerlendirme
okuryazarligi ile dilde 6lgme-degerlendirme okuryazarligi konular1 baglaminda bir
incelemesi yapilmistir.

Olgme-degerlendirmenin temel hususlar1 baglaminda 6ncelikle Glgme-
degerlendirmedeki temel kavramlar ele alinmis; Ol¢me, Olgek, smav ve
degerlendirme gibi kavramlar detayli bir sekilde incelenerek aralarindaki farklardan
bahsedilmistir. Amacina gore 6lgme cesitleri detayli bir sekilde incelenmis ve buna
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ek olarak 6lgme tirlerinde yer alan norm referanshi 6lgme — 6lgiit referansh 6lgme,
Ozetleyici 6lgme — siire¢ 6lgme ve dogrudan 6lgme — dolayli 6lgme gibi farkli
dikotomilerin tlizerinde durulmustur. Gegerlik, giivenirlik, kullanislilik ve puanlama
olmak Uzere 6lgme-degerlendirmenin temel ilkeleri ele alinmustir.

Takip eden iki kisimda 0lgme-degerlendirme ile 6gretim iligkisi incelenmis
ve 6lgcme-degerlendirme okuryazarliginin taniminin kuramsal arka plani ele alinarak
bu kavramin detayl bir sekilde tanimlanmasina kullanilan kuramsal ¢ergevelerden
bahsedilmistir. Bu kapsamda, bu ¢alismada kullanilan 6l¢egin de kuramsal temelini
olusturan ve 1990 yilinda Amerikali Ogretmenler Federasyonu (American
Federation of Teachers, Egitimde Olgme-degerlendirme Ulusal Konseyi (National
Council on Measurement in Education) ve Ulusal Egitim Sendikasi (National
Education Association) tarafindan  gelistirilmis olan Egitimde Olgme-
degerlendirmede Ogretmen Yeterlilikleri Standartlari (AFT, NCME, & NEA, 1990)
dokiiman1 hakkinda bilgi verilmistir. Bu dokiiman, ozellikle smf igi Ol¢gme-
degerlendirme baglaminda o6gretmenlerin sahip olmasi gereken nitelikleri ve
kazanimlar1 7 ana standart halinde tanimlamaktadir.

Kalan kisimlarda ise 6gretmenlerin ve egitimcilerin 6lgme-degerlendirme
okuryazarligin1 bu kuram cerceveye dayali olarak inceleyen olcekler ele alinmis,
ilgili arastirmalardan bahsedilmis, 6lgme-degerlendirme okuryazarliginin 6nemine
deginilmis ve son olarak dilde Olgme-degerlendirme 6zelinde gerek kuramsal
cerceve gerekse de bu konuda diinyada ve Tirkiye’de yapilan calismalar
irdelenmistir.

Metodoloji
Amagc

Olgme-degerlendirme uygulamalarinin egitimde olduk¢a onemli bir yeri
olmasindan dolay1 ve 6gretmenlerin egitim-6gretimle ilgili zamanlarinin en az ligte
birlik bir dilimini 6lgme-degerlendirmeyle ilgili uygulama ve faaliyetlere ayirmalari,
onlarin 0lgme-degerlendirme okuryazarlik diizeylerinin belirlenmesini zorunlu
kilmaktadir.  Olgme-degerlendirme  okuryazarlik  diizeylerinin  belirlenmesi,
ogretmenlerin giiclii yanlarimin ve zayif yanlarinin ortaya ¢ikarilarak ihtiyaglarmin
tespit edilebilmesi ve boylelikle gerek hizmet Oncesi egitim gerekse de hizmet-igi

egitim programlarmin sekillenmesi konusunda ciddi katkilar saglayabilme
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potansiyeline sahiptir. Bu amag¢ dogrultusunda asagidakiler bu ¢alismanin arastirma
sorulari olarak ortaya ¢ikmustir:
Bu c¢alismada cevap aranan arastirma sorular1 asagidaki gibidir:
1. Standartlar (Aft, NCME, & NEA, 1990) ve Mertler ve Campbell’in (2005)
ALI olgeginden uyarlanan degistirilmis CAK Olgeginin psikometrik
ozellikleri nedir?
2. Tiirkiye’de yiiksekogrenim baglamindaki 6gretmen adaylarinin dilde 6lgme-
degerlendirme okuryazarlig1 bilgi temeli ne diizeydedir?
3. Eger varsa, dilde Olgme-degerlendirme okuryazarligina katkida bulunan
faktorler nelerdir?
Baglam ve Katilimcilar

Bu ¢aligmaya Tiirkiye’de faaliyet gosteren iki 6nemli devlet {iniversitesinde
okuyan dérdiincii simf ingiliz Dili Egitimi Béliimii 6grencileri katilmistir. Toplam
katilimer sayis1 74’tiir. Ogrencilerin tamami ¢alismaya katildiklari tarih itibariyle en
fazla bir donem once okuduklar1 boliimlerde dilde 6lgme-degerlendirme konusunda
en az bir adet ders almislardir. Katilimeilara degistirilmis CAK o6l¢egi, her biri
yaklasik 45 dakika siiren ve gozetim altinda ayr1 oturumlarda uygulanmistir. Olgek;
siralama, yorgunluk ve kopya tarafindan olusabilecek bir yanlilig1 engellemek adina
ti¢ farkl1 versiyon haline getirilerek uygulanmustir.
Veri Toplama Aract

Bir egitimcinin 0lgme-degerlendirme okuryazarlik diizeyinin tam anlamiyla
Olgiilmesi o kisinin 6lgme-degerlendirme konulari hakkindaki bilgi diizeyine ek
olarak bu bilgiyi 6lgme-degerlendirme uygulamalar1 yaparken ne olgiide pratige
dokebildigine 6lgmeyi gerektirmektedir. Ozellikle uygulamaya gegirme basarisinin
incelenebilmesi i¢in de hem sinif i¢inde hem de siif diginda gozlemlenmesi ve
aldig1 6lgme-degerlendirme karar ve politikalarinin 6gretim, 6grenme ve hayat boyu
ogrenme konular1 agisindan kisa, orta ve uzun vadede irdelenmesi gerekmektedir.
Ancak 0lgme-degerlendirme okuryazarliginin temelinde bilgi diizeyi yer almaktadir
ve 0lcme-degerlendirme okuryazarligi bilgi diizeyiyle basladigi gibi, arastirmalar da
bilgi diizeyi miktar1 ile uygulamadaki nitelik arasinda pozitif ve dogru bir iligki
oldugunu ortaya koymustur (Bandura, 1997; Fishbein & Ajzen, 2010). Bu bulgudan
hareketle ve pratiklik sebeplerinden dolayr bu ¢aligmada Ingilizce dili egitimi
O0gretmen adaylarmin  6lgcme-degerlendirme  okuryazarligi  bilgi  diizeyinde
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incelenmesine karar verilmis ve bu amagla Tao (2014) tarafindan Standartlar (AFT,
NCME, & NEA, 1990) dokiimanindan ve ALI (Mertler & Camplbell, 2005)
Olceginden uyarlanarak gelistirilen CAK 06l¢eginin degistirilmis bir versiyonu
kullanilmistir. Orijinal 6lgek Standartlar dokiimaninda belirtilen 7 standarda ek
olarak kapsamli bir literatiir taramasi sonucunda iki standart daha eklemistir.
Olgiilmek istenen toplamda 9 standart sunlardir:

1. Uygun 6lgcme-degerlendirme yontemlerini secebilme

2. Olgme-degerlendirme yontemleri gelistirebilme

3. Olgme-degerlendirme  sonuglarmi  ydnetebilme, puanlayabilme ve
yorumlayabilme
Gegerli notlama ve derecelendirme prosediirleri gelistirebilme
Olgme-degerlendirme sonuglarii karar alma amaciyla kullanabilme

Etik olmayan 6lgme-degerlendirme uygulamalarini taniyabilme

N o o &

Olgme-degerlendirmeden elde edilen bilgi verileri dogru bir sekilde kayit
altina alabilme

8. Olgme-degerlendirme uygulamalarinin kalite ydnetimini saglayabilme

9. Olgme-degerlendirme sonuglarini dgrencilere, ailelere ve diger paydaslara

aktarabilme

Uc senaryoya bagli 27 maddeden olusan ve her bir standardin iic madde ile
temsil edildigi Olgegin uyarlanmasi ve gelistirilmesi kapsaminda, olgek icerigi
Tiirkiye’de bir ingiliz dili egitimi sinifi baglamma uyarlanmus; dlgegin senaryo ve
maddelerinin igerigi ya revize edilmis ya da tamamen degistirilmistir. Ayrica, dil ve
ifade tarz1 bakimmdan da uygun goriilen degisiklikler yapilmistir. Bu siiregte
yapilan degisikliklerle birlikte degistirilmis CAK 06lgegi, 6l¢me-degerlendirme ve
dilde 6lgme-degerlendirme uzmanlarindan olusan bir panele bir degerlendirme
protokolii ile gonderilmistir. Onlardan alinan geri donutlere gore bir sorunun iptal
edilerek onun yerine ayni yapiya ve spesifikasyonlara dayanan yeni bir sorunun
yazilmas1 da dahil olmak iizere baskaca degisiklikler de yapilarak son haline
getirilmistir. Nihai versiyonda da ii¢ senaryoya bagli ve her bir standardin ticer
soruyla temsil edildigi bir 6l¢ek olusturulmustur.
Veri Analizi

Bir 6lgme aracinin psikometrik 6zelliklerinin arastirilmasinda temel olarak

gecerlik ve gilivenirlik kavramlart 6n plana ¢ikmaktadir ve bu kavramlarin nicel
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olarak analiz edilmesinde Olgme Kurammna farkli perspektifler getiren farkli
yaklagimlar bulunmaktadir. Bu yaklasimlar temel olarak klasik yaklagimlar (Klasik
Test Kurami) ve modern (Madde Tepki Kurami ) yaklasimlar olarak ikiye
ayrilmaktadir. Her iki grup icerisinde de ¢ok ¢esitli modellemeler bulunmaktadir.
Ayni soruya farkli varsayim ve analitik tekniklerle cevap arayan bu iki yaklagim
bliylik oranda benzer sonuglara ulagsa da (Fan, 1998), aralarindaki en biiyiik fark
Olcme aracina tlimsel ve grup bagimli (Klasik Test Kurami) veya madde bazinda ve
grup bagimsiz (Madde Tepki Kurami) bakmak olan her iki yaklagimin da
birbirlerine kars1 avantajlar1 ve dezavantajlari bulunmaktadir. Bu sebeple, bir 6lgme
aracinin  psikometrik 6zelliklerinin incelenmesinde daha biitlinciil bir resme
ulagabilmek icin iki yaklagimdan da faydalanilmasi gerekmektedir. Gegerlik ve
giivenirlik kavramlarinin nicel incelemesini bu yaklasimlar giivenirlik katsayisi,
standart hata katsayisi, madde giicliigli, madde ayirt ediciligi gibi kavramlar
tizerinden gerceklestirmektedirler. Bu g¢alismada hem klasik yaklasim modeli
(Klasik Test Teorisi) hem de verinin uygun oldugu modelin kullanildigit Madde
Tepki Kurami modelleri kullanilmistir. Madde Tepki Kurami ailesinden bir
parametreli lojistik model (1PL), Rasch modeli ve iki parametreli lojistik model
(2PL) kullanilmigtir. Son olarak, o6l¢egin boyutsalligini incelemek ve olasi
bilesenlerini tespit edebilmek amaciyla da Rasch Temel Bilesenler Analizi (TBA)
gerceklestirilmistir. Bu analiz sonuglarindan birinci ve ikinci aragtirma sorularmin
incelenmesinde faydalamlmistir. Ugiincii arastirma sorusunun irdelenmesi icin ise
korelasyon analizleri yapilmistir. Caligmanin aragtirma sonuglarina yonelik olarak

ne tiir analizlerin kullanildig1 Tablo 1’de belirtilmektedir.

167



Tablo 1: Veri Analizinde Kullanilan Analitik Teknikler

Metot Arastirma Sorusu

1 1PL 1&2

2 Rasch Analizi 1&2

3 Klasik Model 1&2

4 2PL 1&2

5 Rasch TBA 1

6 Betimleyici Istatistik 2

7 Korelasyon 3
Bulgular

Bu bolumde 1PL modeli, Rasch modeli, klasik model ve 2PL modeli madde
ve test analizlerinden elde edilen psikometrik bulgulara ek olarak, boyutsallig1 ve
bilesenleri inceleyen Rasch TBA analizinden ortaya ¢ikan bulgular rapor edilmistir.
En son olarak ise iigiincii arastirma sonucu baglaminda yapilan korelasyon analizi
sonuclar1 paylagilmistir.
1PL Modeli

Model ve veri uyumlulugu kontrol edildikten sonra ilgili modele gore veri
toplama siireci sonucunda elde edilen veriler incelenmis ve her bir maddeye ait
zorluk duizeyi (b parametresi) degerleri, maddelere ait madde karakteristik egrileri
ile madde bilgi egrileri ve testin geneline ait test bilgi fonksiyonu egrisi
irdelenmistir. Bu modelin -4.0 ve 4.0 yetenek araliginda toplam verinin %83,7’sin1
acikladigi goriilmiistiir. Maddelere ait b parametresi degerleri -3.15 ve 2.47 arasinda
bir aralikta c¢ikmistir. Bu modelde sifirin ortalama yetenek diizeyi oldugu
varsayllmakta ve yetenek diizeyi eksende eksiye dogru daha diisiik ve artiya dogru
daha yiiksege dogru gitmektedir. Ortalama b degeri -0.20 olarak bulunmustur. Sifira
oldukga yakin olan bu deger, katilimcilarin kuramsal olarak eksi sonsuz ve arti
sonsuz araliginda bir yetenek diizeyine sahip oldugu varsayilan ancak pratiklik
acisindan katilmeilarin  -4.0 ve +4.0 arasindaki (yetenek diizeyini temsil eden)
yatay eksene yerlestirildigi bu modelde, asag1 yukar1 ortalama bir zorluk diizeyini
ifade etmektedir. Madde karakteristik egrileri, madde bilgi egrileri ve test bilgi

fonksiyonu 1, 2 ve 3 numarali sekillerde sunulmaktadir.
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Test Information Function
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Sekil 3 Test Bilgi Fonksiyonu

Klasik Model

Veri, ikinci olarak klasik modele gére incelenmis ve madde analizleri ile test
analizleri sonuglaria bakilmistir. Bu analizde goze ilk ¢arpan detay 6lgekte yer alan
Q14, Q16 ve Q27 isimli maddelerin zayif psikometrik sonuclar ve iyi ¢alismayan
madde ayirt edicilik degerleri tirettigi gézlenmistir. Segenek ve icerik analizleri de
yapildiktan sonra bu maddelerin hatali oldugu sonucuna varilmis ve Glgekten
cikartilmistir. Bu asamadan itibaren olan analizler bu {ic madde hari¢ olmak {iizere
24 madde tizerinden yapilmistir. Klasik modeldeki analize gore 6l¢ege dair veriler
su sekilde ortaya ¢ikmustir: 6lgekten elde edilen minimum ham skor 1, maksimum
ham skor 20, ortalama ham skor 13,5’tur. Standart sapma degeri 4.10, varyans
16.82, carpiklik -0.70, basiklik 0.25, KR20 degeri 0.73 ve 6l¢menin standart hatasi
degeri 2.29 olarak bulunmustur. Maddelerin gii¢liikk diizeyi araligr 0.22 ve 0.89,
ayirt edicilik araligr 0.19 ve 0.61 olarak bulunmustur. Bu sonuglara gore normal
dagilim iireten Olgegin kabul edilebilir diizeyde bir i¢ giivenirligi, olduk¢a iyi bir
ayirt ediciligi ve ortalama bir giicliik diizeyi oldugu sonucu ortaya ¢ikmaktadir.
Rasch Analizi

Madde Tepki Kurami ailesinden bir diger model olan Rasch modeli, 1PL

modeline oldukca benzer bir kuramsal arka plana sahip olmakla birlikte iki model
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arasindaki en temel fark, Rasch modelinin kalibrasyonu maddeler iizerinden
yaparken 1PL modelinin kisiler {izerinden yapmasi ve Rasch modelinin logit
degerlerini kullanarak madde-kisi haritas1 yoluyla madde-kisi eslestirmelerini ayni
Olgek tizerinde eslestirmesidir. Ayrica Rach modeli infit ve outfit modellemelerini
yaparak her bir madde ve kisi i¢cin modele uyumluluk analizi yapmaktadir. 24
maddenin tamami modele uygunluk degerleri igerisinde yer almistir. Kisiler icin
0.72 ve maddeler i¢in 0.91 giivenirlik degerleriyle, bu analize gore de Ol¢egin
oldukca iyi gilivenirlik katsayilari irettigi gozlenmistir. Maddelerin logit deger
araligr -2.11 ve 1.83’tiir. Tim maddelerin, dolayisiyla bir biitiin olarak Sl¢egin,
ortalama logit degeri ise 0.01°dir. Diger modellerle benzer sekilde bu model de
Olcegin ortalama bir gili¢liik diizeyine sahip oldugunu, farkli yetenek diizeyinde
kisiler ve farkli yetenek diizeylerine hitap eden maddeler oldugunu ortaya koyarak
Olgegin nitelikli psikometrik oOzelliklere sahip oldugunu gostermistir. Rasch
analizinden elde edilen madde-kisi haritas1 (Wright haritasi) Sekil 4’te

sunulmaktadir:
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Sekil 4: Madde-Kkisi haritas1 (N=74)

2 PL Modeli

Madde ve test analizleri kapsaminda son olarak 2PL modeli kullanilmistir.
Bu modelin kullanilma amaci, ortiik 6zellik yaklagimi baglaminda ayirt edicilik (a
parametresi) bilesenini de inceleyen bir model kullanarak psikometrik 6zellikler
baglaminda resmin tamamlayicisi olacak bir teknik uygulama ihtiyacini gidermektir.
Parca bazli veri-model uyumlulugu test edildikten sonra analiz gerceklestirilmistir.

Bu modelin -4.0 ve 4.0 yetenek diizeyi araliginda toplam verinin %91.46’smn1
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acikladigr gozlenmistir. 1PL modele benzer sekilde, bu modele gore de dlgegin
ortalama bir guclik duzeyine (-0.21) ve ortalama diizeyde bir ayirt edicilik degerine
(a=0.87) sahip oldugu gozlenmistir. Maddelere gore bakildiginda b parametresi
araligi -2.41 ve 7.06 iken a parametresi araligr 0.18 ve 3.03’tlir. Bu modele gore
yapilan analizler de Olgegin genel olarak gecerlik ve giivenirlik argiimanlarin
destekleyici kabul edilebilir psikometrik 6zelliklere sahip oldugunu gostermektedir.
Bu analiz sonuglarina gore ortaya ¢ikan gii¢liik-ayirt edicilik serpme diyagrami
(Sekil 5), madde karakteristik egrileri (Sekil 6) ve test bilgi fonksiyonu egrisi (Sekil

7) gorsel olarak sunulmustur.
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Sekil 5: Giicliik ve Ayirt Edicilik Serpme Diyagram
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Sekil 6: Madde Karakteristik Egrileri
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Sekil 7: Test Bilgi Fonksiyonu

Rasch PCA

Psikometrik 6zelliklerin analizi kapsaminda son olarak elde edilen veriler ile
Rasch PCA modeli kullanilarak boyutsallik analizi yapilmistir. Bu analizin
sonuglarina gore Olgekte tek boyutluluk kriteri saglanmis ve temel bilesenler
irdelendiginde, her ne kadar yap1 tanimina gore dokuz ayri yapiya (dokuz standart)
yonelik olarak gelistirilmis olsa da, dlgegin genel olarak bir tanesi iki alt-bilesene
sahip olmak tizere iki temel bilesene sahip oldugu gbzlenmistir. Bu durum, he ne

kadar Olgegin dayandigi kuramsal gergeve Olgme-degerlendirme okuryazarligini
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dokuz standarda ayirsa da her bir standardin birbiriyle etkilesim kurarak bir biitlin
olusturdugu g6z Oniine alindigina dogal olarak degerlendirilmistir. Bu analiz
sonuglarina gore 6lgek iki temel bilesenden olusmaktadir. Maddelerin igerik analizi
yapildiginda, birinci bilesene ait olan maddelerin genel olarak 6lgme-degerlendirme
tirleri arasindaki farkliliklart ayirt edebilme, 6grenci performansina nihai notlar
verme, 6lgme-degerlendirmede etik kaygilar ve dlgme-degerlendirmede gecerlik ve
giivenirlik meseleleri konularina hitap ettikleri goriilmiistiir. Ikinci bilesenin ise
genel olarak 6lgme-degerlendirme uygulamalarina yonelik uygun 6l¢ekleri segme ve
gelistirme, Ogrenci performansinin  puanlandirilmasi,  6lgme-degerlendirme
sonuclarinin kullanilmasi, yorumlanmasi ve paydaslarla paylasilmasi konularina
hitap ettigi gdzlenmistir. Orneklem gurubunun ikinci bilesendeki performansinin
nispeten daha basarili oldugu goriilmiistiir.
Korelasyon Analizi

Olgme-degerlendirme okuryazarhigimi etkileyen faktorleri tespit etmek
amaciyla katilimcilardan elde edilen demografik ve arka olan verilerinin ve 6lgekten
elde edilen toplam ham skorlarin dahil oldugu degiskenler arasindaki Pearson ve
Spearman korelasyonlarma bakilmis ve istatistiki olarak anlamlar1 ve pozitif
korelasyonlar yalnizca “6gretmenlik meslegine hazir olma algisi” derecesi ile
“6lgme-degerlendirme uygulamalari yapmaya hazir olma algis1” derecesi arasinda
ve katilmcilarin  agirhkli  genel not ortalamasi ile Olgme-degerlendirme
okuryazarlig1 6l¢eginden elde ettikleri toplam ham puanlar arasinda bulunmustur.
Tartisma

Bu boliimde ¢aligmanin gerekgesi, metodolojisi ve arastirma sorulari genel
olarak gbozden gecirilmis ve buna gore ortaya c¢ikan ¢ikarimlar ve sonuglar
tartisilmistir.
Arastirma Sorusu 1

Caligmanin birinci arastirma hedefi, dil egitimcilerinin 6lgme-degerlendirme
okuryazarligim1 6lgme amacim tasiyan degistirilmis CAK 06lgeginin psikometrik
oOzelliklerinin gegerlik ve giivenirlik temelinde incelenmesiyle ilgilenmistir. Bu
noktada hem bireysel olarak madde analizleri, hem de Glgegin genel ozelliklerine
yonelik olarak test analizleri Olgme Kuramina farkli bakis agilari getiren farkli
yaklagimlarin birlikte uygulanmasiyla yapilmistir. Bu baglamda kullanilan
yaklagimlar 1PL model, klasik model, Rasch modeli ve 2PL modeli olarak
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gerceklesmistir. Bu analizlere gore oOlgekte bulunan ii¢ soru zayif psikometrik
ozellikler tasidigi gerekgesiyle Olgekten ¢ikarilmistir. Kalan 24 maddenin
psikometrik 6zelliklerinin 1yi diizeyde oldugu ve dlgegin genel olarak iyi diizeyde
gecerlik ve giivenirlik degerleri iirettigi rapor edilmistir. Olgek, Rasch TBA ile
yapisal olarak da incelenmis ve genel olarak Ol¢gme-degerlendirme okuryazarlig
ortlk 6zelligini iki farkli bilesen etrafinda dl¢tiigli gézlenmistir.
Arastirma Sorusu 2

Calismanin ikinci arastirma sorusu, Tiirkiye’de iki Onde gelen devlet
universitesinde dordiincii sinif 6grencisi olarak okuyan ve en fazla bir donem 6nce
dilde olgme-degerlendirme konusunda bir ders almis olan Ingilizce 6gretmen
adaylarinin dilde 6lgme-degerlendirme okuryazarligi (bilgi temelinde) ilgilenmistir.
Dilde 0Ol¢gme-degerlendirme okuryazarligini 6lgen ve bu ¢alismada psikometrik
Ozellikleri incelenen o6lgekten saglanan veriler 1s18inda katilimcilarin uluslararasi
taninirligr olan bir kuramsal cerceve karsisinda bilgi diizeyleri degerlendirilmistir.
Olgekte kalan 24 madde iizerinden yapilan degerlendirmelerde adaylarin ortalama
bir bilgi duzeyi sergiledikleri goriilmistir. Normal dagilim da g6z oOniinde
bulunduruldugunda, ortalama diizeydeki bir katilimcinin o6lcekte yer alan
maddelerin yaklasik olarak yarisim1 dogru cevaplayabildikleri gozlenmistir.
Katilimcilar arasinda tiim maddeleri dogru cevaplayan olmazken, en yuksek ham
skora sahip olan ii¢ katilimecinin dogru cevapladiklar toplam madde sayis1 20’dir.
Kitlenin bariz bir sekilde en kolay buldugu madde Q10 isimli maddedir. Bu madde,
verilen senaryo baglaminda adaylardan duruma uygun 6lcegi secebilme kazanimini
Ol¢mektedir. Kitlenin genel olarak en zor buldugu madde ve en diisiik basari
gosterdigi maddede ise (Q21) senaryo geregi bir smf i¢i degerlendirme
uygulamasinda  kullanilan  Glgege gbére bir G8rencinin  performansinin
yorumlanmasinda birtakim matematiksel ¢ikarimlar yapabilme yetisini 6l¢mektedir.
Kitle basarisiyla ilgili en dikkat c¢ekici noktalardan biri, kitlenin 6grenci
performansimin yorumlanmasinda persantil-ham skor iligkiler, standart sapma-skor
iligkileri gibi birtakim matematiksel ve istatistiki hesaplamalar ve c¢ikarimlar
yapmay1 gerektiren maddelerde ¢ok diisiik basar1 sergilemis olmasidir. Standartlar
ozelinde yapilan incelemeye gore ise, kitlenin en basarili oldugu standartlar uygun
6lgme metotlarin secilmesi (Standart 1) ve etik olmayan Olgme-degerlendirme
uygulamalarmin taninmasi (Standart 6) olmustur. Diger taraftan en basarisiz oldugu
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standartlar ise 6lgme sonuglarinin yonetimi, puanlamasi ve yorumlanmasi (Standart
3) ve Olcme-degerlendirme uygulamalarinin kalite yonetimi (Standart 8) olmustur.
Son olarak, kitle basarisi Rasch TBA analizinden elde edilen bilesenlere gore
incelenmis ve kitlenin ikinci temel bilesen konularinda (amaca uygun oOlcek segme,
Ogrenci performansinit puanlama, vb.) birinci temel bilesen konularina (amacina
gore 6lgcme-degerlendirme tiirlerini ayirt edebilme, nihai notlandirma, gecerlik ve
giivenirlik, vb.) kiyasla ¢ok az bir farkla daha basarili olduklar1 gézlemlenmistir.
Ancak neticede katilimcilarin higcbir standart 6zelinde topyek(n bir basari
sergilemedigi, sergilenen basarmin tim standartlar ve bilesenler icin asagi yukari
ortalama dlzeyde kaldigini ifade etmek miimkiin olmaktadir. Bu durum, 6zellikle
katilimcilarin tamaminin 6gretmen olmak iizere olan bireyler olduklar1 ve kisa bir
sire 6nce 6lgme-degerlendirme konusunda bir ders almis olduklari diistiniildiigiinde,
ciddi kaygilara sebep olmaktadir.
Arastirma Sorusu 3

Calismanin ~ dgiinci  arastirma  sorusu, dilde 0Olgme-degerlendirme
okuryazarhiginin gelisimine katkida bulunan faktorler veya arka plan degiskenleriyle
ilgilenmistir. Ilgili literatiir su ana kadar halihazirda olas1 faktdrleri hizmet 6ncesi
6lcme-degerlendirme egitimi, deneyim, akademik nitelik, cinsiyet, mesleki gelisim,
ogretmenlikte gegen siire, sinif mevcudu ve 6grenci olarak Olgme-degerlendirme
deneyimi olarak bulmustur. Bu calismanin arastirma deseni geregi, katilimci
homojenligi gbz 6niinde bulunduruldugunda burada sayilan olas1 faktorlerden ¢ok
az bir kismina bakmak miimkiin olmustur ve elde edilen degiskenler igerisinde
Olcekten alinan toplam ham skor ile yalnizca agirlikli genel not ortalamasinin
anlamli ve pozitif bir iligkisi oldugu gdzlenmistir. Baska bir deyisle, genel olarak bir
katilimeinin agirlikli genel not ortalamasi ne kadar yiliksekse bu ol¢ekten edindigi
ham skor da o kadar yiiksek olmustur.
Cikarimlar

Elde edilen bulgular dogrultusunda psikometrik ve pedagojik birtakim
¢ikarimlarda bulunmak miimkiin olmustur. Caligmanin birinci ve ana arastirma
hedefi dogrultusunda gerceklestirilen ve Olgme Kuramina farkli bakis agilar1 sunan
psikometrik analizler Oncelikle degistirilmis CAK 6lceginin ilk uygulama
versiyonunda bulunan ii¢c maddenin problemli maddeler oldugunu ortaya
koymustur. Bu 06l¢egi ileride kullanmay1 diisiinebilecek olan arastirmacilarin, ilgili
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spesifikasyonlara gore bu maddeleri yeniden iiretme asamasinda bu hususu goz
oniinde bulundurmalar: tavsiye edilmektedir. Ancak, Olcekte geri kalan maddelerin
tiimiiniin, bu ¢alisma sonucunda elde edilen psikometrik 6zelliklere gore, gelecekte
aynt amacla kullanilmak iizere kopyalanabilecegi veya uyarlanabilecegi
degerlendirilmektedir. Ancak Olgme-degerlendirme okuryazarligi kavrami baglam
bagimli oldugu icin (Inbar-Lourie, 2008) yapilacak her replikasyon veya
adaptasyonun ihtiyaglar1 goz 6niinde bulundurarak sekillendirilmesi 6nerilmektedir.
Replikasyon ve/veya adaptasyonlarin Ogretmen egitimcileri tarafindan gerek
ogretim gerek Ogrenim baglaminda ihtiya¢c analizi ve revizyon amagclartyla;
ogretmen egitimi karar alicilarinin da siif diizeyinde ve/veya program diizeyinde
alinan kararlar1 bilgilendirme amaciyla kullanabilecekleri degerlendirilmektedir.

Pedagojik baglamda ise, ilgili literatiirdeki ¢aligmalarin halihazirda ortaya
koydugu gibi bu ¢alismanin da 6lgme-degerlendirme okuryazarliginin egitim alani
icerisinde ¢ok onemli bir yeri olmasina ve hatta 6lgme-degerlendirme ve egitimin
birbirlerini siirekli besleyen bir biitiiniin parcalari olmalarina ragmen 6gretmen
adaylarmm (ve Ogretmenlerin) bu konudaki bilgilerinin istenen ve beklenen
diizeylerde olmadigi ¢ikarimi yapilmaktadir. Elde edilen sonuglar; 6rneklem
gurubunun dordiincii siif 6grencileri olmalar1 ve tiim program siiresince olan ders
yuklerinin (6lgme-degerlendirme dahil) biiyiik bir boliimiinii tamamlamis olmalart
gbz onunde bulunduruldugunda, durumu daha ciddi kilmaktadir. Dolayisiyla,
orneklem grubunun degistirilmis CAK o6lceginde sergilemis oldugu performans,
programlarmin onlar1 6lgme-degerlendirme konularina ne diizeyde hazirladiklarini
gostermesi agisinda onemli bulunmustur.
Sonug

Egitim bilimlerinde 6lgme-degerlendirme okuryazarliginin alan igerisinde
kendisine daha fazla yer buldugu gibi, dilde 6lgme-degerlendirme okuryazarligi da
dil egitimi icerisinde hem diinya ¢apinda hem de Tiirkiye’de gittikge daha fazla ilgi
gormektedir. Bu degisim siirecinde hem 6gretmenler hem de Ogretmen yetistirme
programlar1 6n planda yer almaktadir. Bu ¢aligmada dil egitimcilerinin dilde 6lgme-
degerlendirme okuryazarligi bilgi temelini Olgekte kullanilan degistirilmis CAK
Olceginin psikometrik Ozellikleri incelenmistir. Psikometrik inceleme kapsaminda
IPL ve 2PL Madde Tepki Kurami modelleri, Rasch modeli ve klasik model
kullanilmistir. Ayrica 6lgegin yapisinin boyutsalliginin ve temel bilesenlerinin
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incelenmesi icin de Rasch TBA kullanilmistir. Son olarak ise kisi arka plan
degiskenleri ile dlgek performansi arasindaki iliskiler istatistiki olarak incelenmistir.

Sonuglar 27 maddelik 6lgegin {i¢ maddesinin problemli oldugunu, geri kalan
maddelerle birlikte olgegin 6lgme amaci baglaminda gegerlik ve gilivenirligin
varligina isaret eden kanitlar oldugunu ve 6lgegin ayni1 amagla replikasyonunun ve
adaptasyonunun  yapilabilecegini gostermistir. Orneklem grubunun basar1
durumuyla ilgili olarak ise 6lgme-degerlendirme okuryazarligi konusunda ortalama
bir basar1 sergiledikleri ancak bu ortalama bagsarmin kendilerinden istenen ve
beklenen diizeylerin ¢ok altinda oldugunu ortaya koymustur. Korelasyon analizleri
agirliklt genel akademik not ortalamasinin dlgekten elde edilen basariyla anlamli ve
pozitif iliskisi olan tek degisken olduguna isaret etmistir. Ogretmen egitimcileri,
Ogretmen yetistirme programlari, 6gretmen adaylari, 6gretmenler ve arastirmacilar
olmak Uzere tim olas1 paydaslarin bu aragtirma sonuglarina temkinli ve dikkatli bir
sekilde yaklasmalari tavsiye edilmekte birlikte, dilde 6lgme-degerlendirmeyi bilgi

diizeyinde Slgen bu 6lcegi kullanmayi tercih edebilecekleri degerlendirilmektedir.
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