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Lately, in biomedical imaging systems, algorithms for providing the temperature data became more important both for diagnosis and for treatment. Aiming to serve this purpose, in this thesis study, it is planned to estimate the temperature data using magnetic nanoparticles; which are actually imaging tracers used in a new medical imaging modality, Magnetic Particle Imaging (MPI). Since the introduction of MPI, the effect of temperature changes on magnetic nanoparticles (MNPs) and their magnetic behavior, is being investigated and the results show that there is a non-linear relation between the temperature and the particle magnetization. For this reason, as the starting point of this study, a detailed MPI system was modelled using MATLAB with its main components, which are the Selection Field, Drive Field and Receiver coil pairs. All coils were modelled to have a circular shape, the Selection and Drive field coils have 25cm radius whereas the receive coils have 10cm radius. Scanning sequence was chosen to be ‘Lissajous Trajectory’ with sufficient density in order to provide a good spatial resolution. After determining the geometrical setup, a system matrix was obtained, which describes the magnetization signal, induced by the
MNPs, as a function of the imaging space. In order to reconstruct images by the use of the system matrix, Algebraic Reconstruction Technique (ART), Selective Singular Value Decomposition (SSVD) Method and Truncated Singular Value Decomposition (TSVD) Method were applied to solve the matrix equation. Reconstructed images have resolution ranged in sub-millimeter level. In order to examine the effect of temperature changes in the model, a thermal solver was implemented using Pennes’ Bioheat Equations. Energy of a focused ultrasound beam was used as the heat source and the equation was solved both in time and space, using the Finite Difference Time Domain Method (FDTD) in 2-Dimensional space. As a result, a realistic time-varying temperature data was included in the MPI model. Previous studies show that it is possible to estimate the temperature by utilizing a calibration curve that is acquired from the ratio of the fifth and the third harmonics of the magnetization signal, generated by MNPs, under different strength of applied sinusoidal field. But this was showed only for spectroscopic (0-D) data acquisition systems. In this thesis study two different methods were proposed for temperature distribution and applied for noise free case. For the first method, the algorithm is based on pixel-wise scanning and using a calibration curve obtained from 1D line scanning. The resolution and the maximum relative error was found to be 0.01°K and 0.003 per cent, respectively. Secondly, a linearization method for temperature estimation was proposed and the resolution and the maximum relative error was found to be 0.001°K and 0.063 per cent, respectively.
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CHAPTER 1

INTRODUCTION

1.1 Overview

The effect of heating processes on living tissues is an important research topic for medical applications, especially for cancer and tumor treatments. The procedure of raising the temperature of a part of, or the whole body above normal for a defined period of time is called **Hyperthermia** [4] and clinical treatments that use this procedure are generally called **Thermal Therapies**.

During thermal therapies, providing an accurate estimation of temperature distribution is crucial, in terms of avoiding undesirable thermal damage. Therefore during the therapy, mapping the spatial temperature distribution is very important. Image-guided thermal therapies are now routinely applied in a variety of clinical settings [5]. RF heating, Microwave Hyperthermia, Laser therapies and Focused Ultrasound are some of the methods that has been proposed.

Methods for monitoring the in-vivo temperature can both be invasive and non-invasive. The gold standard for in vivo temperature measurement is the utilisation of invasive temperature sensing probes as it would not modulate the thermal therapy field and would be insensitive to strains due to thermal expansion and/or patient motion [5]. However, the use of invasive temperature probs, conflicts with the idea of avoiding damage to the living tissue.

Computed Tomography based thermometry is another method for temperature monitoring. This method is recommended as it allows avoiding unintended damage of the healthy tissues during the procedure by providing a detailed tissue temperature dis-
Unfortunately, the thermal sensitivity coefficient for CT thermometry is in the order of -0.5 Hounsfield units (HU) per Celsius, which limits the thermal resolution \[5\], thus this technique fails to provide detail and clarity of a thermal image.

In several methods, ultrasound acquisitions are being used in temperature mapping. For instance, Passive Acousting Mapping (PAM) technique uses focused ultrasound transducer as a sensor to receive acoustic emissions generated in the treatment zone \[7\]. However, using these methods provides detection of non-thermal signals such as cavitation, and since the passive acoustic signals from cavitation and thermal strain are also affected by temperature dependent changes in speed of sound (SOS) and attenuation, only relative temperature changes can be estimated \[5\]. Pulse-echo is the most common focused ultrasound method employed for temperature estimation, which uses a single transducer to transmit acoustic signals and receives acoustic wave responses generated by the tissue interaction. In this method, temperature can ideally be estimated only if the tissue interaction is temperature independent \[5\].

MRI monitoring is currently clinical standard for non-invasive temperature mapping \[5\]. MRI-guided High Intensity Focused Ultrasound (MRI-HIFU) therapy and MRI-guided Microwave Hyperthermia are two examples of most commonly used techniques in thermal therapy. MRI-monitoring is preferable as it is non-invasive and provides detailed and accurate temperature estimation, without using any a priori calibration in the target tissue \[5\]. Nevertheless, it is disadvantageous in terms of cost issues and portability.

In this thesis study, the motivation is to develop a temperature estimation method that is non-invasive and practical, provides good thermal resolution and accurate mapping, and is portable. In order to achieve this goal, it is proposed to use Magnetic Nanoparticles (MNP) and take the advantage of their temperature-dependent magnetic behavior \[8\]. With this temperature estimation method, specifically, it is aimed to obtain spatial temperature distributions in order to monitor temperature changes that may occur during the process of Harmonic Motion Microwave Doppler Imaging (HMMDI) \[9\].
In HMMDI method, in order to obtain information on tissue elastic and dielectric properties, a focused ultrasound induces local vibrations, combined with the transmission of microwave signals. Backscattered and received microwave signal is a phase and amplitude modulated due to the effect of vibration [9]. The illustration of an HMMDI system is given in Fig. 1.1.

---

Figure 1.1: Illustration of the HMMDI system [1]. Local vibrations that cause the harmonic motion are generated by the focused ultrasound probe. RF/Microwave Transmitter and Receiver Circuit basically generates microwave signals and detects the backscattered signal amplitude at the Doppler frequency.

Although HMMDI is an imaging method, the use of focused ultrasound and waves may result in temperature rises inside the tissue. In terms of safety issues, it is important to monitor the temperature distribution. In this thesis study, the aim is to achieve temperature mapping using MNPs, in a simulation environment. Although, the initial motivation of this study is to apply this method during HMMDI, proposed method is applicable in other imaging or thermal therapy methods.
1.2 Scope of the Thesis

In the scope of this thesis, we

- Developed a simulation model of a Magnetic Particle Imaging system by considering all input parameters that can effect the results,
- Obtained system matrices and examine their characteristics.
- Simulated image reconstruction for MPI and thermal imaging, using different approaches.
- Developed a 2D temperature distribution model by using FDTD on Pennes’ Bioheat Equations, examine the effect of the energy of a focused ultrasound beam as the heating source.
- Used state-of-the-art methods to estimate of temperature in 0-D.
- Proposed two methods to estimate of temperature distribution in 2-D and simulated their performance assuming infinite SNR.

1.3 The Outline of the Thesis

In Chapter 2, characteristics of an MPI system and the parameters that are important for obtaining a detailed numerical simulation are discussed. The system components are verified, system matrices are examined, and image reconstruction techniques are explained. Lastly image reconstruction results are given.

In Chapter 3, a temperature distribution model for HMMDI is defined by utilizing Pennes’ Bioheat Equations. The effect of a focused ultrasound in the simulation medium is examined and 2D temperature variations is obtained. Two different methods were proposed for temperature estimation using MNPs and results were presented.

In Chapter 4, conclusions of the study are discussed with its limitations, and possible subjects for the future studies are given.
2.1 Introduction

Magnetic Particle Imaging (MPI) is a relatively new medical imaging technique, which was invented by Bernhard Gleich in 2005. It is proposed as a promising imaging modality characterized by both high spatial resolution and high sensitivity [8]. This technique determines the spatial distribution of Magnetic Nanoparticles (MNP), schematically given in Fig. 2.1, injected into the body, using them as imaging tracers [10][11]. Iron oxide is a commonly used magnetic material, which consists of a magnetic core and a nonmagnetic coating that prevents agglomeration. \footnote{The action of MNPs collecting together in a mass.}

![Figure 2.1: Schematic drawing of a typical magnetic nanoparticle. The diameter $D_{\text{core}}$ of the magnetic core ranges between 1 - 100 nm. When the diameter of the nonmagnetic coating is thick enough, the nanoparticle shows 'superparamagnetic' behaviour, having single magnetic domain and a high magnetic moment. This provides a better tracking of magnetization of the MNPs.}
MPI uses the nonlinear magnetization characteristics of magnetic materials, as they give a characteristic response when exposed to an external magnetic field \( [8] \). Magnetization signal \( M \), is described as the sum of all magnetic moments of nanoparticles:

\[
\vec{M} = \frac{1}{dV} \sum_{j=0}^{N} \vec{m}_j \tag{2.1}
\]

Magnetization is initially zero due to Brownian motion, as directions of each magnetic moment of particles are initially randomly distributed. With an external magnetic field applied, directions of magnetic moments start to align in the same direction with the applied field, causing a net magnetization signal in the direction of the applied field. The importance of the term 'superparamagnetic behaviour' appears here, as nanoparticles with high magnetic moments means higher Magnetization signal and in MPI the aim is to collect this Magnetization signal. Change in magnetization is given in Fig. 2.2.

![Figure 2.2: Stages of the magnetic behaviour that MNPs show, under externally applied magnetic field \( H \). \([2]\). Each small sphere represents a nanoparticle and the small arrow on the spheres are basically the individual magnetic moments. Total Magnetization is shown as \( M \), and the applied field is shown as \( H \). Initially, both the Magnetization and the applied field are zero. As the applied field strength increased, net Magnetization vector starts to grow and MNPs start to align in the direction of applied magnetic field.](image)

Magnetization signal can be modelled using the Langevin Function. The mathematical
expression for the Langevin Function, \( L \) is given as

\[
L(\xi) = \begin{cases} 
\coth(\xi) - \frac{1}{\xi}, & \xi \neq 0 \\
0, & \xi = 0
\end{cases}
\] (2.2)

And the Magnetization, \( M \) is described as

\[
M(B) = cmL(\beta B)
\] (2.3)

where

\[
\beta = \frac{\mu_0 m}{k_B T}
\] (2.4)

In equation (2.4), \( k_B \) is the Boltzmann constant, \( T \) is the ambient temperature, \( \mu_0 \) denotes the permeability of free space and \( m \) is the modulus of the magnetic moment of single particle, given with

\[
m = V_{\text{particle}} M_{\text{SAT}}
\] (2.5)

where

\[
V_{\text{particle}} = \frac{1}{6} \pi D_{\text{core}}^3
\] (2.6)

In equation (2.3), magnetic moment \( m \), is multiplied with the particle core concentration, \( c \). Magnetic moment of a particle depends on the particle core volume, \( V_{\text{particle}} \) and the saturation magnetization, \( M_{\text{SAT}} \), of the material that is the particle core is made of.

It can be seen that nanoparticles are available to respond to an interval of applied field strength (between -20 and 20 mT for the precise example in Fig. 2.3a) and at a certain point, all of them remain aligned in the direction of the applied field, i.e., being saturated. The spatial encoding in MPI takes the advantage of this fact that the particle magnetization saturates. Consequently, for a known distribution of magnetic field strength in a medium, the particles that are available to respond are also known. This can further be explained by examining a typical magnetization curve given in Fig. 2.3a.
In order to collect spatial data during the scanning process in MPI, dynamic and saturated regions in imaging space are being changed by the help of field generating coils. Selected ‘dynamic region’ is called the ‘Field Free Point (FFP)’ where the applied magnetic field is adjusted accordingly such that particles in the FFP are available to generate Magnetization signal.
In this chapter, a 2D scanning MPI system is simulated. The model presented in [12] was followed for the coil geometries, scanning sequence, and MNP characteristics. The simulation was implemented using MATLAB (The MathWorks, Inc., MA, USA) [13], creating a 3-Dimensional MPI system model.

2.2 Detailed Numerical Simulations for Magnetic Particle Imaging

In order to model a simulation system, one should consider all inputs and parameters that could effect the results of the system in real life. In this particular case of an MPI system; characteristics of the applied fields, coil geometries and sensitivities, shape and volume of MNPs and data acquisition sequence were considered as the main effective parameters. The purpose is to mimic an imaging system that can be used for clinical purposes, hence, parameters were chosen to represent conditions expected for clinical applications; allowing for a fast image acquisition with a spatial resolution in the millimeter range [12].

The simulation system has two main steps starting with generating data, in other words obtaining the Magnetization signal. Second step is then, spatially encoding this data to reconstruct images.

A basic MPI system consists of Selection Field coils, Drive Field coils and Receive coils. Selection Field coils generate static magnetic field whereas the Drive Field coils generate an alternating magnetic field. During the scanning process, the total magnetic field in the medium spatially changes in order to move the so called 'Field Free Point (FFP)'. This process is schematically explained in Fig. 2.4. The result of this scanning process is a spatially dependent Magnetization signal.
In this simulation, the aim was to define coil geometries, obtain a 3D setup, generate the desired total magnetic field, $B$, and adjust the scanning sequence so that the FFP moves along a certain trajectory. This trajectory was chosen as the 'Lissajous Trajectory' for this particular study. The shape of this trajectory was adjusted accordingly to cover the whole scanning space with a sufficient density in order to provide a good spatial resolution.

As it was shown in the schematic in Fig. 2.5, the first step was to define a 3D medium in order to place the coil geometries. After generating the fields, a phantom was defined in this medium, including the MNP characteristics.
Figure 2.5: Steps for the realistic MPI simulation. Scheme shows the inputs and outputs of the first and second step blocks. The outputs for the first step is a realistic Magnetization signal data and a System Matrix that will both be used in the second step, while reconstructing the image.

### 2.3 Coil Designs

In MATLAB environment, it is important to chose a suitable step-size in discretization of the continuous variables. Coil models were assumed to be circular conductors with single turn, and they were represented with 360 infinitely thin segments and all fields were assumed to be generated by the coils [12]. Magnetic Fields were computed, using the Biot-Savart Law given below in equation (2.7), with the numerical values given in table (2.1).

\[
\vec{B}(\vec{r}) = \frac{\mu_0 I}{4\pi} \int d\vec{L} \times \frac{(\vec{r} - \vec{r}')}{|\vec{r} - \vec{r}'|^3}
\]

This equation calculates the magnetic field vector \(\vec{B}(\vec{r})\) for every position \(\vec{r}\) in the imaging space. \(\mu_0\) is the free space permeability, \(I\) is the amplitude of the current going through the coil and \(\vec{r}'\) is the source point. Without changing the notation, the
discretized equation that is used to calculate the magnetic field can be written as

\[
\vec{B}(\vec{r}) = \frac{\mu_0 I}{4\pi} \sum_{i=1}^{360} dL_i \times \frac{(\vec{r} - \vec{r}'_i)}{|\vec{r} - \vec{r}'_i|^3}
\]  

(2.8)

The geometry that describes the variables in the discretized Biot Savart equation is simply illustrated in Fig. 2.6.

![Figure 2.6: Schematic illustration for single circular coil, showing the parameters used in Biot Savart equation that calculates the magnetic field.](image)

Drive and Selection Field coils were described with the same shape and radius, and for each pair, coils were placed to be one meter apart from each other. The coil simulation geometry is shown in Fig. 2.7. Imaging center was chosen to be at the position x= 0.4, y= 0.7 and z= 0.9 meters. Numerical values that were used in this simulation are given in Table 2.1. \(I_z\) and \(f_z\) describe the amplitude and frequency values for sinusoidal currents flowing through the Drive Field coil pair that is placed on x-y plane and \(I_y\) and \(f_y\) describe the coil pair placed on x-z plane.
Figure 2.7: Field generating coils. Selection Field coil pair (black) is placed in the z-direction and Drive Field coil pairs (red) are placed in both y and z directions. Small circle in the middle represents a volume of nanoparticles. The shape of the scanning trajectory is represented with the Lissajous Curve lines. The dimensions in this schematic is only for visualization, not reflecting the actual size.

<table>
<thead>
<tr>
<th></th>
<th>Selection Field Coils</th>
<th>Drive Field Coils</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_z(A)$</td>
<td>1.4549</td>
<td>0.0571</td>
</tr>
<tr>
<td>$I_y(A)$</td>
<td>-</td>
<td>0.0571</td>
</tr>
<tr>
<td>$f_x(kHz)$</td>
<td>-</td>
<td>25.25</td>
</tr>
<tr>
<td>$f_y(kHz)$</td>
<td>-</td>
<td>25.508</td>
</tr>
<tr>
<td>$R(m)$</td>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 2.1: Example of numerical values used in Biot-Savart equation.
2.3.1 Selection Field Coils

In MPI, Selection Field coils are responsible for generating an inhomogeneous, static magnetic field in the imaging medium, as it is illustrated in Fig. 2.8. For this simulation, the current passing through coils were set such that an FFP was produced at the center of this inhomogenous field. The gradient strength in the z-direction, \( \frac{\partial B_z}{\partial z} \), was set to be 2.5 \( T/m \) and for x and y directions it was the half of the \( \frac{\partial B_z}{\partial z} \), meaning that \( \frac{\partial B_y}{\partial y} = \frac{\partial B_x}{\partial x} = 1.25 \ T/m \).

Figure 2.8: 3-Dimensional plot, showing the Magnetic Field vector lines for a Selection Field coil pair. In this illustration, both coils are placed in the x-y plane but one of them has a center at \( z = 0.4 \) m and the other is at \( z = 1.4 \) m and the current through the coils are in the opposite direction, in order to produce inhomogenous magnetic field. Currents going through each coil have opposite direction therefore, generated magnetic fields are identical but have opposite direction. This produces a FFP, residing in the high symmetric point between Selection Field coils, at \( x = 0.4, y = 0.4 \) and \( z = 0.9 \).
It is important to test the accuracy of the numerical model, in order to decide discretization parameters. Using the Biot-Savart Law, field on the axis of a circular coil can be found using equation (2.9). Using this equation, z-component of the static Magnetic Field was calculated on the axis (z-axis) of single Selection Field coil and they were compared with the numerical solution that was computed in the simulation. The results are shown in Fig. 2.9.

\[ B_z = \frac{\mu_0}{4\pi} \frac{2\pi R^2 I}{(z^2 + R^2)} \]  

(2.9)

Figure 2.9: Compared B-field values for analytical and discrete computations. As the coil center was set to be at \( z = 0.9 \) meter, the B field reaches its maximum value around \( z = 0.9 \). The maximum relative error calculated between the analytical and the discrete solutions was approximately 0.6 percent.
2.3.2 Drive Field Coils

It is possible to move the FFP around a certain trajectory in the imaging medium by the help of the Drive Field. In this MPI simulation, two Drive Field coil pairs were used, placed on x-y and x-z planes, moving the FFP along z - axis and y - axis, respectively. This provides a 2-D imaging area on y-z plane of the 3-D simulation system.

Coils were described identically, having circular shape and 50 cm diameter with a single turn. Coils in each pair were placed 1 meter apart from each other, and the currents going through each coil in a pair have the same direction. This produces an oscillating but relatively homogenous magnetic field. The current amplitudes given in Table (2.1) was set to generate a Magnetic Field strength of $20 \text{mT} \mu_0^{-1}$ both in z and y direction. With these characteristics, Field of View (FOV) covers 16 mm in z-direction and 32 mm in y-direction.

2.3.3 Receive Coils

Simulated MPI system consists of two Receive Coils with circular shape and 10 cm radius. One of them is placed on the x-y plane and sensitive to field changes in the z-direction. And the second coil is placed on the x-z plane, meaning that it is sensitive to field changes in the y-direction.

The Drive Field and Selection Field coils had centers that were 50 cm away from the imaging center. Receive coils have centers that are 15 cm away from the imaging center. Complete coil configuration that was used for this study is given in Fig. 2.10.

In order to collect the Magnetization Signal via Receive Coils, the Reciprocity Theorem describing the relation between the magnetic flux through a coil and the corresponding induced voltage was used.
Figure 2.10: Complete coil configuration that was used in the MPI simulation. Drive and Selection field coils placed on the x-y plane have the same position, therefore they are not **visually** distinguishable, but the pairs are represented with dark blue and red circles in the figure. Drive Field coil pair of the y-channel is represented with purple and yellow circles. Lastly, the y-sensitive and z-sensitive Receive coils are represented with light blue and green circles, respectively.
Considering a single Receive Coil, a circular conductor loop, enclosing a surface \( S \), the voltage at the end points can be described as the integration of the electric field strength along the coil:

\[
u(t) = \oint \vec{E}(l, t) \cdot dl \tag{2.10}\]

Here, \( u(t) \) is the induced signal, \( \vec{E}(l, t) \) is the electric field strength and \( l \) represents the position on the coil.

Using the Faraday’s law of induction, the line integral for the Electric Field strength, which is the right hand side of the equation (2.10), can also be described using the time derivative of the Magnetic Flux, \( \phi_s \), as follows:

\[
\oint \vec{E}(l, t) \cdot dl = -\frac{d}{dt}\phi_s \tag{2.11}\]

The integral equation describing the Magnetic Flux through the surface enclosed by the coil is

\[
\phi_s = \int \vec{B}(r, t) \cdot d\vec{S} \tag{2.12}\]

Inserting the equation (2.12) in equation (2.11), and combining with equation (2.10), one can obtain

\[
u(t) = -\frac{d}{dt}\int \vec{B}(r, t) \cdot d\vec{S} \tag{2.13}\]
Figure 2.11: Visualization of the concepts that was described in equations (2.11), (2.12) and (2.13). E is the Electric Field through the circular coil, $\frac{\partial B}{\partial t}$ is the Magnetic Flux Density and $u(t)$ is the voltage signal induced at the ends of the coil.

In order to find the relation between the Magnetization $\vec{M}$ and the induced signal $u(t)$, consider the fact that the magnetic flux is the curl of the magnetic vector potential, $\vec{A}$ as given in equation (2.14).

$$\vec{B}(\vec{r}, t) = \nabla \times \vec{A}(\vec{r}, t) \quad \text{(2.14)}$$

Inserting (2.14) into (2.13) one obtains,

$$u(t) = -\frac{d}{dt} \int (\nabla \times \vec{A}(\vec{r}, t)) \cdot d\vec{S} \quad \text{(2.15)}$$

By applying the Stoke’s theorem, the surface integral becomes,

$$u(t) = -\frac{d}{dt} \oint (\vec{A}(l, t)) \cdot d\vec{l} \quad \text{(2.16)}$$
Integration of (2.16) over the cross-section of a Receive coil with volume $V_{coil}$ gives,

$$u(t) = -\frac{d}{dt} \int_{V_{coil}} \vec{A}(\vec{r}, t) \cdot \hat{j}(\vec{r}) dV_{coil}$$  \hspace{1cm} (2.17)$$

where $\hat{j}(\vec{r})$ is the unit current density of the Receive coil.

Next, recalling the fact that a magnetic dipole, $\vec{m}_{dipole}$, would create a magnetic vector potential with the following mathematical expression,

$$\vec{A}(\vec{r}, t) = \frac{\mu_0}{4\pi} \frac{\vec{m}_{dipole}(\vec{r}, t) \times (\vec{r} - \vec{r}')}{|\vec{r} - \vec{r}'|^3}$$  \hspace{1cm} (2.18)$$

Using equation (2.1), one can obtain the magnetic dipole for a small volume $dV$, which is

$$\vec{m}_{dipole}(\vec{r}, t) = \vec{M}_{dipole}(\vec{r}, t) dV$$  \hspace{1cm} (2.19)$$

Inserting this into equation (2.18), one can find a mathematical expression that describes the total magnetic vector potential, which is created by a volume of MNPs with magnetization $\vec{M}_{dipole}(\vec{r}, t)$ as given in

$$\vec{A}(\vec{r}, t) = \frac{\mu_0}{4\pi} \int_{V_M} \frac{\vec{M}(\vec{r}, t) \times (\vec{r} - \vec{r}')}{|\vec{r} - \vec{r}'|^3} dV_M$$  \hspace{1cm} (2.20)$$

where $V_M$ is the volume of magnetic material, in other words the volume of MNPs that create the Magnetization.

Inserting (2.20) into (2.17), one should obtain

$$u(t) = -\frac{d}{dt} \int_{V_{coil}} \frac{\mu_0}{4\pi} \int_{V_M} \frac{\vec{M}(\vec{r}, t) \times (\vec{r} - \vec{r}')}{|\vec{r} - \vec{r}'|^3} dV_M \cdot \hat{j}(\vec{r}') dV_{coil}$$  \hspace{1cm} (2.21)$$
Lastly, using the vector identity \( \mathbf{A} \times \mathbf{B} \cdot \mathbf{C} = \mathbf{A} \cdot \mathbf{B} \times \mathbf{C} \) in equation (2.21) one should obtain

\[
 u(t) = -\frac{d}{dt} \mu_0 \int_{V_M} \mathbf{M}(\mathbf{r}, t) \cdot \left( \int_{V_{coil}} \frac{(\mathbf{r} - \mathbf{r}')}{4\pi |\mathbf{r} - \mathbf{r}'|^3} \times \mathbf{j}(\mathbf{r}') \, dV_{coil} \right) dV_M \tag{2.22}
\]

Using the fact that the sensitivity \( \rho(\mathbf{r}) \) of a Receive coil with the unit current density, \( \mathbf{j}(\mathbf{r}) \), can be mathematically expressed as

\[
 \rho(\mathbf{r}) = \int_{V_{coil}} \frac{(\mathbf{r} - \mathbf{r}')}{4\pi |\mathbf{r} - \mathbf{r}'|^3} \times \mathbf{j}(\mathbf{r}') \, dV_{coil} \tag{2.23}
\]

and inserting the term \( \rho(\mathbf{r}) \), into the equation (2.22) the mathematical expression that describes the relation between the induced signal and the magnetization takes the form

\[
 u(t) = -\frac{d}{dt} \mu_0 \int_{\text{object}} \mathbf{M}(\mathbf{r}, t) \cdot \rho(\mathbf{r}) d^3r \tag{2.24}
\]
2.3.4 Scanning Sequences

Choosing the convenient scanning sequence with sufficient density is important in terms of providing a good spatial resolution. In this study, two sequences were used for system acquisition and image reconstruction in a rectangular 2D FOV: Cartesian and Lissajous. FOV was planned to cover 16 mm in the z-direction and 32 mm in the y-direction, for each scanning trajectory.

The *Cartesian Trajectory* was obtained, using two drive fields in the z- and y- directions, considering to move FFP along the z-y plane. This sampling pattern requires two different sinusoidal currents with frequencies such that

\[ f_y \gg f_z \]  \hspace{1cm} (2.25)

Mathematical expressions for the sinusoidal currents in each drive-coil channel can be expressed as

\[ I_y(t) = I \sin(2\pi f_y t) \]  \hspace{1cm} (2.26)

\[ I_z(t) = I \sin(2\pi f_z t) \]  \hspace{1cm} (2.27)

Here, I is the amplitude of the currents, and \( f_y \) and \( f_z \) are the channel frequencies. This sequence moves FFP rapidly in the y direction and slowly in the z direction. Illustrations for the shape of the Cartesian Trajectory and the drive field currents are given in Fig. 2.12. For this simulation, \( f_z \) was chosen to be 2.525 kHz and \( f_y \) was chosen to be fifty times bigger than of the z-direction, meaning 126.250 kHz. This means, for this simulation \( N_c \) in equation (2.28) is equal to 50.

\[ \frac{f_z}{f_y} = \frac{1}{N_c} \]  \hspace{1cm} (2.28)
Lissajous Trajectory was the second sampling pattern that was used in this study. This imaging sequence also uses sinusoidal currents with two different frequencies, but this time chosen to be similar

\[
f_y \approx f_z
\]

Mathematical expressions for currents are the same as given in equations (2.26) and (2.27). Generally the frequencies are chosen as

\[
\frac{f_z}{f_y} = \frac{N}{N + 1}
\]

For this simulation the ratio between the frequencies were set to be \(\frac{f_y}{f_z} = \frac{99}{98}\). For the z-direction, a frequency of \(f_z = 25.25 \text{ kHz}\) was assigned and for the y-direction the resulting frequency was \(f_y = 25.51 \text{ kHz}\) \([12]\). Illustrations for the shape of the Lissajous Trajectory and the drive field currents are given in Fig. 2.13.
In order to collect data with sufficient sampling, it is important to set the scanning duration, lasting at least one Repetition Time, $T^R$. Repetition Time is the interval between two complete scanning sequences, therefore one should calculate the duration for FFP to move along the whole FFP in a certain trajectory. The repetition time calculation for Cartesian and Lissajous Trajectory patterns are given below.

\[ T_{\text{cartesian}}^R = \frac{N_c}{f_y} = 0.39 \text{ msec.} \quad (2.31) \]

\[ T_{\text{lissajous}}^R = \frac{N + 1}{f_y} = 3.9 \text{ msec.} \quad (2.32) \]
2.3.5 System Acquisition and System Matrix

The nanoparticles that are used in this simulation were characterized with a circular shape and unit concentration. The radius for a single nanoparticle was taken as 30 nm.

2.3.5.1 Time Domain System Matrix

As the aim of the MPI is to map the distribution of MNPs in the imaging space, it can roughly be said that the ’system function’ is a description of the relation between the particle distribution and the induced signal. Recalling the mathematical formulation for the Magnetization signal, which is

\[ \overrightarrow{M}(\overrightarrow{r}, t) = c(\overrightarrow{r}) \overrightarrow{m}(\overrightarrow{r}, t) \]  

(2.33)

and inserting this representation in equation (2.24), one can obtain

\[ u(t) = -\mu_0 \int_{\text{object}} \overrightarrow{\rho}(\overrightarrow{r}) \cdot \frac{c(\overrightarrow{r})\partial\overrightarrow{m}(\overrightarrow{r}, t)}{\partial t} d^3 r \]  

(2.34)

Instead of using \( dV_M \) in equation (2.24), here, \( d^3 r \) is used. Without the loss of generality, in MPI systems the integral kernel of the imaging signal equation, which is the induced signal equation, is called the System Function. Therefore, as the last version of the equation (2.34), the signal can be expressed as

\[ u(t) = \int_{\text{object}} s(\overrightarrow{r}, t)c(\overrightarrow{r})d^3 r \]  

(2.35)

where the system function in time domain is described as

\[ s(\overrightarrow{r}, t) = -\mu_0 \overrightarrow{\rho}(\overrightarrow{r}) \cdot \frac{\partial \overrightarrow{m}(\overrightarrow{r}, t)}{\partial t} \]  

(2.36)

In this case, \( \overrightarrow{r} \) is the position vector in the imaging space, representing an arbitrary pixel, defined in FOV.
In this study, above equations (2.35) and (2.36) were discretized to obtain a 2-D simulation model. The FOV was set to cover 16mm in the z-direction and 32 mm in the y-direction and this range was defined with $64 \times 32 = 2048$ pixels in the simulation. The discretized equation for the induced signal can be written as follows:

$$u_t = \sum_{j=1}^{64} \sum_{k=1}^{32} s_{t,j,k} c_{j,k}$$

(2.37)

Where $u_t$ is the discretized form of induced signal, $s_{t,j,k}$ is the discretized form of system function and $c_{j,k}$ is the discretized form of particle concentration. In this equation, $t$ represents the index for the time instance, $j$ represents the index of the y-position and $k$ represents the index of the z-position in FOV. This equation can also be written using single summation as

$$u_t = \sum_{i=1}^{2048} s_{t,i} c_i$$

(2.38)

where $i$ denotes the pixel number in the FOV. Therefore, in discrete form, one can obtain a set of linear equations in the form:

$$u_1 = s_{1,1} c_1 + s_{1,2} c_2 + \cdots + s_{1,2048} c_{2048}$$

$$u_2 = s_{2,1} c_1 + s_{2,2} c_2 + \cdots + s_{2,2048} c_{2048}$$

\vdots

$$u_n = s_{n,1} c_1 + s_{n,2} c_2 + \cdots + s_{n,2048} c_{2048}$$

(2.39)

This set of linear equations can be represented by using the following matrix equation form:

$$\begin{bmatrix}
  s_{1,1} & s_{1,2} & \cdots & s_{1,2048} \\
  s_{2,1} & \cdots & \cdots & s_{2,2048} \\
  s_{3,1} & \cdots & \cdots & s_{3,2048} \\
  \vdots & \vdots & \vdots & \vdots \\
  s_{k,1} & \cdots & \cdots & s_{k,2048}
\end{bmatrix}
\begin{bmatrix}
  c_1 \\
  c_2 \\
  c_3 \\
  \vdots \\
  c_{2048}
\end{bmatrix}
= \begin{bmatrix}
  u_1 \\
  u_2 \\
  u_3 \\
  \vdots \\
  u_k
\end{bmatrix}$$

(2.40)
which can also be written as

\[
S \cdot c = u \tag{2.41}
\]

In equation (2.41), \( S \) is the system matrix that defines the relation between the system excitations and tracer behaviour. In the simulation, it was obtained by changing the position of a single volume element with unit concentration, pixel by pixel, until the whole imaging area was scanned and each pixel-response was stored in a matrix. The imaging area was defined with 2048 pixels in total, hence, acquisition was done by processing a complete scan for 2048 pixels separately. In this study, the system matrix has the following form:

\[
S = \begin{bmatrix}
    s_{1,1} & s_{1,2} & s_{1,3} & \cdots & s_{1,2048} \\
    s_{2,1} & \cdots & \cdots & \cdots & s_{2,2048} \\
    s_{3,1} & \cdots & \cdots & \cdots & s_{3,2048} \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
    s_{77601,1} & \cdots & \cdots & \cdots & s_{77601,2048}
\end{bmatrix} \tag{2.42}
\]

In (2.42), columns of \( S \) represent the pixels and rows represent each time instance in a complete scan. This means that, system response of each pixel was stored as a column vector while obtaining the system matrix. Scanning duration was chosen to be \( T_{\text{scan}} = 3.9 \) msec and \( f_s = 20\text{MHz} \) sampling frequency was used. Both for Lissajous and Cartesian Trajectory, the number of data points, \( N_{\text{data}} \), in one scan for each pixel can be found as:

\[
N_{\text{data}} = T_{\text{scan}} \cdot f_s = 77601 \tag{2.43}
\]

As there were 2048 pixels in the image frame in this simulation, the dimension of the system matrix is 77601 × 2048.
For further analysis of the System Matrix, Singular Value Decomposition (SVD) can be applied in order to obtain a factorization of the $S$ matrix, in the form

$$ S = M \Sigma V^T = \sum_{i=1}^{2048} m_i \sigma_i v_i^T $$  \hspace{1cm} (2.44)

In this decomposition, $M$ matrix consists of 2048 orthonormalized eigenvectors associated with the 2048 largest eigenvalues of $S^T S$, and $V$ matrix consists the same information of $SS^T$. Additionally, $m_i$ are the column vectors of the matrix $M$ and $v_i$ are the same for $V$. The columns of $M$ are called the left singular vectors and the columns of $V$ are called the right singular vectors. In equation (2.44), $\Sigma$ is a diagonal matrix with diagonal entries

$$ \sigma_1 \geq \sigma_2 \geq ... \geq \sigma_{2048} \geq 0 $$  \hspace{1cm} (2.45)

which are the non-negative square roots of the eigenvalues of $S^T S$ and are called singular values.

It was explained that the aim of MPI is to map the MNP distribution in the imaging space and the system is defined with the matrix equation given in equation (2.41). This equation can be solved as an inverse matrix problem. The MNP distribution, which is vector $c$, can be found with the classical approach, which is the left-multiplication of each side with the equation inverse of $S$ in (2.41). If the system matrix was full rank, square matrix, then it could also be invertable. Here in this case, $S$ is not invertable. Therefore, SVD analysis was performed to solve the equation (2.41) in the form

$$ c = S^{-1} u $$  \hspace{1cm} (2.46)

Inserting (2.44) into (2.46) would give

$$ c = \sum_{i=1}^{2048} \frac{m_i^T u}{\sigma_i} v_i $$  \hspace{1cm} (2.47)
While doing the SVD analysis, one can obtain information about the sensitivity distribution of the system. It can be said that, in equation (2.47), \( \psi_i \) are image basis vectors, each corresponding to a singular value \( \sigma_i \). Image basis vectors that correspond to higher singular values would show areas where the imaging system is more sensitive. The sorted singular values are given in figures 2.14 and 2.15.

Figure 2.14: Sorted singular values for the system matrix that obtained from Lissajous Trajectory. Maximum and minimum values are \( 1.133 \times 10^{-7} \) and \( 3.729 \times 10^{-9} \) respectively. The condition number is then found to be approximately 30.38.
Figure 2.15: Sorted singular values for the system matrix that obtained from Cartesian Trajectory. Maximum and minimum values are $8.588 \times 10^{-10}$ and $1.342 \times 10^{-13}$ respectively. The condition number is then found to be $6.3979 \times 10^{3}$.

The condition number measures the sensitivity of the solution of a problem to perturbations in the data. It can also be used to predict the convergence of iterative methods [15]. The higher condition number a matrix has, the more ill-conditioned it gets. Therefore, an ill-conditioned matrix can generate huge errors while approximating the solution. Examining the condition numbers found for this imaging system, it can be seen that especially for Cartesian Trajectory, if no regulations were applied, iterative image reconstruction methods would give large errors. This could be a result of the characteristics of the Cartesian Trajectory, as one drive field frequency is much more larger than the other one, scanning in the direction of the lower frequency is much more slower. Therefore, information gathered in one direction during one scan is always less than the information gathered in the other direction. This may result in a more ill-conditioned system matrix with a higher condition number.

While performing the SVD analysis for the imaging system, both for Lissajous and the Cartesian Trajectories, a combination of two system matrices that were obtained from the Drive Field channels z and y were combined. Aiming to provide computational simplicity, matrix entries were decomposed to their real and imaginary parts, and sorted as real and imaginary parts in the system matrix. Then, without changing
this structure, two matrices from the z and y channels were combined together, end-wise, resulting in a single System Matrix. SVD analysis was made to the resultant System Matrices. Figures 2.16 and 2.17 show SVD analysis results for Lissajous and Cartesian Trajectories, respectively.

Figure 2.16: Image basis vectors transformed to 2D image that correspond maximum (upper) and minimum (lower) singular values that are obtained from Lissajous Scanning.
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Figure 2.17: Image basis vectors transformed to 2D image that correspond maximum (upper) and minimum (lower) singular values that are obtained from Cartesian Scanning.
2.3.5.2 Frequency Domain System Matrix

Reminding that there were two different receiver channels, z and y receive coils, in this system, one can conclude that there will be two separate system matrices with $77601 \times 2048$ dimension and two different signals that are recorded. In computational basis, it would be hard and inefficient to work with such big matrices. Luckily, when the system is examined in frequency domain it can be seen that the energy of the signals are accumulated at certain frequencies, mostly at the harmonics, and it decreases with the increasing frequency \[16\] as it can be seen in figures 2.19 and 2.20. Consequently, one can convert the time-domain system matrix into frequency domain and filter out the frequency components that have energy values below average. Aiming this, the time domain signals for each position of the sample, which are actually columns of the system matrix, are converted to frequency domain, using fast fourier transform and frequencies that correspond to lower energy values were filtered out, like it is illustrated in Fig. 2.18.

Figure 2.18: Schematic illustration explaining the frequency domain conversion of a system matrix.
The mathematical expression for the energy of the system function in frequency-domain, $s_k(r)$, is given as:

$$ w_k := \sqrt{\int_{\text{object}} |s_k(r)|^2 d^3r} $$

(2.48)

Figure 2.19: Energy distribution of y and z-channel system functions for frequencies between 0 to 1000 kHz, that was obtained from Lissajous Scanning. It can be seen that the energy is dominant at harmonic frequencies.
Figure 2.20: Energy distribution of y and z-channel system functions for frequencies between 0 to 4000 kHz, that was obtained from Cartesian Scanning. It can be seen that the energy is dominant at harmonic frequencies.
SVD analysis in frequency domain has the same steps as in time domain except that after obtaining system matrices in frequency domain and examining the energy distribution, a 'cut frequency' was chosen to downsize each matrix by truncating it and filter out the low energy part of the system matrix, as it was explained before. Figures 2.21 and 2.22 show sorted singular values, and 2.23 and 2.24 show SVD analysis results for Lissajous and Cartesian Trajectories, respectively. The matrix condition numbers differ from those were obtained in the time-domain case, as the matrices are downsized in frequency domain.

Figure 2.21: Sorted singular values for the system matrix that obtained from Lissajous Trajectory. Maximum and minimum values are $1.057 \times 10^{-8}$ and $6.24 \times 10^{-12}$ respectively. The condition number is then found to be approximately $1.69 \times 10^3$. 
Figure 2.22: Sorted singular values for the system matrix that obtained from Cartesian Trajectory. Maximum and minimum values are $4.196 \times 10^{-8}$ and $6.121 \times 10^{-14}$ respectively. The condition number is then found to be approximately $6.855 \times 10^5$. 
Figure 2.23: Image basis vectors transformed to 2D image that correspond maximum (upper) and minimum (lower) singular values that are obtained from Lissajous Scanning.
Figure 2.24: Image basis vectors transformed to 2D image that correspond maximum (upper) and minimum (lower) singular values that are obtained from Cartesian Scanning.

For further analysis on the system, spatial structure of the System Matrix can be interpreted for each scanning trajectory. Following figures, 2.25, 2.26, 2.27 and 2.28 show six different harmonic frequency components for each of 2D system functions, one coming from the y-direction Drive Field Channel and the other is from the z-direction Drive Field Channel. Spatial Frequency components were sorted according to their frequency values, $f_t$, which can be represented as $f_t = k\triangle f$. In this simulation, $\triangle f$ was set to be approximately 257.7 Hz. The aim of analyzing the spatial
frequency pattern of system matrices is to understand the spatial sensitivity distribution of a specific frequency component. In each figure, first six harmonic components were shown and lighter areas indicate higher sensitivity. It can also be seen that the resolution increases with the increase in the order of the harmonics. This information provides the intuition that the more harmonics included in the system matrix the higher the resolution of the reconstructed image is.

Figure 2.25: Spatial Frequencies for y-channel System Matrix that is obtained from Lissajous Trajectory scan.
Figure 2.26: Spatial Frequencies for z-channel System Matrix that is obtained from Lissajous Trajectory scan.
In reconstruction, using higher harmonics of the system matrices and the recorded signals should provide higher resolutions. The trade off between the computational simplicity and good resolution can be optimized using the frequency domain energy distribution, as it was explained previously in this section. One can decide on a truncation harmonic frequency by examining the energy distributions, and downsizing the system matrices and the recorded signals. Spatial Frequency distributions of Cartesian Trajectory are further given below.

Figure 2.27: Spatial Frequencies for y-channel System Matrix that is obtained from Cartesian Trajectory scan.
Figure 2.28: Spatial Frequencies for z-channel System Matrix that is obtained from Cartesian Trajectory scan.
2.4 Image Reconstruction

2.4.1 Introduction

One of the MPI techniques that had been presented in literature is the x-space MPI. This technique enables the reconstruction of a native MPI image, without using a system function, harmonics, or pre-characterization of the nanoparticles or imager [10]. X-space reconstruction method uses the fact that if the Selection Field has a constant spatial distribution and Drive Field is uniform in the imaging space, then the concentric distribution of MNP inside the FFP is proportional to the induced signal over the FFP scanning velocity. This method is accepted to be a simpler method than the system matrix reconstruction method, but it requires the knowledge of the FFP exact position and velocity at each time step of the scanning process [17]. Iterative methods are also commonly used in System Matrix image reconstruction for MPI. Likewise for choosing the scanning trajectory, utilization of the effective reconstruction technique is crucial. In this study, three different image reconstruction algorithms were used: Algebraic Reconstruction Technique, Selective Singular Value Decomposition Method and Truncated Singular Value Decomposition Method.

The following matrix notation was used for 2D image reconstruction:

\[ S \mathbf{c} = \mathbf{u} \]  \hspace{1cm} (2.49)

2.4.2 Reconstruction Techniques

2.4.2.1 Algebraic Reconstruction Technique

Algebraic Reconstruction Technique is an iterative algorithm that was introduced by Gordon et al. [18] for solving the problem of three dimensional reconstruction from projections in electron microscopy and radiology [19][20]. In 2.49, the values of the each pixel, meaning the particle distribution data, were stored in the vector \( \mathbf{c} \). \( S \) is the System Matrix and \( \mathbf{u} \) is the signal received.
The computational procedure in ART starts with assigning an initial guess to the unknown, which was the particle distribution in the simulation. Then, by using the following update equation, the algorithm computes an approximate solution for the system, in order to find $c$.

\[
c^{l+1} = c^l + \frac{u_j - s_j \cdot c^l}{||s_j||^2}
\]  

(2.50)

where $j = l \mod (M + 1)$, $s_j$ is the $j^{th}$ row of the matrix $S$ and $u_j$ is the $j^{th}$ entry of the signal vector, $u$. As an index for iteration, $l$ was used in the notation. The idea behind this technique can be explained as illustrated in Fig. 2.29.

Figure 2.29: Illustrative explanation for the idea behind ART. $c_0$ is the initial guess and $c_i$ are the projections on the line equations of the system, which are updated by using equation (2.50). $c$ is the actual particle distribution that is aimed to be approximated by using this method.
2.4.2.2 Least Squares Approach

This method aims to solve the system matrix equation by left-multiplication of each-side with the inverse of the system matrix. In order to obtain an invertible matrix out of the system matrix, $S$ was multiplied with its Hermitian which is the conjugate transpose of itself. Therefore, the system equation takes the form

$$S^H S c = S^H u$$  \hspace{1cm} (2.51)

For simplicity, a new notation can be used for the above equation

$$A c = b$$  \hspace{1cm} (2.52)

where $A = S^H S$ and $b = S^H u$. Obtained new equation, (2.52), can now be solved as an inverse matrix problem, where $A$ becomes the new system matrix that can be decomposed as follows

$$A = U \Sigma V^T = \sum_{i=1}^{2048} u_i \sigma_i v_i^T$$  \hspace{1cm} (2.53)

Here, $u_i$ are the column vectors of the matrix $U$ and $v_i$ are the same for $V$. Inserting equation (2.53) into (2.52) will give

$$c = A^{-1} b = \sum_{i=1}^{2048} \frac{u_i^T b}{\sigma_i} v_i$$  \hspace{1cm} (2.54)

which gives $c$, the MNP concentration distribution in the imaging space. Examining the summation in the right hand side of the equation, one can conclude that $v_i$ vectors can be considered as the image basis vectors, each correspond to a different singular value $\sigma_i$. The basis vectors that correspond to smaller singular values would be dominant in reconstructing the image, as the coefficient $\frac{u_i^T b}{\sigma_i}$ would increase, therefore during the reconstruction process, $v_i$ vectors that correspond to smaller $\sigma_i$ can be truncated as a regulation.
There are two commonly used methods in order to regulate the effect of noisy SVD components. First one is the Selective SVD (SSVD) Method, which chooses to include SVD components, which are consistent with the system and each other, not as small as the noisy level [21]. In this study, a threshold value was chosen according to the Picard plot, that will be explained in the next section.

Second method is the Truncated SVD (TSVD) Method. Likewise in Selective SVD Method, the aim of TSVD is to eliminate the negative effect of noisy SVD components. In order to do so, in TSVD, components that correspond to larger singular values were included. This means to 'truncate' SVD components at a certain value [21].

The mathematical expressions of the solution for SSVD method is

\[
x = A^{-1}b = \sum_{|u^Tb| > k_s} \frac{u^Tb}{\sigma_i} v_i
\]

(2.55)

The mathematical expressions of the solution for TSVD method is

\[
x = A^{-1}b = \sum_{i=1}^{k_t} \frac{u^Tb}{\sigma_i} v_i
\]

(2.56)
2.5 Results and Conclusions

In order to test the system performance, a phantom was created as in Fig 2.30. Then, System Matrix reconstruction techniques were applied both with and without noise effects. Results are given in figures 2.31, 2.32, 2.34, 2.35, 2.36 and 2.37.

Figure 2.30: 2D cross-section of the particle distribution that had been used as the *phantom* in this simulation. For simplicity, magnetic core concentration for all nanoparticles in this distribution of the phantom was chosen to be equal..
The results were compared using Peak Signal-to-Noise Ratio (PSNR) which gives the ratio between the maximum possible value of the original signal, which is the particle distribution in this case and the power of the disrupting noise. PSNR value can be calculated by using the Mean Square Error (MSE), formulated as

\[
MSE = \frac{1}{2048} \sum_{j=1}^{64} \sum_{k=1}^{32} [I(j, k) - R(j, k)]^2
\]  

(2.57)

where \( j \) and \( k \) are indices in the imaging space, \( I \) is the original image matrix and \( R \) is the reconstructed image matrix. Then by using MSE, PSNR value can be found as

\[
PSNR = 10 \log_{10} \left( \frac{MAX_I^2}{MSE} \right)
\]  

(2.58)

where \( MAX_I \) is the maximum pixel value of the original image.

Figure 2.31: Results for Cartesian Scanning Trajectory, without any additional noise. PSNR values for ART, SSVD and TSVD are 9.23, 54.31, 47.68 respectively.
Figure 2.32: Results for Lissajous Scanning Trajectory, without any additional noise. PSNR values for ART, SSVD and TSVD are 8.38, 283.55, 57.95 respectively.
Noise addition was made by using MATLAB function ‘awgn’, which generates random numbers with Gaussian distribution. This function calculates the variance for the Gaussian distribution as the noise power, with the desired SNR value, using the original signal. In this model, SNR values were compared to realistic data that are presented in Buzug et al.[3].

Figure 2.33: SNR values for different frequencies. Maximum SNR value is found to be approximately 34 dB and it can be seen that SNR value increases at signal harmonics. Comparing these results with experimental data given in [3], it can be concluded that 34 dB SNR level is acceptable as 40dB SNR was observed experimentally for 200 averages.
Figure 2.34: Results for Cartesian Scanning Trajectory, with $SNR = 50 \, dB$ additional noise. PSNR values for ART, SSVD and TSVD are 8.07, 19.3686, 19.5740 respectively.
Figure 2.35: Results for Lissajous Scanning Trajectory, with $SNR = 50 \text{ dB}$ additional noise. PSNR values for ART, SSVD and TSVD are 8.07, 21.2961, 21.3319 respectively.
Figure 2.36: Results for Cartesian Scanning Trajectory, with $SNR = 34$ dB additional noise. PSNR values for ART, SSVD and TSVD are 7.13, 17.2133, 16.0055 respectively.
In this chapter, details of the modelled MPI system were given and three different reconstruction techniques were used in order to obtain images. When the results are compared, it can be seen that the highest PSNR values were found for SSVD method, when Lissajous scanning trajectory was used. ART reconstructed images, on the other hand, have the least PSNR values and mostly effected by the noise.
CHAPTER 3

SIMULATIONS ON TEMPERATURE DISTRIBUTION FOR HARMONIC MOTION MICROWAVE DOPPLER IMAGING AND TEMPERATURE MAPPING USING MPI

3.1 Introduction

In the previous chapter, a 3D MPI system was modelled with its main components and the parameters that effect the output signal. With the aim of obtaining solutions on temperature estimation, it was decided to insert a temperature distribution in the simulation, which was computed using Pennes’ Bioheat Equations [22][23].

A healthy, homogeneous breast tissue model was chosen as the medium characteristics of where the heat transfer process took place. Characteristic parameters for the medium were inserted into the bioheat equation [24][25].

3.2 Finite Difference Time Domain Solution for Pennes Bioheat Equations

Most commonly used and accepted theoretical analysis of the heat transfer process between the blood vessels and surrounding tissues were proposed in 1948 and referred as Pennes’ Bioheat Equations [22].
Basic form is given in equations (3.1) and (3.2) for 1D bioheat transfer analysis.

\[
\rho_t c_t \frac{\partial T(x,t)}{\partial t} = k_t \frac{\partial^2 T(x,t)}{\partial x^2} + w_bc_b (T_a - T(x,t)) + Q_{ultrasound} + Q_{metabolic} \quad (3.1)
\]

\[
\frac{\partial T(x,t)}{\partial t} = \frac{k_t}{\rho_t c_t} \frac{\partial^2 T(x,t)}{\partial x^2} + \frac{\omega_b c_b}{\rho_t c_t} (T_a - T(x,t)) + \frac{Q_{ultrasound} + Q_{metabolic}}{\rho_t c_t} \quad (3.2)
\]

where \( \rho_t c_t \) is the breast tissue density, \( c_t \) is the breast tissue specific heat, \( k_t \) is the breast tissue thermal conductivity, \( c_b \) is the blood specific heat, \( w_b \) is the blood perfusion rate, \( T_a \) is the arterial blood temperature, and lastly, \( Q_m \) is the metabolic heat and, \( Q_{ultrasound} \) is the ultrasound heating.

For simplicity, let \( \frac{k_t}{\rho_t c_t} = C_1 \) and \( \frac{\omega_b c_b}{\rho_t c_t} = C_2 \). The Bioheat Equation for 2D imaging space on z-y plane would then become

\[
\frac{\partial T(y,z,t)}{\partial t} = C_1 \frac{\partial^2 T(y,z,t)}{\partial y^2} + C_1 \frac{\partial^2 T(y,z,t)}{\partial z^2} + C_2 (T_a - T(y,z,t)) + \frac{Q_{ultrasound} + Q_{metabolic}}{\rho_t c_t} \quad (3.3)
\]

The Finite Difference Time Domain (FDTD) method provides approximate solutions for differential equations, especially while implementing a continuous differential function in a simulation. In this study, while using FDTD in discretization, \( dt \), \( dy \) and \( dz \) notations were used to represent the stepsize in time, in y-axis and z-axis respectively. Partial derivatives in the equation can be written as

\[
\frac{\partial T(y,z,t)}{\partial t} = \frac{T_{j,k,t+1} - T_{j,k,t}}{dt} \quad (3.4)
\]

\[
\frac{\partial^2 T(y,z,t)}{\partial y^2} = \frac{T_{j+1,k,t} - 2T_{j,k,t} + T_{j-1,k,t}}{(dy)^2} \quad (3.5)
\]

\[
\frac{\partial^2 T(y,z,t)}{\partial z^2} = \frac{T_{j,k+1,t} - 2T_{j,k,t} + T_{j,k-1,t}}{(dz)^2} \quad (3.6)
\]
In this study, step-size that define the grids of the medium in each direction were taken equal, hence, $dz = dy$. Recall equation (3.3) and for simplicity, let $dz = dy = d$ and $\frac{Q_{\text{ultrasound}} + Q_{\text{metabolic}}}{\rho c_0} = Q^*$. The discretized equation will take the form

$$\frac{T_{j,k,t+1} - T_{j,k,t}}{dt} = C_1 \frac{T_{j+1,k,t} - 2T_{j,k,t} + T_{j-1,k,t}}{(d)^2} + C_1 \frac{T_{j,k+1,t} - 2T_{j,k,t} + T_{j,k-1,t}}{(d)^2} + C_2 (T_a - T_{j,k,t}) + Q^*$$

(3.7)

The last step is to write the equation in FDTD form in order to explicitly show the time iteration

$$T_{j,k,t+1} = \frac{dt}{d^2} C_1 (T_{j+1,k,t} + T_{j-1,k,t} + T_{j,k+1,t} + T_{j,k-1,t} - 4T_{j,k,t}) + (1 - C_2 dt) T_{j,k,t} + C_2 dt T_a + dt Q^*$$

(3.8)
3.3 Realistic Numerical Simulations for Focused Ultrasound Heating

3.3.1 Introduction

In the simulation model, energy of a focused ultrasound beam was used as the heat source and the change in temperature distribution was examined. The problem geometry is given schematically in Fig. 3.1. The initial value for the ambient temperature was defined as 310 Kelvin. This value was also assigned as the boundary condition. Table 3.1 shows numerical values that were used in the model [24].

Figure 3.1: Schematic illustration for the setup that has been modelled in this study. Focused ultrasound was modelled to be applied in y-direction in the imaging plane.
Table 3.1: Numerical values used for Bioheat Equation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>healthy breast tissue density ((kg/m^3))</td>
<td>(\rho_t) 1020</td>
</tr>
<tr>
<td>healthy breast tissue specific heat ((J/(kg.K)))</td>
<td>(c_t) 3000</td>
</tr>
<tr>
<td>healthy breast tissue thermal conductivity ((W/(m.K)))</td>
<td>(k_t) 0.42</td>
</tr>
<tr>
<td>blood specific heat ((J/(kg.K)))</td>
<td>(c_b) 4200</td>
</tr>
<tr>
<td>blood perfusion rate ((1/s))</td>
<td>(w_b) 0.0018</td>
</tr>
<tr>
<td>arterial blood temperature ((K))</td>
<td>(T_a) 310.15</td>
</tr>
<tr>
<td>metabolic heat ((W/m^3))</td>
<td>(Q_m) 450</td>
</tr>
</tbody>
</table>

The initial condition that defines the temperature everywhere in the imaging space was set as \(T_{j,k,1} = 310\) Kelvin at the beginning, where \(t = 0\) sec, just before the focused ultrasound excitation. Space domain boundary conditions for the temperature, were set to be constant (Dirichlet boundary condition) as \(T_{1,k,t} = 310\) Kelvin and \(T_{j,1,t} = 310\) Kelvin, during the excitation.

Two heat sources were considered in this model. First one is generated from the total metabolic activity and it was assumed to be uniform everywhere in the imaging space. Metabolism-generated heat was included in the model as \(Q_m\), the metabolic heat per volume. The second source is the energy of a focused ultrasound beam with the intensity that is measured and recorded in Electrical and Electronics Faculty laboratories at Middle East Technical University during the HMMDI project [9]. The heat generated by the focused ultrasound beam power was calculated using this intensity and applied as a distributed heat source with the symbol \(Q_{ultrasound}\). 3-D illustration of the setup is given in Fig. 3.2. In order to examine the heat distribution, and the temperature changes in the whole imaging area, a cross section on y-z plane was chosen, at the center of x-axis. An illustration for the boundary condition and heat distributions is given in Fig. 3.3 and 2-D cross section of the actual 3-D focused ultrasound intensity distribution is given in Fig. 3.4.
Figure 3.2: Illustration of the 3-D setup. The limits of FOV is shown with blue solid lines that forms a rectangular volume. Focused Ultrasound Transducer is modelled such that it excites along y-direction and the focus point is set to be at the center of the volume. The cross section area is shown with the dashed, blue lines.

Figure 3.3: Illustration that shows the boundary condition and heat distributions. $Q_m$ is uniform everywhere in the area.
Figure 3.4: Cross section of the actual 3-D focused ultrasound intensity distribution.
3.3.2 Temperature Distribution Results of the Pennes Bioheat Model

Fig. 3.5 shows the change in temperature distribution during FUS excitation.

Figure 3.5: Change in temperature distribution when focused ultrasound applied in the imaging area for different durations between 10 ms and 2 seconds, along y-direction.
3.4 Temperature Estimation Method Using Magnetic Nanoparticles

3.4.1 Introduction

In this thesis study, in order to propose a method for temperature estimation using the MNPs, Weaver et al.[26] was considered as a starting point. Article proposes a method for estimating the temperature in 0-D, which is independent of the variations in magnetic core concentration and the size distribution of MNPs.

Characteristic Magnetization Signal of MNPs depends on the ambient temperature as recalled in equation (3.9).

\[ M(r, t) = M_{\text{SAT}} \times V_{\text{particle}} \times \left[ \coth(\beta B(r, t)) - \frac{1}{\beta B(r, t)} \right] \] (3.9)

Investigating the simple mathematical expression given for the Magnetization, some variables cause complications while obtaining a model[26]. For instance, unlike the ideal case, volume-size characteristics of nanoparticles that were produced in an experimental setup and placed in a phantom, shows a large variety. Therefore, harmonics of the induced signal in the Receive coils is actually being produced as a sum of different harmonics of mixed signals, generated by nanoparticles with varying sizes. Secondly, the constant \( M_{\text{SAT}} \) which represents the saturation magnetization of MNPs, actually is dependent on the temperature itself. These two facts should be considered while obtaining realistic and accurate solutions for temperature estimation algorithms.

The signal generated by a spatial distribution of MNPs with varying volume characteristics is nothing but a sum of individual Langevin Functions that correspond to nanoparticles with different volumes.
Changing the notation for the total magnetic field as $\vec{B}(\vec{r}, t) = H_0 \cos(\omega t)$ and assuming it as the sum of Drive and Selection Fields, equation (3.9) becomes

$$\vec{M}(\vec{r}, t) = \sum_i n_i M_{SAT} V_i \left[ \coth(A_i^L \cos(\omega t)) - \frac{1}{A_i^L \cos(\omega t)} \right]$$  \hspace{1cm} (3.10)

where

$$V_i = \pi \frac{d_i^3}{6}$$  \hspace{1cm} (3.11)

$$A_i^L = \frac{\mu_0 M_{SAT} V_i H_0}{k_B T}$$  \hspace{1cm} (3.12)

In equation (3.10), variable $n_i$ is the number of MNPs that have the same volume. Likewise in equations (3.11) and (3.12), $i$ represents an arbitrary variable value for an arbitrary particle volume. Additionally, considering equation (3.12), $A_i^L$ appears to reflect changes both in the temperature, $T$ and the Magnetic Field Strength $H_0$ which is advantageous in proposing a method for temperature estimation.

### 3.4.2 Calibration Curves Obtained from MPI Relaxometer and 1D Scanning

It was mentioned that the variable $M_{SAT}$ is also dependent on the temperature. The relation can be modelled by the mathematical expression in equation (3.13)

$$M_{SAT}(T) = M_0(1 - bT^a)$$  \hspace{1cm} (3.13)

where $M_0$ is the Magnetization Signal that is generated at zero Kelvin temperature. In Weaver’s article, constant values for $a$ and $b$ are as follows: $a = 1.65, b = 2.8 \times 10^{-5} K^{\frac{1}{2}}$. $A_i^L$ appears to change proportionally with $B/(T/(1 - bT^a))$. 
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Figure 3.6: Plots showing changes in the Ratio of Harmonics with respect to $H_0/T$. All of the three plots were obtained from 0-D simulations with only one excitation field with frequency 1470Hz. From upper to the lower graphs, the amplitude of the applied field increases.
Fig. 3.6 shows that for the same value of $H_0/T$, the ratio of the fifth and the third harmonics are the same. This means that, when temperature is held constant and the applied magnetic field strength is changed; without changing the particle distribution, a **Calibration Curve** can be obtained via recording the ratio of the fifth and the third harmonics. This leads to a conclusion that, if this calibration curve is obtained and the magnetization signal is decomposed to its harmonics, temperature value corresponding to the known applied field strength can be found.

The calibration curve shown in Fig. 3.7 was obtained from a model of single nanoparticle that is excited with a sinusoidal drive field, in other words, without a particle distribution or a scanning process. In this study, as the next step, 1D MPI scanning results were obtained to form a calibration curve of a line scan. In order to do so, different calibration curves were obtained using different Drive Field frequencies and field strengths in order to find the most sensitive parameters for temperature changes by comparing the slopes of the obtained calibration curves. Comparison table is given in table (3.2).
Table 3.2: Slopes of calibration curves, obtained by using different parameters for the applied field strength and frequency.

<table>
<thead>
<tr>
<th></th>
<th>5 kHz</th>
<th>10 kHz</th>
<th>20 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 mT</td>
<td>1.768</td>
<td>1.768</td>
<td>1.768</td>
</tr>
<tr>
<td>2 mT</td>
<td>1.346</td>
<td>1.346</td>
<td>1.346</td>
</tr>
<tr>
<td>3 mT</td>
<td>0.993</td>
<td>0.993</td>
<td>0.993</td>
</tr>
<tr>
<td>4 mT</td>
<td>0.748</td>
<td>0.748</td>
<td>0.748</td>
</tr>
<tr>
<td>5 mT</td>
<td>0.583</td>
<td>0.583</td>
<td>0.583</td>
</tr>
</tbody>
</table>

Examining the comparison table, one can conclude that the most sensitive parameters are when 1 mT drive field strength applied and the ratio of 5th to 3rd harmonics were used. It can be seen that the frequency changes does not effect the slopes of the calibration curves. The resultant calibration curve is given below in Fig. 3.8.

Figure 3.8: Calibration Curve obtained from 1D Line scanning by changing the temperature from 310 to 320 Kelvin, under applied magnetic field with 1mT strength and 20kHz frequency and an additional 2 T/m Selection Field.
3.4.3 Results and Conclusions

It was explained that the aim in this study is to estimate the temperature distribution in a certain region, which is specifically the focal region of the focused ultrasound probe, after ultrasound excitation. For simplicity, it was assumed that FOV is fully covered with particles in each point, in other words, magnetization signal was collected from all over the imaging area. The scanning and the estimation were done only around the ultrasound focus area, which is the region of maximum temperature rise. The Selection field was set to have 2 T/m amplitude in z-direction, and 1 mT Drive Field with 20 kHz Drive Field frequency was given additionally in the y-direction. In order to scan each pixel, the center of the FFP was shifted at each pixel center and temperature was estimated using the calibration curve at each center location. 2D temperature estimation results and estimation error are given below in figures 3.9 and 3.10.

Figure 3.9: Estimated temperature distribution around the ultrasound focus area (limits were marked with red lines) and the actual temperature distribution in the imaging space, after the ultrasound was applied for 3 seconds. Maximum relative error was calculated as 0.003%, approximately.
Figure 3.10: Error Distribution between the original temperature distribution and the estimated temperature distribution.
While proposing a temperature estimation method, it is important to consider any parameter in an actual setup that would affect the results, as the actual aim is to track the temperature changes that may occur in an imaging technique, the HMMDI method. Therefore, the method should also be tested after noise addition. In order to do so, calibration curves were firstly examined for different noise levels, as it is given in Fig. 3.11 and the difference between the calibration data that was found for noise free case and noise added cases, given in Fig. 3.12. In addition to this, difference in the signal spectrum was analyzed for ambient temperatures 310 and 311 K and values at the first five harmonics were examined Fig. 3.13.

Figure 3.11: Four different calibration curve data, obtained for noise free case and noise added cases when SNR is 80, 60 and 40 dB, respectively. It can be seen that as SNR decreases, data become more dispersed and lose the linear structure. For this reason, one can conclude that the error in temperature estimation would increase as SNR decreases.
Figure 3.12: Difference between the calibration curve data, obtained for noise free case and noise added cases when SNR is 80, 60 and 40 dB, respectively.
Figure 3.13: Difference data in the signal spectrum. It can be seen that the signal levels at the 3rd and 5th harmonics changes about -40 dB, for 1 K alteration in the ambient temperature.
3.5 Linearization Method for Temperature Estimation Using Magnetic Nanoparticles

3.5.1 Introduction

Linearization is a way to approximate the output of a non-linear function validly in a small region and it is commonly used to transform a nonlinear problem into a linear one that can be solved using standard methods. It was explained that an MPI system takes the advantage of the non-linear behaviour of MNPs when they are exposed to an external magnetic field. Therefore in this study, the modelled MPI system can be considered non-linear, as the relation between the input excitations and the resultant output signal is defined with the non-linear Langevin Function as given in equation (2.2). In the previous section, it was explained that there is a relation between the medium temperature and the MNP magnetization, as given in equation (3.10). In this study, a linearization method using Taylor Series Expansion, is proposed to approximate the Langevin function and obtain a linear matrix equation for describing the relation between the temperature and the magnetization signal.

3.5.2 Linearization Method

In order to linearize the magnetization signal equation, Taylor Series Expansion is used. The Taylor expansion of a function around a real point \( x_0 \) is the representation of the map as sum of a polynomial of a certain degree and an infinitesimal function of order bigger than the degree \([27]\). Formulation for the Taylor expansion is given as

\[
f(x) = f(x - x_0) + \frac{f'(x - x_0)}{1!} (x - x_0) + \frac{f''(x - x_0)}{2!} (x - x_0)^2 + \cdots = \sum_{k=0}^{\infty} \frac{f^{(k)}(x - x_0)}{k!} (x - x_0)^k \quad (3.14)
\]
For the proposed method, only the first and the second terms were used. As the aim is to find the temperature distribution, and as the magnetization signal is modelled with the temperature-dependent Langevin function; Taylor expansion above can be written using variable $T$, assuming that the function is linearized around the initial temperature $T_0$. The resultant formulation can be written as

$$f(T) = f(T_0) + f'(T_0) (T - T_0)$$  \hspace{1cm} (3.15)$$

Here, $T$ represents the actual temperature value for a single point that will be estimated and $T_0$ is the initial temperature, which was set to be $310^\circ K$ and the function $f$ represents the received signal at a time instance in the imaging space, therefore it can also be represented as $u$, like it was defined in equations (2.36) and (2.38). One can conclude that the temperature value $T$, can be estimated if the magnetization signal for $T$, $T_0$ and the partial derivative of the magnetization signal at $T_0$ are known.

In the previous chapter, it was explained that, the relation between the excitations and the output signal in MPI system can be described with a system matrix (2.42) and particle distribution can be found with a matrix equation (2.40). Using the fact that the system matrix entries are dependent on the Langevin function as previously given in equation (3.10), elements of the system matrix can be written as

$$s_{t,i,\tau} = K \frac{\partial L_{t,i,\tau}}{\partial t} = K \dot{L}_{t,i,\tau}$$ \hspace{1cm} (3.16)$$

where $K$ is a constant for representing the parameters that are related to MNP and medium characteristics, $s_{t,i,\tau}$ is the discretized form of system function and $L_{t,i,\tau}$ is the discretized form of the magnetization function. Like it was denoted in equation (2.38), $t$ represents the index for the time instance and $i$ represents the pixel number in FOV. Differently in this equation, $\tau$ represents the temperature value at pixel $i$, and $\frac{\partial L}{\partial t}$ is represented with $\dot{L}_{t,i,\tau}$.
Using equation (3.16) in (3.15), knowing that the $f$ function is actually the system matrix entry, one can obtain

$$K \dot{L}_{t,i,T} = K \dot{L}_{t,i,T_0} + K \frac{\partial \dot{L}_{t,i,\tau}}{\partial T} \bigg|_{\tau=T_0} (T - T_0) = K \dot{L}_{t,i,T_0} + K \dot{L}_{t,i,T_0}' (T - T_0)$$

(3.17)

where

$$\dot{L}_{t,i,T_0}' = \frac{\partial \dot{L}_{t,i,\tau}}{\partial T} \bigg|_{\tau=T_0}$$

(3.18)

Using the consequent equations above, in an actual MPI system, it is possible to estimate the temperature distribution in the imaging space, using matrix equations.

Recalling equation (2.38), the discrete equation for defining the relation between the magnetization signal and the particle distribution can be rewritten as

$$u_t = \sum_{i=1}^{2048} s_{t,i,T_i} c_i$$

(3.19)

where $u_t$ is the induced magnetization signal for certain temperature distribution and the notation $T_i$ denotes the temperature value at pixel $i$.

Additionally, system matrix can be represented as

$$S = K \begin{bmatrix}
\dot{L}_{1,1,T_1} & \dot{L}_{1,2,T_2} & \ldots & \dot{L}_{1,2048,T_{2048}} \\
\dot{L}_{2,1,T_1} & \ldots & \ldots & \dot{L}_{2,2048,T_{2048}} \\
\dot{L}_{3,1,T_1} & \ldots & \ldots & \dot{L}_{3,2048,T_{2048}} \\
\vdots & \vdots & \vdots & \vdots \\
\dot{L}_{77601,1,T_1} & \ldots & \ldots & \dot{L}_{77601,2048,T_{2048}}
\end{bmatrix}$$

(3.20)
and the system matrix equation in equation (2.40) would become

\[
K \begin{bmatrix}
\dot{L}_{1,1,T_1} & \dot{L}_{1,2,T_2} & \cdots & \dot{L}_{1,2048,T_{2048}} \\
\dot{L}_{2,1,T_1} & \cdots & \cdots & \dot{L}_{2,2048,T_{2048}} \\
\vdots & \vdots & \vdots & \vdots \\
\dot{L}_{77601,1,T_1} & \cdots & \cdots & \dot{L}_{77601,2048,T_{2048}} 
\end{bmatrix} \times \begin{bmatrix} c_1 \\ c_2 \\ \vdots \\ c_{2048} \end{bmatrix} = \begin{bmatrix} u_1 \\ u_2 \\ \vdots \\ u_{77601} \end{bmatrix}
\] (3.21)

Taking the magnetization signal as the function \( f \) in equation (3.15), one can obtain

\[
u_T - \nu_{T_0} = \dot{\nu}_{T_0} \Delta T
\] (3.22)

where \( \Delta T = T - T_0 \) is actually the distribution of the change in temperature that is desired to be estimated and is a \( 1 \times 2048 \) column matrix that represents the temperature value for each pixel. Here, \( \nu_T \) is the magnetization signal vector that is obtained with the temperature distribution, \( T \), and \( \nu_{T_0} \) is the magnetization signal vector that is obtained when each pixel is \( 310^\circ K \). These two signals are a priori data that can be collected before estimating the temperature distribution. Recalling the equation (3.18), \( \dot{\nu}_{T_0} \) can be shown as

\[
\dot{\nu}_{T_0} = K \begin{bmatrix}
\dot{L}_{1,1,T_0} & \dot{L}_{1,2,T_0} & \cdots & \dot{L}_{1,2048,T_{2048}} \\
\dot{L}_{2,1,T_0} & \cdots & \cdots & \dot{L}_{2,2048,T_{2048}} \\
\vdots & \vdots & \vdots & \vdots \\
\dot{L}_{77601,1,T_0} & \cdots & \cdots & \dot{L}_{77601,2048,T_{2048}} 
\end{bmatrix} \times \begin{bmatrix} c_1 \\ \vdots \\ c_{2048} \end{bmatrix}
\] (3.23)
Equation (3.23) can be written in the form

$$\dot{u}_{T_0} = K \hat{S}^T \hat{c}$$  \hspace{1cm} (3.24)$$

where

$$\hat{c} = \begin{bmatrix} c_1 & \ldots & 0 \\ 0 & \ddots & 0 \\ 0 & \ldots & c_{2048} \end{bmatrix}$$  \hspace{1cm} (3.26)$$

For simplicity, let $u_T - u_{T_0} = u_D$ and one can obtain

$$u_D = K \hat{S}^T \hat{c} \triangle T$$  \hspace{1cm} (3.27)$$

Similarly as it was explained, $\hat{S}$ matrix can also be decomposed using SVD analysis in order to solve the equation (3.27) via left-multiplication of the inverse of the $\hat{S}$ on each side. Additionally, the particle concentration $\hat{c}$ can be estimated via methods that was discussed in the previous chapter and used as a-priori data while estimating the temperature distribution $\triangle T$. The generalized solution to the matrix equation can be written as

$$\hat{c} \triangle T = \frac{\hat{S}^{-1} u_D}{K}$$  \hspace{1cm} (3.28)$$
Let $T_c = c \triangle T$. As the particle distribution is known, $\triangle T$ distribution can be found as

$$\triangle T = c^{-1} T_c$$  \hspace{1cm} (3.29)

### 3.5.3 Results and Conclusions

In figures 3.14, 3.15, 3.16, 3.17 the result of the temperature estimation is given together with the original temperature distribution. Additionally in figures 3.18, 3.19, 3.20, 3.21 error distribution between the original and estimated temperature is given. Maximum relative error for this method is calculated approximately as 0.0630%.

![Figure 3.14: Estimated temperature distribution and the actual temperature distribution in the imaging space for the noise free case, after the ultrasound was applied for 2 seconds. For simplicity, it was assumed that the FOV is fully covered with uniform particle distribution. Maximum relative error is calculated approximately as 0.063%](image)
Figure 3.15: Temperature estimation results for noise added case. SNR is set to be 80 dB and FUS was applied for 2 seconds. Maximum relative error is calculated approximately as 0.0706%
Figure 3.16: Temperature estimation results for noise added case. SNR is set to be 60 dB and FUS was applied for 2 seconds. Maximum relative error is calculated approximately as 0.9805%
Figure 3.17: Temperature estimation results for noise added case. SNR is set to be 40 dB and FUS was applied for 2 seconds. Maximum relative error is calculated approximately as 11.5240%
Figure 3.18: Error Distribution between the original temperature distribution and the estimated temperature distribution for the noise free case.
Figure 3.19: Error Distribution between the original temperature distribution and the estimated temperature distribution when SNR is 80 dB.
Figure 3.20: Error Distribution between the original temperature distribution and the estimated temperature distribution when SNR is 60 dB.
Figure 3.21: Error Distribution between the original temperature distribution and the estimated temperature distribution when SNR is 40 dB.
CHAPTER 4

CONCLUSION AND FUTURE WORK

The purpose of this thesis study was to develop a temperature estimation method that provides good thermal resolution and accurate mapping for monitoring temperature changes that may occur either during a medical imaging or thermal therapy. The method uses magnetic nanoparticles (MNPs) that can be introduced intravenously inside the body and take the advantage of temperature-dependent magnetic behavior they show when they are exposed to an external magnetic field. As the outcome of this study, two different methods were proposed and tested for noise free cases.

The MNPs inside the body can be directly imaged with the Magnetic Particle Imaging (MPI) modality. This method uses the field free region (FFR) concept that can be generated between two magnets with opposite polarity. The MNPs inside the FFR is responsive to an additional time varying field. The FFR generating field is called Selection Field, while the time-varying field(s) are called the Drive Field(s). MNPs outside the FFR region generate no response as they are magnetically saturated. The FFR is scanned throughout the field of view to generate magnetic particle distribution. The magnetization response of the MNPs depend on the micro-environmental temperature. It was previously shown that the temperature can be estimated by first generating a calibration curve for the MNP response at known temperature values. Then, this curve can be used to obtain the actual temperature during an experiment. Previous studies on temperature estimation with MNPs are mostly limited to spectrometric measurements for an MNP sample. Concurrent magnetic particle and temperature imaging is still an open problem in the field of MPI.

In this thesis, we aimed at imaging both the MNP distribution and their temperature distribution inside a volume of interest. We specifically focused on the application
of the developed methods for Harmonic Motion Microwave Doppler Imaging (HMMDI). HMMDI, images the coupled microwave and elastic properties of tissues. An amplitude modulated focused ultrasound (FUS) beam is applied to the region of interest, creating local vibrations. Concurrently, a narrowband microwave signal is sent and received. Received signal spectrum includes a Doppler component due to local vibrations. This component depends both on the electrical and the elastic properties of the vibrating region. The simulations and experiments showed promising results for breast tumor detection with HMMDI \cite{9}. The previous studies on this method didn’t investigate the local temperature rise at the FUS focus. Therefore, we investigated the application of MPI temperature imaging for the HMMDI problem using simulations in thesis study.

This thesis study can be divided into three phases. In the first phase, we developed a MATLAB simulation tool for MPI, where characteristics of the applied fields, coil geometries and sensitivities, shape and volume of MNPs and characteristics of data acquisition sequences were considered as the main parameters. Using this simulator, system matrices were obtained for image reconstruction and were analyzed in terms of their condition numbers, energy distributions, singular values and spatial frequencies. Then, for a certain MNP distribution in the imaging space, different techniques were used for image reconstruction and resultant images had resolution ranged in sub-millimeter level. In the second phase, we developed a thermal Finite Difference Time Domain solver, which uses Pennes Bioheat Equations. We analyzed the resultant temperature distribution for the experimentally measured FUS beam distribution as a function of applied power and time. In the third phase, we proposed two novel temperature imaging methods using MPI. In the first method, a 1-D calibration curve is obtained from linear MPI scan in a single pixel. The FFR is scanned pixel by pixel, and temperature of each pixel is determined using the measured data and the calibration curve. In the second method, the temperature and MNP density dependent MPI signal equation is linearized around normal body temperature (310 K) using Taylor Series Expansion. A two-step procedure was used to estimate the temperature distribution. First, MPI data is gathered without FUS application, which assumes 310 K uniform temperature distribution. Using this data, MNP distribution inside the FOV is obtained. Then, FUS is applied, and another MPI data is acquired from the same
FOV. Using the MNP distribution and linearized model, temperature distribution is obtained. The following sections summarize the work done, results, and conclusions for each phase of this study.

4.1 Magnetic Particle Imaging Simulations

In the developed MPI simulation model, selection field, drive field and receive coil geometries, MNP properties (temperature, magnetic saturation field, volume) and spatial distribution can be defined. The currents applied to the coils can be input as a time series. Coil generated magnetic field strengths were computed using Biot-Savart Law, and the maximum relative error calculated between the analytical and the discrete solutions was approximately 0.6%. The time domain received MPI signal is the output of the simulator.

In the scope of the thesis we modelled drive field coil pair, selection field coil pair and two receive coils as circular conductors. Selection and Drive field coils had 25 cm radius, whereas the Receive coils had 10 cm radius. Drive field coil pairs and the receive coils were placed in the y and z directions. Selection field coil pair was placed in the z-direction. Receive coil centers were 15 cm away from the imaging center. Drive and Selection field coil pairs were placed 1 meter apart from each other. Current amplitudes of the Drive field coil pairs were set to generate a Magnetic Field strength of 20 mT both in z and y direction. The Selection field coil generated a gradient strength of 2.5 T/m in the z-direction. With these characteristics, Field of View (FOV) covered 16 mm in z-direction and 32 mm in y-direction, which was modelled using 2048 pixels in the MPI simulator. Two different scanning trajectories, Lissajous and Cartesian Trajectory were used for data acquisition. System matrix reconstruction method was used for image reconstruction in both time and frequency domain using both trajectories. In the frequency domain case, noise dominated frequency components were not used for image reconstruction. Cartesian Trajectory was obtained by defining Drive field frequencies in z and y direction as, $f_z = 2.525 kHz$ and $f_y = 126.250 kHz$. And in case of the Lissajous Trajectory, the Drive field frequency in z and y directions were set to be $f_z = 25.25 kHz$ and $f_y = 25.51 kHz$ respectively.
4.1.1 System Matrix Analysis

In total, four different system matrices (time and frequency domain for both Lissajous and Cartesian trajectories) were obtained for image reconstruction, and were analyzed in terms of their condition numbers, energy distributions, singular values and spatial frequencies.

For the spatial sensitivity distributions, resolution increases with increasing harmonic frequency. Nevertheless, the signal power decreases with increasing harmonic number. In practice, beyond a certain frequency point noise dominates over the signal. Conventionally MPI systems use frequency domain data with truncating the frequency components that does not carry information for image reconstruction. This provides computational efficiency to handle the data allowing real time image reconstruction. Generally, SVD is applied on the frequency domain data, and components below a determined threshold is not used.

The image basis vectors that were obtained by the SVD analysis were examined. Each pixel was distinguishable for the noise free case, since each frequency component carries useful information. Especially, the frequencies between the harmonics carry high resolution information. The amplitude of these components are very small and practically dominated by noise. Consequently, a decrease both in the resolution and PSNR values of the reconstructed images are observed for noise-added cases.

The condition number was found to be the smallest for the time domain Lissajous trajectory case, which is 30.38 and highest for the frequency domain Cartesian trajectory case, which is $6.855 \times 10^5$ meaning that the system matrix was more ill-conditioned in the latter one. First reason for this result is the characteristic of the Cartesian trajectory that the scanning frequency in one direction is very much lower than in the other direction. Since inductive coil receive coils were used for data acquisition, induced signal level is smaller in the low frequency direction. Second reason is that time domain data preserves all information in the received signal, exhibiting a smaller condition number compared to the frequency domain case that omits noisy frequency components.
4.1.2 Image Reconstruction Analysis

Three different techniques were used for image reconstruction: Algebraic Reconstruction Technique (ART), Selective Singular Value Decomposition (SSVD), and Truncated Singular Value Decomposition (TSVD). The reconstructed images by scanning a Lissajous trajectory had larger Peak Signal-to-Noise Ratio (PSNR) values than the resultant images that used Cartesian trajectory scanning. This result is expected since Lissajous trajectory yields smaller system matrix condition number compared to the Cartesian trajectory. SSVD and TSVD methods provided better image reconstruction results compared to ART with similar PSNR values. For 34 dB data SNR, image PNSR was calculated as 8.07, 17.21, and 17.42 for ART, SSVD, and TSVD, respectively. SVD analysis and the use of largest SV components is, therefore, an essential step for MPI image reconstruction. It can be concluded that SSVD or TSVD reconstruction is preferable over ART reconstruction, and Lissajous trajectory should be preferred over Cartesian trajectory. These results are consistent with the previous studies in the MPI literature [2].

4.2 Thermal Simulations

To obtain the resultant temperature distribution after FUS sonication, Penne’s Bioheat Equations were solved using the three-dimensional FDTD method. The simulator was implemented in MATLAB. A healthy, homogeneous breast fat tissue model was used as the medium where heat transfer occurred. The breast tissue density, specific heat, and thermal conductivity; blood specific heat, perfusion rate, arterial blood temperature, and metabolic heat parameters were input parameters of the simulator. A focused ultrasound beam was used as the external heat source in the model, since the motivation of temperature estimation in this thesis study is to track the temperature for the HMMDI method. The heat generated by the focused ultrasound beam power was calculated using an intensity data that is measured and recorded in Electrical and Electronics Faculty laboratories at Middle East Technical University [9]. The initial value for the medium temperature, for each pixel in FOV was defined as 310 K, just before the focused ultrasound excitation. Dirichlet boundary conditions with
310 K were used for the numerical boundary truncation. The results showing the temperature distribution for different durations of focused ultrasound heating were analyzed. 0.015, 0.8, 2.5, and 3 K peak temperature rise was obtained for a continuous FUS excitation duration of 0.01, 0.5, 1.5, and 2 seconds, respectively. The peak FUS intensity in these simulations were $2.8 \times 10^4 \text{W/m}^2$. The resultant temperature distributions were consistent with the applied FUS intensity.

4.3 Novel MPI Temperature Imaging Methods

In this thesis, two different methods were proposed for temperature imaging using MNPs. The methods were applied only for noise free case and uniform particle distribution inside the FOV.

4.3.1 Pixel-Wise Linear Scanning (PWLS)

In the PWLS method, firstly, a 1-D calibration curve from linear single pixel MPI scans is obtained. The FFR is scanned over each pixel and the calibration curve is used to estimate the temperature inside each pixel. To demonstrate our hypothesis, we first generated calibration curves for drive fields frequencies 5 kHz, 10 kHz, and 20 kHz, and drive field amplitudes between 1 mT and 5 mT. The curves were obtained by dividing the amplitude ratio of 5th and 3rd harmonics in the temperature range between 310 K and 320 K. The slopes of the curves were calculated to select the drive field parameters for best temperature sensitivity. The frequency did not change the calibration curve slope. Noting that the sole temperature dependence in our MPI signal model is Langevin function, this is an expected result. In practice, magnetic particles respond to an external magnetic field by Neel and Brownian relaxation mechanisms that depend on drive frequency and temperature. These effects were not taken into account in the scope of this thesis. The highest slope was achieved for 1 mT drive field amplitude. Resultantly, in the simulations, drive field with 20 kHz frequency and 1 mT amplitude in the y-direction, and 2 T/m Selection field in the z-direction was used. For the noise free case, temperature estimation results had 0.01 K resolution and the maximum relative error was calculated as 0.003 %. The effect
of noise on both calibration measurements and temperature estimation was analyzed. To obtain a reliable calibration curve, more than 60 dB SNR was required, to have an error smaller than 1% compared to the noise free case. In order to comment on the required SNR for accurate temperature estimation, difference in the signal spectrum was analyzed for a 1 K increase in temperature. The signal levels at the 3rd and 5th harmonics changed about -40 dB. Therefore, assuming a 10 dB margin for accurate temperature estimation, SNR values larger than 50 dB is required at these frequency components. Single pixel temperature scans with different noise levels were also in agreement with this result. We obtained 1.782, 0.033, and 0.0075 % maximum temperature estimation errors for 40, 60 and 80 dB SNR levels, respectively.

4.3.2 Model Based Linearization (MBL)

In the MBL method, a linear relation between the temperature and the recorded magnetization signal is obtained by using Taylor Series Expansion of the MPI signal model. The signal equation is expanded around 310 K, and high order terms are discarded. A linear equation system is obtained. The temperature changes in all pixels can be obtained by solving this equation. This method requires the system matrix as in conventional MPI. MPI data is acquired at the initial body temperature. Then, the standard MPI imaging procedure is run, revealing the MNP distribution inside the field of view. The MPI data is acquired again, after FUS excitation. Using the first and second acquisitions and the MNP distribution, temperature variations in all pixels can be solved.

Although this method can be applied for the same trajectory of the PWLS method (1-D, single pixel scan), we used a Lissajous scan trajectory to cover a 16 mm x 32 mm FOV with uniform particle distribution. Drive field amplitude was 20 mT both in z and y direction with frequencies 25.25 kHz and 25.51 kHz, respectively. Selection field was 2.5 T/m in the z-direction. The assumptions on relaxation in the PWLS method is also valid in this study. For the noise free case, MBL method provided results with 0.001 K resolution, and the maximum relative error was calculated as 0.063%. The effect of noise on temperature estimation was analyzed. Maximum temperature estimation error in the FOV errors for Temperature scans with different
noise levels were in agreement with this result. We obtained 11.5, 0.98, and 0.07 %
maximum temperature estimation error inside the FOV for 40, 60, and 80 dB SNR
levels, respectively.

4.4 Future Work

Relaxation is an important characteristic of the MNP behavior that also depends on
the temperature. Particles suffer from Néel and Brownian relaxation effects, which
means that the particles react on a field variation only after a certain amount of time.
This puts a limit on the applicable frequency of the applied oscillating magnetic field
and, in turn, the signal-to-noise ratio (SNR) of the measurement signal [2]. Although
this effect may be negligible for the case when the Drive field frequency is small
enough and the magnetization can follow the change in applied field, this effect was
not included in this thesis study. In addition, MPI simulator also ignored MNP relax-
ation behavior. Consequently, this effect should be included in further studies.

In this study, we assumed a uniform MNP distribution in the temperature estimation
analyses with FUS application. Proposed methods should be analyzed for realistic
MNP distributions in the future studies.

Although we used a large Lissajous trajectory, MBL method can also be used for
other trajectories such as the one in PWLS. Therefore, the performance of the MBL
method should be further analyzed for other trajectories and FOV sizes.

An experimental study should also be done in order to analyze the limitations of
the temperature estimation methods experimentally. By establishing an experimental
setup, the relaxation effect can be examined under different ambient temperatures. To
this end, tissue mimicking phantoms that mimic the electrical and thermal properties
of the body can be developed. Using a heat source, a temperature distribution inside
the phantom can be generated. This distribution can be measured using temperature
probes. MPI and temperature distribution reconstruction methods can be applied and
compared with the measurements from the probes. Noise equivalent temperature
differences can be determined using these measurements.
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