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Theoretical advances in physics opened up a new window into quantum computation. This window rendered a number of mathematically hard problems unusable for cryptographic applications. For instance, Shor showed that it is possible factor integers by a quantum algorithm efficiently thus rendering the standard public-key encryption scheme RSA insecure. In February 2016, NIST launched a standardization process for post-quantum cryptography algorithms to study the effect of quantum computing on the current generation of cryptographic algorithms and to build the next generation cryptosystems that are resistant to quantum attacks.

One type of quantum safe cryptographic systems is based on lattices. In order to improve the performance in lattice based systems, Number Theoretic Transforms (NTT) are used. In this thesis, the performance of NTT in cryptography is studied. First, Peikert’s Scheme and its realization BCNS Algorithm and NewHope key encapsulation method is discussed. Next, SWIFFTX hash function that uses NTT as a building block is presented. Finally, an efficient GPU implementation of SWIFFTX hash function is provided. Experimental results indicate almost 10x improvement in speed and 5 Watts decrease in power consumption per 2^{16} hashes.
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<td></td>
</tr>
</tbody>
</table>
Cryptography is a branch of mathematics that studies the security of information in the presence of adversaries. This information can be the data on a secure channel or just the files on your computer's hard drive. Therefore, the level of security required might change variably.

A famous example is the German device called Enigma that has been used during World War II. Although being a mechanical device, operated by rotors etc., the keyspace of this device was $26^4 \approx 2^{18}$ (i.e., more than 18-bits). This number is much lower than the size of the keyspace of DES, a symmetric cipher that has been used in the late nineties internationally. DES had a keyspace of $2^{56}$. Enigma has been cracked in 1932 by cryptanalysis techniques and this allowed Allies to listen to the communication among German troops.

Many ciphers have been designed since and most of them are shown to be broken by emerging cryptanalysis techniques. Some of these techniques are purely mathematical, deeply rooted in the concrete branches of mathematics such as topology, algebraic geometry, and analysis, some of them are rooted in the advances in computer science and engineering. Giant supercomputers made the computations feasible and faster and this made the impossible possible. Unfortunately, these developments posed certain challenges over the cryptographers who design these ciphers which are, theoretically, secure under certain assumptions.

Although the field is dominated by mathematicians and computer scientists, physicists have also showed interest in computation, computability, and cryptography. A
prominent example might be by the famous Richard P. Feynman. In 1982, Feynman [12] showed that a quantum computer can outperform a regular one by employing subatomic particles. However, this computer was not a binary but a probabilistic one. Developments such as these made awareness in the scientific community to look deeper into this subject and the field of quantum computing has born.

Industry is still in its infancy yet promising results emerge every day. In 2017, Google announced its 20-qubit computer. Similarly, IBM, Intel, Rigetti followed them. In 2018, Google announced their 72-qubit quantum computer. In the following year, IBM announced a 53-qubit one. These numbers coincide with the famous Moore’s Law which states the number of transistors in a dense integrated circuit doubles about every two years. If an analog rule is true for quantum-computers then in 10+ years, there will be a quantum computer of 2048-qubits.

Although realizations of quantum computers are still new, theoretical models have been developed to estimate or better prove what a quantum computer can do. For instance, Shor [32] showed that a problem in the NP class called Prime Factorization can be solved in the existence of such a quantum computer. This proof was only the beginning. In 1996, Grover [15] showed that a search on the keyspace can be done faster requiring only square-root of the keyspace computations in the worst case.

These facts led to deeper studies and cryptography community now develops new ciphers and algorithms based on the fact that a competitive quantum computer might be available to an adversary. In April 2016, NIST published a report [3] on post-quantum cryptography. In this report, it is noted that commonly deployed RSA algorithm will be insecure by 2030. Therefore, post-quantum resistant algorithms are required and the Post-Quantum-Cryptography Project was born.

In terms of post-quantum security, symmetric ciphers has an advantage that doubling the keysize restores their original security. This is not true for public-key and signature schemes. This is why the NIST Project is focused on them. There are five classes defined by NIST. The lattice based schemes is one of them. We will focus on this type and delve into the details.

In this thesis, a number of the post-quantum cryptography algorithms that employ
Number Theoretic Transforms are discussed. As mentioned before, these algorithms are based on problems that are proved to be quantum resistant. Our focus is on the efficient implementations of these algorithms on today’s computers.

We start with defining building blocks of these algorithms, namely, the Fourier Transforms and efficient methods of modular arithmetic in the following two chapters. Then, several post-quantum algorithms are presented. Finally, an efficient implementation of a hash algorithm on GPU is discussed in detail.
CHAPTER 2

NUMBER THEORETIC TRANSFORMS

2.1 Introduction

In mathematics, Discrete Fourier Transform (DFT) is a function that converts a string of equally-spaced samples of a function to a same length string of equally-spaced samples of discrete-time Fourier transform that is a complex-valued function of frequency. DFT can be calculated over any ring.

The material in this chapter follows [10] and [9].

Definition 1. Let \( \mathbb{C} \) be the algebraically closed complex field and \( n \in \mathbb{N} \). An \( \omega \in \mathbb{C} \) is called \( n \)-th root of unity if it satisfies \( \omega^n = 1 \).

Definition 2. An \( \omega \in \mathbb{C} \) is called principal \( n \)-th root of unity if it is a \( n \)-th root unity and satisfies \( \omega^m \neq 1 \) with \( n > m \in \mathbb{N} \).

From now on, assume \( \omega_n \in \mathbb{C} \) is a principal \( n \)-th root of unity.

Lemma 1. \( \omega_{dk}^{dn} = \omega_n^k \).

Proof. \( \omega_{dk}^{dn} = \left(e^{\frac{2\pi i}{n}}ight)^{dk} = \left(e^{\frac{2\pi i}{n}}ight)^k = \omega_n^k \). \( \square \)

Corollary 1. Let \( n \in N \) be an even integer, then \( \omega_n^{n/2} = \omega_2 = -1 \).

Proof. The first equality is a direct consequence of the previous lemma. Now suppose \( \omega_2 = 1 \) then, \( \omega_n^{n/2} = 1 \) which contradicts to the fact that \( \omega_n \in \mathbb{C} \) is a principal \( n \)-th root of unity. \( \square \)
Lemma 2. Let \( n, k \in \mathbb{N} \) such that \( n \nmid k \), then
\[
\sum_{j=0}^{n-1} (\omega_n^k)^j = 0
\]

Proof. If \( n \mid k \) such that \( k = nk' \) then \( \sum_{j=0}^{n-1} (\omega_n^{nk'})^j = \sum_{j=0}^{n-1} (1)^{kj'} = n \) trivially. If \( n \nmid k \) then,
\[
\omega_n^n \sum_{j=0}^{n-1} (\omega_n^k)^j = \sum_{j=0}^{n-1} (\omega_n^k)^{j+1} = \sum_{j=0}^{n-1} (\omega_n^k)^j
\]
\[
(\omega_n^k - 1) \sum_{j=0}^{n-1} (\omega_n^k)^j = 0
\]
Finally, \( \omega_n^k \neq 1 \) implies the desired result.

2.2 Fourier Transform

Definition 3. Let \( \mathcal{R} \) be a ring, \( n \in \mathbb{N} \) and \( \omega_n \in \mathcal{R} \) be a principal \( n \)-th root of unity such that \( \omega_n^n = 1 \) and \( \omega_n^m \neq 1 \) for any \( n > m \in \mathbb{N} \). The discrete Fourier transform is defined as follows:

\[
DFT : \mathcal{R}^n \rightarrow \mathcal{R}^n
\]
\[
A = (a_0, \ldots, a_{n-1}) \rightarrow F = (f_0, \ldots, f_{n-1})
\]
where \( f_i = \sum_{j=0}^{n-1} a_j \omega_n^{ij} \).

The vector \( A \) can also be viewed as an element of \( \mathcal{R}[x] \) such that \( A = \sum_{i=0}^{n-1} a_i x^i \) where degree \( A = n \). Then the equation, \( DFT(A) = F \) is simply calculated by evaluating the polynomial \( A \) at \( \omega_n^j, \forall j \in \mathbb{Z}, 0 \leq j \leq n - 1 \) such that \( f_j = A(\omega_n^j) \).

Definition 4. Number theoretic transforms (NTT) are specialized discrete Fourier transforms where the ring \( \mathcal{R} \) is a finite field.

Theorem 1. Horner’s Rule: The polynomial \( A(x) \) can be evaluated in \( n \) multiply-add operations.

Proof. Consider the following:
\[
A(x) = (((((a_{n-1} x + a_{n-2}) x + a_{n-3}) x + \ldots
\]
Each parenthesis can be calculated in a single multiply-add operation. By considering the polynomial evaluation as left-associative fold, \( A(x) \) can be evaluated in \( n \) multiply-add operations.

**Theorem 2.** The naive implementation of DFT has arithmetic complexity of \( \mathcal{O}(n^2) \)

**Proof.** Calculation of each \( f_j = A(\omega_n^j) \) has complexity of \( \mathcal{O}(n) \) by the Horner’s Rule and the result follows.

An algorithm invented by Cooley-Tukey, called Fast Fourier Transform, allows the calculation of DFT and has arithmetic complexity of \( \mathcal{O}(n \log n) \) when \( n \) is a power of two. Basically, the algorithm employs divide-and-conquer strategy with the following outline:

1. Divide the problem into two sub-problems of half-size,
2. Solve each sub-problem,
3. Obtain the final solution for the original problem by combining two solutions.

There are in fact, two variants of Fast Fourier transform. The first one is the Cooley-Tukey algorithm that defines two sub-problems by decimating the input in time.

**Definition 5.** Radix-2 Decimation-In-Time (DIT) Fast Fourier Transform (FFT).

Let \( N \in \mathbb{N} \) be a power of two and \( X = FFT_N(x) \) be the fast Fourier transform such that

\[
X_r = \sum_{k=0}^{N-1} x_k \omega_n^r k, \quad \forall r \in \mathbb{Z}, \; 0 \leq r < N, \tag{2.1}
\]

\[
X_r = \sum_{k=0}^{N/2-1} x_{2k} \omega_N^r \omega_n^{(2k)} + \omega_N^r \sum_{k=0}^{N/2-1} x_{2k+1} \omega_n^{(2k)}, \quad \forall r \in \mathbb{Z}, \; 0 \leq r < N, \tag{2.2}
\]

\[
X_r = \sum_{k=0}^{N/2-1} x_{2k} \omega_N^r \frac{r(k)}{2} + \omega_N^r \sum_{k=0}^{N/2-1} x_{2k+1} \omega_n^{r(k)}, \quad \forall r \in \mathbb{Z}, \; 0 \leq r < N, \tag{2.3}
\]
since $\omega^2_N = \omega_N$. Now define the two sub-problems.

\[
Y_r = \sum_{k=0}^{\frac{N}{2} - 1} y_k \omega_{\frac{N}{2}}^r, \quad \forall r \in \mathbb{Z}, \ 0 \leq r \leq \frac{N}{2} - 1,
\]

(2.4) \[
Z_r = \sum_{k=0}^{\frac{N}{2} - 1} z_k \omega_{\frac{N}{2}}^r, \quad \forall r \in \mathbb{Z}, \ 0 \leq r \leq \frac{N}{2} - 1,
\]

(2.5)

where $y_k = x_{2k}$ and $z_k = x_{2k+1}$, $\forall k \in \mathbb{Z}, 0 \leq k < \frac{N}{2} - 1$. It is now possible to combine the two results by the following:

\[
X_r = Y_r + \omega_N^r Z_r, \quad \forall r \in \mathbb{Z}, \ 0 \leq r \leq \frac{N}{2} - 1
\]

(2.6)

\[
X_{r + \frac{N}{2}} = Y_r - \omega_N^r Z_r, \quad \forall r \in \mathbb{Z}, \ 0 \leq r \leq \frac{N}{2} - 1
\]

(2.7)

using the fact $\omega_{\frac{N}{2}}^{N/2 + r} = -\omega_N^r$, $\forall r \in \mathbb{Z}, 0 \leq r \leq \frac{N}{2} - 1$.

In the following figure, Cooley-Tukey butterfly is depicted in which two sub-problems are combined to get the desired final result. Note that, $Z_r$ is multiplied by the twiddle factor before entering the network.

The second type of FFT is Decimation-In-Frequency Fast Fourier Transform.

**Definition 6.** **Radix-2 Decimation-In-Frequency (DIF) Fast Fourier Transform (FFT)**

Let $N \in \mathbb{N}$ be a power of 2 and $X = FFT_N(x)$ be the fast Fourier transform such
that

\[ X_r = \sum_{l=0}^{N-1} x_l \omega_{N}^{rl}, \quad \forall r \in \mathbb{Z}, 0 \leq r < N, \]  
\[ X_r = \sum_{l=0}^{N-1} x_l \omega_{N}^{rl} + \sum_{l=\frac{N}{2}}^{N-1} x_l \omega_{N}^{rl}, \quad \forall r \in \mathbb{Z}, 0 \leq r < N, \]  
\[ X_r = \sum_{l=0}^{N-1} x_l \omega_{N}^{rl} + \sum_{l=\frac{N}{2}}^{\frac{N-1}{2}} x_{l+\frac{N}{2}} \omega_{N}^{r(l+\frac{N}{2})}, \quad \forall r \in \mathbb{Z}, 0 \leq r < N, \]  
\[ X_r = \sum_{l=0}^{N-1} (x_l + x_{l+\frac{N}{2}} \omega_{N}^{rl}) \omega_{N}^{rl}, \quad \forall r \in \mathbb{Z}, 0 \leq r < N, \]  

For even \( r = 2k, \ k \in \mathbb{Z}, \)

\[ X_{2k} = \sum_{l=0}^{\frac{N-1}{2}} (x_l + x_{l+\frac{N}{2}} \omega_{N}^{kN}) \omega_{N}^{2kl}, \quad \forall k \in \mathbb{Z}, 0 \leq k \leq \frac{N}{2} - 1, \]  
\[ = \sum_{l=0}^{k-1} (x_l + x_{l+\frac{N}{2}}) \omega_{N}^{kl}, \quad \forall k \in \mathbb{Z}, 0 \leq k \leq \frac{N}{2} - 1, \]
\[ = \sum_{l=0}^{k-1} (x_l + x_{l+\frac{N}{2}} \omega_{N}^{l}) \omega_{N}^{kl}, \quad \forall k \in \mathbb{Z}, 0 \leq k \leq \frac{N}{2} - 1. \]

For odd \( r = 2k + 1, \ k \in \mathbb{Z}, \)

\[ X_{2k+1} = \sum_{l=0}^{\frac{N-1}{2}} (x_l + x_{l+\frac{N}{2}} \omega_{N}^{(2k+1)\frac{N}{2}}) \omega_{N}^{(2k+1)l}, \quad \forall k \in \mathbb{Z}, 0 \leq k \leq \frac{N}{2} - 1, \]  
\[ = \sum_{l=0}^{k-1} ((x_l - x_{l+\frac{N}{2}}) \omega_{N}^{l}) \omega_{N}^{kl}, \quad \forall k \in \mathbb{Z}, 0 \leq k \leq \frac{N}{2} - 1. \]

Now define \( Y_k = X_{2k}, Z_k = X_{2k+1}, y_l = x_l + x_{l+\frac{N}{2}} \) and \( z_l = (x_l - x_{l+\frac{N}{2}}) \omega_{N}^{l}. \)

Figure 2.2: Gentleman-Sande Butterfly

\[ x_l \quad \omega_{N}^{r} \quad y_l = (x_l + x_{l+\frac{N}{2}}) \]
\[ x_{l+\frac{N}{2}} \quad - \quad z_l = (x_l - x_{l+\frac{N}{2}}) \omega_{N}^{l}. \]

**Theorem 3.** The arithmetic complexity of DIT FFT algorithm is \( O(N \log N). \)
Proof. There are two sub-problems of size \( N/2 \). Total cost of \( N \times r \) is \( N \) additions and \( N/2 \) multiplications.

\[
T(N) = \begin{cases} 
2T(N/2) + N \text{Additions} + \frac{N}{2} \text{Multiplications}, & \text{if } N = 2^n \geq 2, \\
0, & \text{if } N = 1
\end{cases}
\]

Observe the recurrence relation, for instance for \( N = 2^3 \),

\[
T(8) = 2T(4) + 2^3 \text{Add.} + 2^2 \text{Mult.}
= 2(2T(2) + 2^2 \text{Add.} + 2^1 \text{Mult.}) + 2^3 \text{Add.} + 2^2 \text{Mult.}
= 4T(2) + 2^4 \text{Add.} + 2^3 \text{Mult.}
= 4(2T(1) + 2 \text{Add.} + 1 \text{Mult.}) + 2^4 \text{Add.} + 2^3 \text{Mult.}
= 8T(1) + (2^3 + 2^4) \text{Add.} + (2^2 + 2^3) \text{Mult.}
= N \log N \text{Additions} + \frac{N}{2} \log N \text{Multiplications}
\]

This shows that the complexity is bounded by \( \mathcal{O}(N \log N) \). \qed

**Theorem 4.** The arithmetic complexity of DIF FFT algorithm is \( \mathcal{O}(N \log N) \).

Proof. The proof is almost the same as the DIT case. The only difference in the algorithm is that additions and subtractions are executed before the multiplication by the twiddle factors. \qed

### 2.3 Fast Polynomial Multiplication

There are various applications of Fast Fourier transform. One of them is Fast Polynomial Multiplication. The idea is basically evaluating operands at roots of unity, multiplying results point-wise then, interpolating back to the resulting polynomial in order to get the desired result.

Consider two polynomials of degree \( N \) defined by

\[
A_N(z) = \sum_{l=0}^{N} a_l z^l = a_N z^N + \ldots + a_1 z + a_1
\]  

(2.17)
and

\[ B_N(z) = \sum_{l=0}^{N} b_l z^l = b_N z^N + \ldots + b_1 z + b_0 \] (2.18)

where \( z \in \mathbb{C} \) and \( a_l, b_l \in \mathbb{C}, l \in \mathbb{Z}, 0 \leq l \leq N \). The product of polynomials \( A_N(z) \) and \( B_N(z) \) is a polynomial of degree \( 2N \) defined by

\[ C_{2N}(z) = A_N(z) B_N(z) = \sum_{l=0}^{2N} c_l z^l = c_{2N} z^{2N} + \ldots + c_1 z + c_0 \] (2.19)

where \( a_k = b_k = 0 \) for \( N < k \leq 2N \) and

\[ c_l = \sum_{k=0}^{l} a_k b_{l-k}, \quad l \in \mathbb{Z}, 0 \leq l \leq 2N. \] (2.20)

**Theorem 5.** Naive polynomial multiplication of two polynomials of degree \( N \) has arithmetic complexity of \( \mathcal{O}(N^2) \).

**Proof.** Each \( c_l \) requires \( N \) multiplications and \( N - 1 \) additions at maximum and there are \( 2N + 1 \) coefficients and the result follows. \( \square \)

**Definition 7.** Polynomial Multiplication using DFT

Assuming two operands have degree \( N \), the algorithm is composed of the following steps:

1. **Pre-processing:** Add \( N \) leading zero coefficients to the operands \( A_N(z) \) and \( B_N(z) \) to obtain \( \tilde{A}_{2N}(z) \) and \( \tilde{B}_{2N}(z) \) for which \( \tilde{a}_l, \tilde{b}_l = 0, l \in \mathbb{Z}, N < l \leq 2N \).

2. **Fast polynomial evaluation:** Evaluate \( \tilde{A}_{2N}(z) \) and \( \tilde{B}_{2N}(z) \) at powers of \( 2N+1 \)-th root of unity, that is

\[ \tilde{A}_r = \tilde{A}_N(\omega_{2N}^r) = \sum_{l=0}^{2N} a_l \omega_{2N}^{rl}, \quad r \in \mathbb{Z}, 0 \leq r \leq 2N \] (2.21)

and

\[ \tilde{B}_r = \tilde{B}_N(\omega_{2N}^r) = \sum_{l=0}^{2N} b_l \omega_{2N}^{rl}, \quad r \in \mathbb{Z}, 0 \leq r \leq 2N \] (2.22)
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3. **Point-wise multiplication:**

\[ C_r = \tilde{A}_r \tilde{B}_r, \quad r \in \mathbb{Z}, 0 \leq r \leq 2N \quad (2.23) \]

4. **Fast polynomial interpolation:** Now, we have \( C_r = \sum_{l=0}^{2N} c_l \omega_{2N+1}^r \) which is basically the DFT of the polynomial \( C_{2N}(z) \). Therefore it is possible to obtain \( 2N + 1 \) coefficients using inverse DFT such that:

\[ c_l = \frac{1}{2N+1} \sum_{r=0}^{2N} C_r \omega_{2N}^{-rl}, \quad l \in \mathbb{Z}, 0 \leq l \leq 2N. \quad (2.24) \]

This defines a method to multiply two polynomials of degree \( N \) by using DFT and obtain \( C_{2N}(z) \), a polynomial of degree \( 2N \).

**Theorem 6.** The polynomial multiplication algorithm is called Fast Polynomial Multiplication if it employs FFT for steps 2 and 4 and it has arithmetic complexity of \( \mathcal{O}(N \log N) \).

**Proof.** Steps 2 and 4 have complexities of \( \mathcal{O}(2N \log 2N) \) using the either butterfly defined previously. Point-wise multiplication has complexity of \( \mathcal{O}(2N) \) so the algorithm has a total complexity of \( \mathcal{O}(2N \log 2N + 2N) \approx \mathcal{O}(N \log N) \) where \( N \) is a power of 2.

\[ \Box \]
CHAPTER 3

OPTIMIZATIONS IN MODULAR ARITHMETIC

3.1 Introduction

The multiplication of coefficients of polynomials are performed in prime finite fields and it requires modular reduction having high cost. Therefore, we need optimizations in order get high performance. In this chapter, two methods of optimizing modular arithmetic in modulus \( n \in \mathbb{Z} \) are discussed. These are Short Barrett Reduction and Montgomery Forms.

3.2 Short Barrett Reduction

Barrett reduction is introduced in 1986 by P.D. Barrett. Basically, the algorithm calculates \( c = a \mod n \) for \( n \in \mathbb{Z} \).

**Definition 8. Short Barrett Reduction**

Let \( \frac{1}{n} = s \in \mathbb{Q} \) be the multiplicative inverse of \( n \) in \( \mathbb{Q} \). Then,

\[
    a \mod n \equiv a - \lfloor as \rfloor \mod n \tag{3.1}
\]

The reduction can be implemented naively as follows.

```c
unsigned int reduce(unsigned int n, unsigned int a) {
    unsigned int q = a / n;
    return a - q * n;
}
```
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3.3 Montgomery Forms

Next, we discuss discoveries of Peter L. Montgomery.

**Definition 9.** Montgomery Form of an element in $\mathbb{Z}/n\mathbb{Z}$

Let $n \in \mathbb{N}$. Then, Montgomery form of an element $a \in \mathbb{Z}/n\mathbb{Z}$ is

$$aR \mod n$$

(3.2)

where $R \in \mathbb{Z}$ is called the auxiliary modulus with $(n, R) = 1$.

The auxiliary modulus $R$ defined above is usually a power of the base that the number $a$ is represented in. The reason for this is basically, if the division operation in a processing unit by this modulus is faster than the normal division then, the following optimizations can lead to a better performance.

**Theorem 7.** Montgomery Modular Addition

The addition of two forms $aR, bR \in \mathbb{Z}/n\mathbb{Z}$ is

$$aR + bR \mod n \equiv (a + b)R \mod n$$

(3.3)

**Theorem 8.** Montgomery Modular Multiplication

The multiplication of two forms $aR, bR \in \mathbb{Z}/n\mathbb{Z}$ is

$$(aR)(bR)R^{-1} \mod n \equiv (ab)R \mod n$$

(3.4)

The proofs of the above theorems are trivial so omitted. The multiplicative inverse of $R$ in $\mathbb{Z}/n\mathbb{Z}$ can be pre-calculated so the only overhead is the extra multiplication by the inverse.

**Theorem 9.** Montgomery Modular Reduction - The REDC Algorithm

Suppose $a' \in \mathbb{Z}/n\mathbb{Z}$ is the Montgomery form of $a \in \mathbb{Z}/n\mathbb{Z}$. Then $a$ can be calculated from $a'$ by applying the following steps.

Let $n' \in \mathbb{Z}/n\mathbb{Z}$ be a number such that $RR^{-1} = nn' = 1 \in \mathbb{Z}$.

Let $m \equiv (((a' \mod R)n') \mod R)$. 
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Let \( t = \frac{a' + mn}{R} \). Then,

\[
a = \begin{cases} 
  t - n, & \text{if } t \geq n, \\ 
  t, & \text{otherwise}. 
\end{cases}
\] (3.5)

**Proof.** To prove the correctness of the algorithm, observe the following equation.

\[
a' + mn \equiv ((a' \mod R)n') \mod R \equiv a' + a'n'n \equiv a' - a' \equiv 0 \mod R \tag{3.6}
\]

This shows that \( t \in \mathbb{Z} \). Next,

\[
t - n \equiv t \mod n \equiv (a' + mn)R^{-1} \equiv a'R^{-1} \mod n \tag{3.7}
\]

This shows that \( a' \) is the Montgomery form of \( a \) in \( \mathbb{Z}/n\mathbb{Z} \). Finally, to prove the last step, observe that \( m \in [0, R - 1] \), therefore

\[
a' + mn \in [0, U] \quad \text{where} \quad U = (Rn - 1) + (R - 1)n < 2Rn \tag{3.8}
\]

Hence, \( t < 2N \) and the result follows. \( \square \)

Naturally, in the case of a single multiplication the overhead is heavy. However, if a number of multiplications are done consecutively, this procedure has a significant gain since division by \( R \) is faster than usual division. In most of the cases, \( R \) is taken to be a power 2 and division is implemented by a shift right operation.
CHAPTER 4

THE USE OF NUMBER THEORETIC TRANSFORMS IN CRYPTOGRAPHY

In this chapter, I discuss some of the post-quantum cryptography algorithms and explore the application of number theoretic transform in these algorithms. First, definitions of some computational problems on lattices are given. Then, two algorithms, namely, BCNS and NewHope algorithms and the use of NTT in them are discussed. Finally, hash algorithms SWIFFT and SWIFFTX are discussed.

4.1 Computational Problems on Lattices

Definition 10. Let \( n \in \mathbb{Z} \). A lattice \( L \) in \( \mathbb{R}^n \) is a subgroup of the additive group \( \mathbb{R}^n \) which is isomorphic to the additive group \( \mathbb{Z}^n \), and which spans the real vector space \( \mathbb{R}^n \). Given a set of basis vectors \( \{b_1, \ldots, b_n\} \), \( L \) is defined as:

\[
L = \left\{ \sum_{i=1}^{n} a_i \cdot b_i : a_i \in \mathbb{Z} \right\} = \{ B \cdot a : a \in \mathbb{Z}^n \} 
\]

(4.1)

\( B \) is called basis matrix.

Following \[33\], a lattice is a discrete version of a vector subspace. This discreteness results in the existence of a well-defined smallest element, excluding the zero vector. Now define the non-zero smallest element by

\[
\lambda_1(L) := \min\{\|x\| : x \in L, x \neq 0\} \tag{4.2}
\]

The successive minimal \( \lambda_i(L) \) can be also be defined as the smallest radius \( r \in \mathbb{R} \)
s.t. the n-dimensional ball of radius \( r \) centered at the origin contains \( i \in \mathbb{Z} \) linearly independent lattice points.

The basis vectors can be left-multiplied by a uni-modular integer matrix to get another basis for the same lattice. This means

\[
B' = B \cdot U
\]  

(4.3)

where the elements of the matrix \( U \) are integers with \( \text{det}(U) = 1 \). Moreover, the determinant of a basis matrix is an invariant. Given a basis matrix \( B \) for a lattice \( L \),

\[
\Delta(L) = \left| \text{det}(B') \cdot B \right|^{1/2}
\]  

(4.4)

is called the discriminant of the lattice. If \( L \) has full rank then,

\[
\Delta(L) = |\text{det}(B)|
\]  

(4.5)

holds. The volume of the fundamental parallel-piped of the lattice bases are denoted by the above expression, \( \Delta(L) \), and this volume is constant for a lattice \( L \).

There exists a constant \( \gamma_n \) which is dependent on \( n \), s.t.

\[
\lambda_1(L) \leq \sqrt[n]{\gamma_n} \cdot \Delta(L)^{1/n}.
\]  

(4.6)

This is proved by Hermite. \( \gamma_n \) is only known for \( 1 \leq n \leq 8 \). Nevertheless, for arbitrary lattices and for \( n = 1 \), Hermite showed that the following holds.

\[
\lambda_1(L) \approx \sqrt[2]{\frac{n}{2\pi e}} \cdot \Delta(L)^{1/n}
\]  

(4.7)

The following theorems are included for the sake completeness.

**Theorem 10.** (Minkowski). Let \( L \) be a rank-\( n \) lattice and \( \mathbb{C} \subset L \) be a convex symmetric body about the origin with \( \text{Vol}(\mathbb{C}) > 2^n \cdot \Delta(L) \). Then \( \mathbb{C} \) contains a non-zero vector \( \mathbf{x} \in L \).

**Corollary 2.** (Minkowski’s Theorem). Let \( L \) be a \( n \)-dimensional lattice. Then the following holds.

\[
\lambda_1(L) \leq \sqrt[n]{n} \cdot \Delta(L)^{1/n}
\]  

(4.8)
The dual lattice $L^*$ is the set of all vectors $y \in \mathbb{R}^n$ such that $y \cdot x^T \in \mathbb{Z}$ for all $x \in L$. Given a basis matrix $B$, it is possible to compute the basis matrix $B^*$ of $L^*$ via $B^* = (B^{-1})^T$. Therefore $\Delta(L^*) = 1/\Delta(L)$ holds. The first minimum of $L$ and the $n$-th minimum of $L^*$ are linked by the transference theorem by Banaszczyk. It shows that for all $n$-dimensional lattices, the following holds.

$$1 \leq \lambda_1(L) \cdot \lambda_n(L^*) \leq n.$$  \hspace{1cm} (4.9)

Thus a lower bound on $\lambda_1(L)$ can be translated into an upper bound on $\lambda_n(L^*)$ and vice versa.

**Definition 11.** The (Approximate) Shortest Vector Problem (SVP).

Let $B$ be a lattice basis. Then, the SVP problem asks to find a shortest nonzero lattice vector $v \in \mathcal{L}(B)$ with $\|v\| = \lambda_1(\mathcal{L}(B))$. In the $\gamma$-approximate $\gamma$-SVP, for $\gamma \geq 1$, it asks to find a shortest nonzero lattice vector $v \in \mathcal{L}(B) \setminus \{0\}$ of norm at most $\|v\| \leq \gamma \cdot \lambda_1(\mathcal{L}(B))$.

**Definition 12.** The (Approximate) Closest Vector Problem (CVP).

Let again $B$ be a lattice basis and let $t$ be the target vector. The CVP problem asks to find the lattice vector $v \in \mathcal{L}(B)$ such that the distance to the target $\|v - t\|$ is minimized. In the $\gamma$-approximate $\gamma$-CVP, for $\gamma \geq 1$, the problem asks to find a lattice vector $v \in \mathcal{L}(B)$ such that $\|v - t\| \leq \text{dist}(t, \mathcal{L}(B))$ where $\text{dist}(t, \Lambda) = \inf \{\|v - t\| : v \in \Lambda\}$ is the distance of $t$ to $\Lambda$.

In the SVP problem, there can still be more than one shortest nonzero vectors. The $\gamma$-SVP gets difficult as $\gamma$ gets closer to 1. The Lenstra, Lenstra, Lovász (LLL) algorithm [19] solves the SVP problem in polynomial time and with exponential approximation factor $2^{O(n)}$. Algorithms that can produce an exact solution or approximate solution of SVP problem with $\text{poly}(n)$ factors either run in $2^{O(n)}$ and require exponential space or in $2^{O(n \log n)}$ and require only polynomial space.

The NP-hardness of SVP was shown in [35] for the $l_\infty$ norm. In [1], it is proved that SVP is NP-hard for the $l_2$ norm using randomized reductions and that the corresponding decision problem is NP-complete. The NP-hardness of CVP is proved in [35]. Nevertheless, practical cryptosystems employ only sub-classes of CVP or SVP and they are not supposed to be NP-hard (see [17], Remark 6.24).
Definition 13. LWE Search Problem

Let $T = \mathbb{R}/\mathbb{Z}$ be an integer lattice. Let $q \in \mathbb{Z}$ be a prime and let $n = \text{poly}(q)$. Let $U_{s,\phi}$ be a uniform distribution on $\mathbb{Z}_q^n \times T$ obtained by choosing a vector $a_i \in \mathbb{Z}_q^n$, $\forall i \in \mathbb{Z}, 0 \leq i < n$ uniformly at random, choosing numbers $e_i$, $\forall i \in \mathbb{Z}, 0 \leq i < n$ according to a probability distribution $\phi$ on $T$.

A LWE Search problem asks the questions of finding $s \in \mathbb{Z}_q^n$ given the set $(a_i, b_i)$, $i \in \mathbb{Z}, 0 \leq i < n$ where

$$b_i = \frac{\langle a_i, s \rangle}{q} + e_i$$

and $s \in \mathbb{Z}_q^n$ is a fixed sample from $U_{s,\phi}$.

Note that, $n = \text{poly}(q)$ denotes that $n \in \mathbb{N}$ is bounded by a polynomial such that $|n| < |g(n')|$ for some $n' \in \mathbb{N}$ where $g(n') = q^{n'}$.

Definition 14. LWE Decision Problem

Let $\text{poly}(q) = n$ be defined in LWE Search Problem. A LWE Decision Problem asks the question of given the set $S = \{(a_i, c_i)\}$ where $c_i \in \mathbb{Z}_q^n$, $i \in \mathbb{Z}, 0 \leq i < n$, decide whether $c_i$'s are randomly sampled from $U_{s,\phi}$ or the set is an output defined above in a LWE Search Problem.

In [31], it has been showed that the above two problems are equivalent under the assumption of $n = \text{poly}(q)$. This also bounds the number of queries to the search problem to polynomial time.

Theorem 11. A LWE Search and Decision problems are polynomially equivalent if $n = \text{poly}(q)$.

Proof. ($\implies$) Assume the existence of a LWE Search Oracle. Solve the problem to get a candidate $s \in \mathbb{Z}_q^n$. Then calculate the following set.

$$\left\{ \frac{\langle a_i, s \rangle}{q} - b_i \right\}, \quad i \in \mathbb{Z}, 0 \leq i < n$$

(4.11)

Now, if the set has the same distribution with the errors $\{e_i\}$ then output YES otherwise output NO.
Assume the existence of a LWE Decision Oracle. Then, construct the following set.

\[
\{(a_i + (r, 0, \ldots, 0), b_i + \frac{rk}{q})\}
\]  

(4.12)

where \(k \in \mathbb{Z}_q\) is the guessed value of the first coordinate of \(s \in \mathbb{Z}_q^n\) and \(r \in \mathbb{Z}_q\) is sampled uniformly. Now, if the guess \(k \in \mathbb{Z}_q\) was correct, the transformation takes the distribution \(U_{s,\phi}\) to itself and to a uniform distribution otherwise. This question is answered by the LWE oracle. Since there are \(q\) values, \(q\) queries are enough to decide a coordinate of \(s\). The other coordinates are decided similarly and the result follows.

The above proof shows that the number of queries to the decision oracle are bounded in polynomial time if \(n = \text{poly}(q)\).

**Definition 15. RLWE Search Problem**

Let \(R_q = \mathbb{Z}_q[x]/(x^n + 1)\) be a ring and \(n \in \mathbb{N}\) is a power of two. Let \(a_i(x) \in R_q\) be a set of random polynomials, \(e_i(x) \in R_q\) be a set of random polynomials with small coefficients, \(s(x) \in R_q\) be a random polynomial again with small coefficients and

\[
b_i(x) = a_i(x)s(x) + e_i(x)
\]

(4.13)

\(\forall i \in \mathbb{Z}\) such that \(0 \leq i < n\).

A RLWE Search Problem asks the question of finding the unknown polynomial \(s(x)\) given the set of \((a_i(x), b_i(x))\).

A random polynomial in \(R_q\) means that the coefficients are sampled from the set \(\mathbb{Z}_q\) with uniform distribution. A random polynomial with small coefficients in this definition denotes a polynomial again with coefficients drawn from a bounded subset of \(\mathbb{Z}_q\). In particular cases, this set is set to be the \(\{-\lfloor q/4 \rfloor, \ldots, \lfloor q/4 \rfloor - 1\}\) with uniform distribution. Finally, errors \(e_i(x)\) have the coefficients drawn from the same set but this time with a specific distribution, for instance a Gaussian.

The other version of this problem is as follows.

**Definition 16. RLWE Decision Problem**
Decide given \((a_i(x), b_i(x))\), \(\forall i \in \mathbb{Z}, 0 \leq i < n\), whether the polynomials \(b_i(x)\) were constructed as \(b_i(x) = a_i(x)s(x) + e_i(x)\), \(\forall i \in \mathbb{Z}, 0 \leq i < n\) or randomly generated from the ring \(R_q\).

### 4.2 BCNS Key Exchange Algorithm

The algorithm is based on the RLWE decision problem. To be able to define the algorithm in terms of Peikert ([28]), the following definitions are required.

**Definition 17.** Let \(q \in \mathbb{N}\). Define the modular rounding function

\[
\lfloor \cdot \rfloor_{q, 2} : \mathbb{Z}_q \to \mathbb{Z}_2
\]

\[
x \mapsto \lfloor x \rfloor_{q, 2} = \left\lfloor \frac{2}{q} x \right\rfloor \mod 2
\]

and the cross-rounding function

\[
\langle \cdot \rangle_{q, 2} : \mathbb{Z}_q \to \mathbb{Z}_2
\]

\[
x \mapsto \langle x \rangle_{q, 2} = \left\lfloor \frac{4}{q} x \right\rfloor \mod 2
\]

Both functions are extended to elements of \(R_q\) coefficient-wise. For \(f = f_{n-1}X^{n-1} + \ldots + f_1X + f_0 \in R_q\), define

\[
\lfloor f \rfloor_{q, 2} = (\lfloor f_{n-1} \rfloor_{q, 2}, \ldots, \lfloor f_0 \rfloor_{q, 2})
\]

\[
\langle f \rangle_{q, 2} = (\langle f_{n-1} \rangle_{q, 2}, \ldots, \langle f_0 \rangle_{q, 2})
\]

**Definition 18.** The doubling function is defined as follows.

\[
dbl : \mathbb{Z}_q \to \mathbb{Z}_{2q}
\]

\[
x \mapsto \text{dbl}(x) = 2x - e
\]

where \(e\) is sampled from the set \((-1, 0, 1)\) with probabilities \(p_{-1} = p_1 = \frac{1}{4}\) and \(p_0 = \frac{1}{2}\).

**Lemma 3.** For odd \(q\), if \(v \in \mathbb{Z}\) is uniformly random and \(\bar{v} \xleftarrow{\$} \text{dbl}(v) \in \mathbb{Z}_{2q}\), then \(\lfloor \bar{v} \rfloor_{2q, 2}\) is uniformly random given that \(\langle \bar{v} \rangle_{2q, 2}\) is uniformly random.
Definition 19. The reconciliation function is defined as follows.

\[
\text{rec}(w, b) = \begin{cases} 
0, & \text{if } w \in I_b + E \mod 2q, \\
1, & \text{otherwise,}
\end{cases}
\]  \hspace{1cm} (4.22)

where \( b \in \{0, 1\} \), \( I_0 = \{0, 1, \ldots, \lfloor \frac{q}{2} \rfloor - 1\} \), \( I_1 = \{-\lfloor \frac{q}{2} \rfloor, \ldots, -1\} \) and \( E = [-\frac{q}{4}, \frac{q}{4}) \subset \mathbb{R} \).

Lemma 4. For odd \( q \), let \( v = w + e \in \mathbb{Z}_q \) for \( w, e \in \mathbb{Z}_q \) such that \((2e \pm 1 \mod q) \in E \).

Let \( \hat{v} = \text{dbl}(v) \). Then \( \text{rec}(2^w, \langle \hat{v} \rangle_{2q^2}) = \lceil \hat{v} \rceil_{2q^2} \).

Definition 20. BCNS Key Exchange Algorithm

The algorithm defined in (28) is a realization of Peikert’s Scheme. Rounding and cross-rounding functions are defined above and this algorithm allows parties to exchange keys of length 1024-bits.

<table>
<thead>
<tr>
<th>Decision RLWE Parameters:</th>
<th>Alice</th>
<th>Bob</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q = 2^{32} - 1, n = 1024, )</td>
<td>( a, e \leftarrow \chi )</td>
<td>( s', e' \leftarrow \chi )</td>
</tr>
<tr>
<td>( \chi_\sigma ) with ( \sigma = 8/\sqrt{2\pi} )</td>
<td>( b \leftarrow as + e \in \mathbb{Z}_q )</td>
<td>( b' \leftarrow as' + e' \in \mathbb{Z}_q )</td>
</tr>
<tr>
<td>( a \leftarrow U(R_q) )</td>
<td>( b' \leftarrow as' + e' \in \mathbb{Z}_q )</td>
<td>( e'' \leftarrow \chi )</td>
</tr>
<tr>
<td>( b \leftarrow as + e \in \mathbb{Z}_q )</td>
<td>( v \leftarrow bs + e'' \in \mathbb{Z}_q )</td>
<td>( \hat{v} \leftarrow \text{dbl}(v) \in R_{2q} )</td>
</tr>
<tr>
<td>( k_A \leftarrow \text{rec}(2b's, c) \in {0, 1}^n )</td>
<td>( \leftarrow c \leftarrow (\hat{v})_{2q^2} \in {0, 1}^n )</td>
<td>( k_B \leftarrow (\hat{v}_{2q^2}) \in {0, 1}^n )</td>
</tr>
</tbody>
</table>

For this algorithm, parameters are chosen to be \( n = 1024, q = 2^{32} - 1 = 4 \), \( 294, 967, 295 \), \( \sigma = 8/\sqrt{2\pi} \approx 3.192 \). Polynomial arithmetic is done by computing the discrete Fourier transform via Fast Fourier transform (FFT) algorithms.

4.3 New Hope

NewHope[5, 3] is one of the NIST PQC submission that is based on lattices. It has high performance due to the use NTT. It is currently a second round candidate. In this section, we present the basics of the NewHope and provide the the use of NTT in it.
The NewHope is a bundle of key encapsulation mechanisms (KEM) denoted as NewHope-CPA-KEM and NewHope-CCA-KEM. The security of the algorithms are based on the conjectured quantum hardness of the Ring Learning with Errors (RLWE) problems. These schemes are derivatives of the NewHope-SIMPLE [4]. NewHope-SIMPLE is semantically secure public-key encryption (PKE) scheme with respect to adaptive chosen plaintext attacks (CPA) denoted as NewHope-CPA-PKE. On the other hand, this public-key encryption is only used inside the key encapsulation mechanisms of NewHope-CPA-KEM and NewHope-CCA-KEM and not to be used as an independent CPA-secure PKE scheme. The reason for that is, the PKE scheme does not accept arbitrary length messages. The description of the PKE scheme is given in the following algorithms [1][2] and [3]

Algorithm 1: NewHope-CPA-PKE Key Generation

1 function NewHope-CPA-PKE.Gen()
2 seed ← {0, . . . , 255}^{32}
3 z ← SHAKE256(64, seed)
4 publicseed ← z[0 : 31]
5 noiseseed ← z[32 : 63]
6 ą ← GenA(publicseed)
7 s ← PolyBitRev(Sample(noiseseed, 0))
8 ś ← NTT(s)
9 e ← PolyBitRev(Sample(noiseseed, 1))
10 ẽ ← NTT(e)
11 b ← ą ◦ ś + ẽ
12 return (pk = EncodePK(b, publicseed), sk = EncodePolynomial(ś))

The main data structures of the algorithm are the elements of $R_q$ and vectors. Other than those, byte arrays are employed. For instance, in the key generation algorithm seed ← {0, . . . , 255}^{32} is used to sample a byte array of 32 uniform integers in the range 0 to 255.

SHAKE256(l, d) hash function [13] is employed for compression. Here, $l$ is the number of output bytes and the input data is a byte array $d$. The amount of data to be absorbed is the length of $d$. For instance, $v ← SHAKE256(64, seed)$ is used in the
Algorithm 2: NewHope-CPA-PKE Encryption

1 function NewHope-CPA-PKE.ENCRYPT(

2 \( pk \in \{0, \ldots, 255\}^{7 \cdot 4/n + 32}, \)

3 \( \mu \in \{0, \ldots, 255\}^{32}, \)

4 \( coin \in \{0, \ldots, 255\}^{32} \)

5 )

6 \((\hat{b}.publicseed) \leftarrow \text{DecodePk}(pk)\)

7 \(\hat{a} \leftarrow \text{GenA(publicseed)}\)

8 \(s' \leftarrow \text{PolyBitRev(Sample(coin, 0))}\)

9 \(e' \leftarrow \text{PolyBitRev(Sample(coin, 1))}\)

10 \(e'' \leftarrow \text{Sample(coin, 2)}\)

11 \(\hat{t} \leftarrow \text{NTT}(s')\)

12 \(\hat{u} \leftarrow \hat{a} \circ \hat{t} + \text{NTT}(e')\)

13 \(v \leftarrow \text{Encode}(\mu)\)

14 \(v' \leftarrow \text{NTT}^{-1}(\hat{b} \circ \hat{t}) + e'' + v\)

15 \(h \leftarrow \text{Compress}(v')\)

16 return \((c = \text{EncodeC}(\hat{u}, h))\)

Algorithm 3: NewHope-CPA-PKE Decryption

1 function NewHope-CPA-PKE.DECRYPT(

2 \(c \in \{0, \ldots, 255\}^{7 \cdot n/4 + 3 \cdot n/8}, \)

3 \(sk \in \{0, \ldots, 255\}^{7 \cdot n/4} \)

4 )

5 \((\hat{u}, h) \leftarrow \text{DecodeC}(c)\)

6 \(\hat{s} \leftarrow \text{DecodePolynomial}(sk)\)

7 \(v' \leftarrow \text{Decompress}(h)\)

8 \(\mu \leftarrow \text{Decode}(v' - \text{NTT}^{-1}(\hat{u} \circ \hat{s}))\)

9 return \((\mu)\)
algorithm where a 32 byte random seed is hashed. The result is a byte array consisting 64 elements in the range \( \{0, \ldots, 255\} \).

A common notation is used throughout the algorithm. Bracket notation is used to access element of a byte array (i.e. \( v[i] \)). Ranges are accessed via colons (i.e. \( x \leftarrow v[i : j] \)). In the algorithm, \( r \leftarrow \{0, \ldots, 255\}^x \) means a byte array of length \( x \). Similarly, \( r \leftarrow R_q \) means that \( r \) is polynomial \( R_q \) with zero coefficients. Bit operators \( \ll, \gg, |, \& \) are defined and used in the C programming language context. Implicit reductions occur when a left shift operation is executed. The modulus depends on the size of operands. The \( a|b \) denotes a bit-wise ‘or’. Besides, the \( a\&b \) denotes a bit-wise ‘and’. A byte \( a[i] \) is converted to a positive integer \( z \) via \( z = 2^i a[i] \). For hexadecimal representation, the prefix \( 0x \) is employed. Finally, \( HW(b) \) is used to denote the Hamming weight of \( b \).

In the algorithm, NewHope-CPA-PKE.ENCRYPT does not have direct access to a random number generator. The user supplies a seed \( \text{coin} \in \{0, \ldots, 255\}^{32} \) and all randomness is generated from that. This seed should be generated by a true random value generator. Decryption is deterministic and does not require random values. A centered binomial distribution \( \psi_k \) of parameter \( k = 8 \) is used for the distribution of the RLWE secret and error. It is possible to sample from \( \psi_k \) for integer \( k > 0 \) by computing the following,

\[
\sum_{i=0}^{k-1} b_i - b_i' \tag{4.23}
\]

where \( b_i, b_i' \in \{0, 1\} \) are uniform independent bits. The distribution \( \psi_k \) is centered (its mean is 0), has variance \( k/2 \). This gives a standard deviation of \( \zeta = \sqrt{8/2} \). Sampling algorithm from \( \psi_8 \) is given in Algorithm 4.

The Sample function in the algorithm 4 takes care of the deterministic sampling. There are two input. First one is a 32-byte seed and the second one is an integer parameter \( 0 \leq \text{nonce} \leq 2^8 \) for domain separation. This is because, it allows multiple polynomials to be sampled from the same seed. The output of Sample is \( r \in R_q \) where all \( n \) coefficients are independently distributed according to \( \psi_8 \).

In algorithm 5 GenA algorithm is presented. This function has single input called seed. The output is \( \hat{a} \in R_q \) and it is assumed to be in the NTT domain. This is
Algorithm 4: Deterministic sampling of polynomials in $R_q$ from $\psi^n_8$

1 function Sample (seed $\in \{0, \ldots, 255\}$, positive integer nonce)
2 r $\leftarrow R_q$
3 $\text{extseed} \leftarrow \{0, \ldots, 255\}^{34}$
4 $\text{extseed}[0 : 31] \leftarrow \text{seed}[0 : 31]$
5 $\text{extseed}[32] \leftarrow \text{nonce}$
6 for $i = 0$ to $(n/64) - 1$ do
7     $\text{extseed}[33] \leftarrow i$
8     $\text{buf} \leftarrow \text{SHAKE256}(128, \text{extseed})$
9     for $j = 0$ to 63 do
10        $a \leftarrow \text{buf}[2 \times j]$
11        $b \leftarrow \text{buf}[2 \times j + 1]$
12        $r_{64i+j} = \text{HW}(a) + q - \text{HW}(b) \mod q$
13     endfor
14 endfor
15 return ($r \in R_q$)
due to the sampling of coefficients of the polynomial from a uniform distribution, NTT maps polynomials with uniform coefficients to polynomials with uniform coefficients. In the function GenA, \( state \leftarrow SHAKE128.Absorb(d) \) is employed to expand the seed. Inputs to this function is a byte array \( d \). The output is a byte array of length 200. This byte array includes the internal state after absorbind \( d \). Pseudo-randomness is obtained by \( buf, state \leftarrow SHAKE128.Squeeze(j, state) \). This function takes a positive integer \( j \) which is used to determine the size of the output blocks of SHAKE128.

Algorithm 5: Deterministic generation of \( \hat{a} \) by expansion of a seed

1. **function** GenA (seed \( \in \{0, \ldots, 255\}^{32} \))
2. \( \hat{a} \leftarrow R_q \)
3. extseed \( \leftarrow \{0, \ldots, 255\}^{33} \)
4. extseed \( \leftarrow seed[0 : 31] \)
5. for \( i \) from 0 to \((n/64) - 1\) do
   6. \( ctr \leftarrow 0 \)
   7. extseed[32] \( \leftarrow i \)
   8. state \( \leftarrow SHAKE128.Absorb(extseed) \)
   9. while \( ctr < 64 \) do
      10. \( buf, state \leftarrow SHAKE128.Squeeze(1, state) \)
      11. \( j \leftarrow 0 \)
      12. for \( j < 168 \) and \( ctr < 64 \) do
         13. \( val \leftarrow b2i(buf[j]) | (b2i(buf[j + 1]) \ll 8) \)
         14. if \( val < 5 \cdot q \) then
            15. \( \hat{a}_{i \cdot 64 + ctr} \leftarrow val \)
            16. \( ctr \leftarrow ctr + 1 \)
         end
         17. \( j \leftarrow j + 2 \)
      end
   10. end
19. return (\( \hat{a} \in R_q \))

It is possible to convert NewHope-CPA-PKE to an IND-CPA-secure KEM by using
Table 4.1: Parameter sets for NewHope Algorithm

<table>
<thead>
<tr>
<th>Parameter Set</th>
<th>NewHope512</th>
<th>NewHope1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension $n$</td>
<td>512</td>
<td>1024</td>
</tr>
<tr>
<td>Modulus $q$</td>
<td>12289</td>
<td>12289</td>
</tr>
<tr>
<td>Noise Parameter $k$</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>NTT parameter $\zeta = \sqrt{\omega}$</td>
<td>10968</td>
<td>7</td>
</tr>
<tr>
<td>NTT parameter $\omega$</td>
<td>3</td>
<td>49</td>
</tr>
<tr>
<td>NTT parameter $\omega^{-1}$</td>
<td>8193</td>
<td>1254</td>
</tr>
<tr>
<td>NTT parameter $\zeta^{-1}$</td>
<td>3656</td>
<td>8778</td>
</tr>
<tr>
<td>NTT parameter $n^{-1} \mod q$</td>
<td>12265</td>
<td>12277</td>
</tr>
<tr>
<td>Decryption error probability</td>
<td>$2^{-213}$</td>
<td>$2^{-216}$</td>
</tr>
<tr>
<td>Claimed post-quantum bit-security</td>
<td>101</td>
<td>233</td>
</tr>
<tr>
<td>NIST Security Strength Category</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4.2: Parameter sets for NewHope Algorithm

| Parameter Set | $|pk|$ | $|sk|$ | $|ciphertext|$ |
|---------------|-------|-------|---------------|
| NewHope512-CPA-KEM | 928   | 869   | 1088          |
| NewHope1024-CPA-KEM | 1824  | 1792  | 2176          |
| NewHope512-CCA-KEM | 928   | 1888  | 1120          |
| NewHope1024-CCA-KEM | 1824  | 3680  | 2208          |

the PKE scheme to convey a secret, $K$. In this scheme, coins and the secret $K$ are derived by hashing random coins. These input random coins are not directly used since it might be extract information and analyse the state of random number generator. The final shared secret is derived from the secret $K$ by hashing. The resulting NewHope-CPA-KEM algorithms are given in [4].

In [4], two parameter sets are specified for the NewHope algorithm. These are given in Table 4.1. Note that, the algorithm defined above corresponds to NewHope1024 with $n = 1024$. Similarly, Table 4.2 depicts possible public key, secret key and ciphertext sizes.

After a brief description of the algorithm, it is now possible delve into the details of the use of NTT in this algorithm. There is an interesting point, however, that should be noted. In [5], a version of this algorithm is given that employs reconciliation functions. These functions basically removes the errors from the exchanged key where
two parties have only approximates of. On the contrary, in this thesis, the version without those reconciliations [4] is discussed. Nevertheless, the optimizations given in [5] are also valuable so they are discussed first.

In [5], two implementations are mentioned (Portable C and AVX). In these implementations, different optimization pathways are taken for different kinds of operations. In this thesis, I will focus on the portable C implementation. This one aims for general purpose use, not specific to a particular architecture. There are several areas demanding optimization. These are NTT specific ones, arithmetic related ones and random sampling optimizations.

I start with NTT. Since \( \log q = 14 \), ring elements are kept in \text{uint16}_{-t} \), namely, unsigned short. Since \( n = 1024 = 2^{10} \) and Fast Fourier Transform has a complexity of \( \mathcal{O}(n \log n) \), there are 10 butterfly stages where each stage has 512 butterflies. Authors mention that they have picked Gentleman-Sande type FFT (DIF) algorithm. In this algorithm, input should be bit-reversed for the output to be in correct places after the evaluation. However, it is possible to omit some of the operations as follows. First, NTT is not applied to \( \hat{a} \) at all since it is derived from a random seed, and the FFT of a random seed is also random, \( \hat{a} \) can directly be used as its FFT. Second, in the application of NTT to \( s \) and \( e \), bit-reversal operation can be omitted since they are also derived from a discrete binomial distribution. Nevertheless, the NTT cannot be omitted since \( \hat{s} \) and \( \hat{e} \) are chosen to be small (i.e. coefficients are small in \( q \)). Similarly, \( \hat{t} \) is computed in a similar manner and bit-reversal can be omitted. On the other hand, \( NTT^{-1} \) operations do still require bit-reversals so this optimization is not valid.

Now, it is possible to optimize each butterfly stage independently. There are 5120 butterflies in total each consisting an addition, a subtraction and a multiplication by the twiddle factor. Authors mention that Montgomery Forms are used with \( R = 2^{18} \). This aligns with the fast 18-bit shift right operation implemented on a general purpose processing unit. Therefore, all twiddle factors \( \omega^i, \ i \in \mathbb{Z}, 0 \leq i < 512 \) are kept in memory as \( 2^{18} \omega^i \). Also, these factors should be kept in 32-bit unsigned integers since \( 18 + 14 = 32 \). After each butterfly, a 32-bit integer value is reduced using Montgomery reduction. using the algorithm in Figure 4.2. In this algorithm, \( R = 2^{18} \), 30
\[ m = a' \times 12287 \]

Therefore, it is an application of the REDC algorithm mentioned in the previous section. Note that only least significant 18-bits of \( m \) is taken into account since when multiplied by \( q \) the most significant bits will overflow 32-bit integer \( u \) anyway.

Figure 4.2: Montgomery reduction \((R = 2^{18})\)

```c
1 uint16_t mred(uint32_t a) {
2     uint32_t u;
3     u = (a * 12287);
4     u &= ((1 << 18) - 1);
5     a += u * 12289;
6     return a >> 18;
7 }
```

There is subtle point to note however. This algorithm will fail for integers above \( 2^{32} - q(R - 1) = 1073491969 \). This can be observed by considering the maximum value of \( u \) which is \( R - 1 \) and the following.

\[ a = a + u = 2^{32} - q(R - 1) + (R - 1)q = 2^{32} \]

Next, it is necessary to reduce after modular additions. For this task, algorithm in Figure 4.3 is employed. This routine reduces any 16-bit unsigned integer to an integer of at most 14-bits which is congruent modulo \( q \).

Figure 4.3: Short Barrett Reduction

```c
1 uint16_t bred(uint16_t a) {
2     uint32_t u;
3     u = ((uint32_t) a * 5) >> 16;
4     a -= u * 12289;
5 }
```

There is an interesting observation done by the authors. They realized that addition of two \( 2^{14} \) bits results in at maximum \( 2^{16} \) bits. Therefore, since short Barrett reduction can handle up to 16-bits, Barrett reductions are done only in every second level. The algorithm for this is given in Figure 4.4. In line 4 of this algorithm, \( 3 \times q \) is added to
the operand of mred. This is to avoid unsigned underflow in the subtraction operation. Coefficients never grow more than 15-bits and \( 3q = 36867 > 2^{15} \).

Figure 4.4: The Gentleman-Sande butterfly inside odd levels of NTT computation. All \( a[j] \) and \( W \) are of type \textit{uint16_t}.

```c
1  W = omega[jTwiddle++];
2  t = a[j];
3  a[j] = bred(t + a[j+d]);
4  a[j+d] = mred(W * ((uint32_t)t + 3*12289 - a[j+d]);
```

If we set \( t = 2^{15} - 1 \), \( a[j + d] = 0 \) and \( W = q - 1 \), we obtain \( 12288 \cdot (2^{15} + 3q) = 85562592 < 2^{30} \) which is safe for REDC algorithm.

Next, I proceed into the details of the use of NTT in [4].

First, BitRev and PolyBitRev are defined as follows.

\[
BitRev(v) = \sum_{i=0}^{\log_2(n) - 1} (((v \gg i) \& 1) \ll (\log_2(n) - 1 - i)) \quad (4.26)
\]

\[
PolyBitRev(s) = \sum_{i=0}^{n-1} s_i X^{BitRev(i)} \quad (4.27)
\]

Similar to the previous paper, it is said that bit-reversals are omitted for the forward transformations as all inputs are only random noise. Forward NTT is defined as follows.

\[
NTT(g) = \hat{g} = \sum_{i=0}^{n-1} \hat{g}_i X^i \quad (4.28)
\]

\[
\hat{g}_i = \sum_{j=0}^{n-1} \gamma^j g_j \omega_{ij} \mod q \quad (4.29)
\]

where \( \gamma = \sqrt{\omega} \). The function \( NTT^{-1} \) is the inverse number theoretic transform. The computation is essentially the same except that it uses \( \omega^{-1} \mod q \).

\[
NTT^{-1}(\hat{g}) = g = \sum_{i=0}^{n-1} g_i X^i \quad (4.30)
\]

\[
g_i = (n^{-1} \gamma^{-1} \sum_{j=0}^{n-1} \hat{g}_j \omega^{-ij}) \mod q. \quad (4.31)
\]
This concludes the discussion of NTT in NewHope scheme.

4.4 SWIFFT and SWIFFTX

SWIFFT is a collection of compression functions [21, 22, 29]. The security of it is based on the computationally hard lattice problems that provides this function with the property of being provably collision resistant. Therefore, it may be used in digital signatures and authentication protocols. However, the SWIFFT compression function has some undesirable properties such as linearity and lack of pseudo-randomness. In order to remedy this situation and remove these undesirable properties, a new compression function called SWIFFTX, one of the candidates of SHA-3 competition, was proposed in [6].

SWIFFTX has 256-byte input blocks and 65-byte output blocks. In the default configuration, input byte string is shaped as a 32 column matrix where each column comprises 8 bytes. The initial round first executes a Number Theoretic Transform (NTT) on each column and the result is a 64 by 32 matrix. This matrix is then multiplied by three different constant matrices $A_i, \forall i \in \mathbb{Z}, 0 \leq i < 3$ separately. Next, the diagonals of these three matrices are extracted to form three vectors of dimension 64. These vectors are then translated to byte strings by a translation algorithm and results are concatenated to form a single byte string. To provide non-linearity, this byte string is passed through a SBox before fed into the second round. The second round is similar to the first one yet only a single matrix multiplication is done where constants are provided by $A_0$. Only 25 columns of $A_0$ are used in matrix multiplication. Finally, there is a carry propagation operation at the end of the round that assembles the final byte of the output. In SWIFFTX, arithmetic is carried out in the finite field of characteristic $p = 2^8 + 1 = 257$. The total number of constants in the matrices $A_i, \forall i \in \mathbb{Z}, 0 \leq i < 3$ is $3NM$ where $N = 64$ is the number of rows and $M = 32$ is the number of columns. These constants are designed to be random and derived from the expansion of the transcendental number $\pi$ via a certain algorithm (see [22]) in order values to fit into the given field.

In this section, I provide a description for the SWIFFT and the SWIFFTX. Let $p =$
2^8 + 1 = 257, \( N = 64 \) and \( M = 32 \) with \( 2N \mid p - 1 \). These are the concrete parameters given in [22].

**Definition 21.** Let \( n \in \mathbb{Z}^+ \), \( X \in \mathbb{F}_p^{n \times n} \), \( Y \in \mathbb{F}_p^n \). Define the column operator \( C_j : \mathbb{F}_p^{n \times n} \to \mathbb{F}_p^n \) as \( C_j(X) = Y \) where \( y_i = x_{ij}, \forall i \in \mathbb{Z}, 0 \leq i < n \).

**Definition 22.** Let \( n \in \mathbb{Z}^+ \), \( X \in \mathbb{F}_p^{n \times n} \), \( Y \in \mathbb{F}_p^n \) be a square matrix. Define the main diagonal operator \( D : \mathbb{F}_p^{n \times n} \to \mathbb{F}_p^n \) as \( D(X) = Y \) where \( y_i = x_{ii}, \forall i \in \mathbb{Z}, 0 \leq i < n \).

**Definition 23.** The Number Theoretic Transform employed in SWIFFT is defined as \( \text{NTT}_N : \mathbb{F}_2^N \to \mathbb{F}_p^N \) where \( \text{NTT}_N(u_0, \ldots, u_{n-1}) = (v_0, \ldots, v_{n-1}), v_j = \sum_{i=0}^{N-1} u_i \omega^{2ij}, \forall j \in \mathbb{Z}, 0 \leq j < N \), and \( \omega \in \mathbb{F}_p \) is the 2N-th root of unity such that \( \omega^{2N} = 1 \).

**Definition 24.** Define the unary operator \( E_M : \mathbb{F}_2^{N \times M} \to \mathbb{F}_p^{N \times M} \) as \( E(X) = YX \), where \( Y \in \mathbb{F}_p^{N \times N} \) with \( y_{ij} = \omega^{2j} \in \mathbb{F}_p, \forall i, j \in \mathbb{Z}, 0 \leq i, j < N \) and \( \omega \) is the 2N-th root of unity such that \( \omega^{2N} = 1 \).

It is now possible to define the first part of the SWIFFT compression function in terms of the primitives above.

**Definition 25.** Let \( U, A \in \mathbb{F}_p^{N \times M} \). Define \( \text{SWIFFT}' \) as follows:

\[
\text{SWIFFT}'_M : \mathbb{F}_2^{N \times M} \times \mathbb{F}_p^{N \times M} \to \mathbb{F}_p^N \\
U \times A \mapsto D(VA^T)
\]

where \( C(V)_j = \text{NTT}_N \circ C_j \circ E_M(U), \forall j \in \mathbb{Z}, 0 \leq j < M \).

The above definition shows how to calculate the j-th column of the matrix \( V \) denoted by \( C(V)_j \). Finally, \( V \) is multiplied by \( A^T \) and \( D \) is applied to obtain the result.

\( \text{SWIFFT}' \) basically captures the crucial part of the SWIFFT. The rest deals with the translation of vectors with elements in \( \mathbb{F}_p \) to vectors with elements in \( \mathbb{F}_2 \).

**Definition 26.** Let \( X \in \mathbb{F}_p^N \) be a matrix and let \( N' = N/8 \). Define the map \( G \) as:

\[
G : \mathbb{F}_p^N \to \mathbb{F}_p^{N' \times N'} \\
X \mapsto Y
\]

where \( y_{ij} = x_{i+8j}, \forall i, j \in \mathbb{Z}, 0 \leq i, j < 8 \).
Definition 27. Let $N' = N/8$. Define the translation map $T$ as:

$$T : \mathbb{Z}_p^{N'} \rightarrow \mathbb{Z}_{256}^N \times \mathbb{Z}_{256}^N$$

$$a = \sum_{i=0}^{N'-1} a_i p^i \leftrightarrow b = \sum_{i=0}^{N'-1} b_i 256^i \times ((a - (a \mod 256^{N'})) \gg N).$$

The above function basically translates vectors from base 256 to base 257 with the rightmost component being the carry. It is now possible to define SWIFFT.

Definition 28. Let $U \in \mathbb{F}_p^{N \times M}$ be an input matrix and $A \in \mathbb{F}_p^{N \times M}$ be a constant matrix. Then, SWIFFT$_M$ is defined as:

$$\text{SWIFFT}_M : \mathbb{F}_2^{N \times M} \times \mathbb{F}_p^{N \times M} \rightarrow \mathbb{Z}_{256}^N \times \mathbb{Z}_{256}^N$$

$$U \times A \mapsto \sum_{i=0}^{N'-1} \pi_1(a_i)256^{iN'} \times \bigvee_{i=0}^{N'-1} \pi_2(a_i)2^i$$

where $N' = N/8$, $U' = \text{SWIFFT}'_M(U, A)$, $a_i = T \circ C_i \circ G(U')$ and $\pi_j$ is the projection operator onto the $j$-th component.

SWIFFTX employs SWIFFT as a building block. However, there are two variations. The first round employs $\text{SWIFFT}_M$ with parameter $M = 32$ and the second round sets $M = 25$ denoted by $M'$ in the following definition.

Definition 29. Let $X \in \mathbb{F}_2^{N \times M}$ be an input matrix and $A_i \in \mathbb{F}_p^{N \times M}$, $\forall i \in \mathbb{Z}$, $0 \leq i < 3$ be three constant matrices. Then, SWIFFTX$_M$ is defined as follows:

$$\text{SWIFFTX}_M : \mathbb{F}_2^{N \times M} \rightarrow \mathbb{Z}_{256}^{N+1}$$

$$X \mapsto \pi_1(Z) \parallel \pi_2(Z)$$

where $Y_i = \text{SWIFFT}_M(X, A_i), \forall i \in \mathbb{Z}, 0 \leq i < 3$, $U = \pi_1(Y_1) \parallel \pi_1(Y_2) \parallel \pi_1(Y_3)$, $V = \pi_2(Y_1) \parallel \pi_2(Y_2) \parallel \pi_2(Y_3)$, $P = 0 \in \mathbb{Z}_{256}^5$ is a five byte padding, $Z = \text{SWIFFT}_M(SBox(U \parallel V \parallel P), A_0)$, $SBox$ is a lookup operation and $\parallel$ is the concatenation operator.

In the following chapter, I present an efficient GPU implementation of this hash function.
CHAPTER 5

NUMBER THEORETIC TRANSFORMS IN SWIFFTX

In this chapter, number theoretic transforms in SWIFFTX are discussed. The composition of $NTT_N$ and the multiplication function $E_M$ is core to our discussion. However, it is sufficient to deal only with a column to understand the transform. For this purpose, the following definition is provided.

$$F : \{0, 1\}^{64} \mapsto \mathbb{Z}_{257}^{64}$$

$$(x_0 \ldots, x_{63}) \rightarrow (y_0, \ldots, y_{63})$$

where $y_i = \sum_{k=0}^{63} (x_k \cdot \omega^k) \cdot (\omega^2)^{ik} = \sum_{k=0}^{63} x_k \cdot \omega^{(2i+1)k} \in \mathbb{Z}_{257}$. In terms of the previous definitions, the equality $F = C_l \circ NTT_N \circ E_M$ holds for a column $l \in \mathbb{Z}$, $0 \leq l < M$.

Now if we write the index $i$ for the input as $i = i_0 + 8i_1$, $i \in \mathbb{Z}$, $0 \leq i < 63$ and $k$ as $k = k_0 + 8k_1$, $k \in \mathbb{Z}$, $0 \leq k < 63$ we then have the following:

$$y_{i_0+8i_1} = \sum_{k=0}^{63} x_k \omega^{(2i_0+16i_1+1)k},$$

$$= \sum_{k_0=0}^{7} \sum_{k_1=0}^{7} x_{k_0+8k_1} \omega^{(2i_0+16i_1+1)(k_0+8k_1)},$$

$$= \sum_{k_0=0}^{7} (\omega^{16})^{i_1 k_0} \left(\omega^{(2i_0+1)k_0} \cdot \sum_{k_1=0}^{7} \omega^{8k_1(2i_0+1)} \cdot x_{k_0+8k_1}\right).$$

where $\omega^{16i_1} 8k_1 = 1$ since $\omega^{128} = 1$. Now set $m_{k_0,i_0} = \omega^{(2i_0+1)k_0}$ and $t_{k_0,i_0} =$
\[
\sum_{k_1=0}^{7} \omega^{8k_1(2i_0+1)}x_{k_0+8k_1} \quad \text{and the equation becomes}
\]
\[
y_{i_0+8i_1} = \sum_{k_0=0}^{7} \omega^{16i_1k_0}(m_{k_0,i_0} \cdot t_{k_0,i_0}).
\] (5.6)

For each \(k_0 \in \mathbb{Z}, 0 \leq k_0 < 8\), consider the vector \(t_{k_0} = (t_{k_0,0}, \ldots, t_{k_0,7})\). This vector can take 256 different values and the result depends only on the input bits \(x_{k_0}, x_{k_0+8i_1}, \ldots, x_{k_0+8i_1+7}\). This is the first observation done by the authors in [6]. Therefore in the implementation, the input is decimated as follows. Let input be \(X_0, \ldots, X_7\) where \(X_{k_0} = (x_{k_0}, x_{k_0+8}, \ldots, x_{k_0+8}, \ldots) \in \mathbb{F}_8^8\) where \(k_0 \in \mathbb{Z}, 0 \leq k_0 < 8\).

Now \(t_{k_0}\) can be found by a single table lookup operation such that \(t_{k_0} = T(X_{k_0})\). This table has 256 entries with entries in \(\mathbb{Z}_{257}\). The multipliers \(m_{k_0} = (m_{k_0,0}, \ldots, m_{k_0,7})\) can also be pre-computed similarly.

The second observation done by the authors in [6] is the following. For a fixed \(i_1 \in \mathbb{Z}, 0 \leq i_1 < 8\), the output \(y = F(x)\) can be partitioned into 8 vectors of dimension 8.

\[
y_{i_1} = (y_{8i_1}, y_{8i_1+1}, \ldots, y_{8i_1+7}) \in \mathbb{Z}_{257}^8.
\] (5.7)

Now for any \(i_0 = 0, \ldots, 7\), the \(i_0\)-th component of \(y_{i_1}\) depends only on the \(i_0\)-th component of \(m_{k_0}\) and \(t_{k_0}\). Besides, the same operation is executed on every coordinate. This allows parallelization of the computation of the output vectors \(y_0, \ldots, y_7\) using SIMD instructions. Therefore, each \(y_{i_1}\) can be calculated as follows:

\[
y_{i_1} = \sum_{k_0=0}^{7} \omega^{16i_1k_0}(m_{k_0} \cdot t_{k_0})
\] (5.8)

where vectors \(m_{k_0}\) and \(t_{k_0}\) are component-wise multiplied. Finally, the resulting equation is a 8 dimensional Discrete Fourier transform using \(\omega^{16}\) as an 8-th root of unity in \(\mathbb{Z}_{257}\). It is shown previously that it is possible to implement this in \(O(N \log N)\) with \(N = 8\) using FFT.
Now in the algorithm, $\omega$ is chosen to be $42 \in \mathbb{Z}_{257}$. This leads to $\omega^{16} \equiv 2^2 \equiv 4 \mod 257$. Therefore, multiplication by $\omega^{16}, \omega^{32}, \omega^{48}$ can be implemented by left shifting by 2, 4, 6 positions respectively.

Reductions in $\mathbb{Z}_{257}$ can be implemented as $x \equiv (x \& 255) - (x \gg 8) \mod 257$. The modular reduction is still necessary since there is risk of underflow (i.e. the result being negative).

This concludes our discussion of NTT in SWIFFTX. In the next chapter, an efficient GPU implementation of SWIFFTX is given.
CHAPTER 6

AN EFFICIENT GPU IMPLEMENTATION OF SWIFFT AND SWIFFTX

6.1 Introduction

In this text, I present an efficient parallel implementation of SWIFFTX on GPU. In order to obtain high performance, we have optimized memory access according to memory transaction coalescing rules and optimized arithmetic operations using intrinsics. These are essential for realization of a fast implementation. Furthermore, shared memory is used to hold all intermediate values. Representing elements of $\mathbb{F}_{257}$ in signed char posed a certain challenge however, this is resolved by a map and another additional small routine. Moreover, the serial base 257 to base 256 translation algorithm is parallelized by using a binomial matrix. Experimental results (Section 6.6) show that our implementation is approximately 1000 times faster than the single-threaded x86 reference implementation and 10 times faster than the ported reference implementation. In terms of power consumption, our implementation performs 5 Watts better per $2^{16}$ hashes and 13 Watts better per $2^{19}$ hashes.

The rest of the chapter is organized as follows: In Section 6.2, GPU programming is discussed. In Section 6.3, the reference x86 implementation of SWIFFTX is presented. This implementation is ported to CUDA without applying a particular optimization. Its characteristic is evaluated to determine performance bottlenecks. In Section 6.4, a parallel version of the SWIFFTX algorithm is presented. In order to achieve our goal, we investigate further possible optimizations specific to the given hardware and propose solutions to discords between hardware and software. In Sec-
In Section 6.5, further improvements such as improving cache hits rates and fixing memory bank conflicts are discussed. In Section 6.6, a methodology to evaluate performance of implementations is develop and results are obtained. These results are mostly GPU specific.

### 6.2 Compute Unified Device Architecture - CUDA

Compute Unified Device Architecture (CUDA) is very different from general purpose architectures such as x86 and AMD64. It has a great number of threads. A group of 32 threads is called a warp. This is the minimal number of threads that can be spawned simultaneously. Warps can be arranged to form a block. Therefore, the number of threads in a block is a multiple of 32. Blocks can also be arranged to form larger blocks called grids. Blocks and grids can be 1, 2 or 3 dimensional to fit into the requirements of the implementation. In this text, GP104 (GP104-400-A1) chip manufactured by NVIDIA is targeted. This chip is a member of the sixth generation NVIDIA Pascal micro-architecture. In this particular chip, the number of threads in a block is limited to $2^{10} = 1024$ threads. A Streaming Multiprocessor (SM) in this chip can run two 1024-thread blocks simultaneously and there are 20 of them.

In terms of cache, GP104 has 48 KiB Unified Cache and 2 MiB L2 Cache. In CUDA, Unified Cache can be used for local/global loads/stores. L2 is a little bit larger and can be employed for caching global loads/stores. There is also a Texture Cache in Unified Cache which is used for loading constants. Among others, GP104 has another 96 KiB local fast memory per SM. This memory is called Shared Memory and it is particularly useful in terms of optimizing an implementation. Basically, the name *shared* comes from the fact that this memory area can be divided into smaller chunks and moreover, can be shared among a block. Although this region is declared to be fast as registers (2 clocks), it has a limited size and most of the time, determines the maximum number of warps that can be spawned simultaneously along with other factors such as number of registers per block, number of threads per block and number of threads per multiprocessor.
6.3 The Reference Implementation

Next we continue with the x86 reference implementation included in CryptoStreams [14]. The outline of this implementation is given in Figure 6.1. We have kept the variable names unaltered so that the reader can trace them back to the source code. Apart from the definition of SWIFFTX in the previous section, this implementation re-uses the common NTT output for the sake of performance. Assuming a word is 16-bits, elements of $\mathbb{F}_p$ are kept in words. Powers of 64-th root of unity are centered toward zero in the initialization stage. Moreover, NTT is performed via a lookup table. Similarly, SBox lookup is done on byte basis. Translation to base 256 from $\mathbb{F}_p$ is done in 6 iterations in a very efficient manner. Although this implementation is very efficient on x86, it still runs on a single-thread. We ported this implementation to CUDA without applying any further optimizations other than migrating constants to the device memory.

Figure 6.1: SWIFFTX Algorithm

```c
1 ALGORITHM: SWIFFTX
2 INPUT: uint8_t input[256]; // Input
3 int16_t A_0[N*M], A_1[N*M], A_2[N*M]; // Constants
4 OUTPUT: uint8_t output[65]; // Output
5 int32_t fftOut[N*M]; // NTT Output
6 int32_t sum[3*N]; // Three vectors of dimension N
7 uint8_t intermediate[3*N+8]; // Output of the first round
8 doNTT_32(input, fftOut); // 32 Column NTT
9 // Multipl. and Diagonal
10 doMultiply_and_Diag_3(fftOut, A_0, A_1, A_2, sum);
11 doTranslate_3(sum, intermediate); // Translate to base 256
12 doSBox(intermediate); // Apply SBox
13 doNTT_25(intermediate, fftOut); // 25 Column NTT
14 doMultiply_and_Diag_1(fftOut, A_0, sum); // Multipl. and Diagonal
15 doTranslate(sum, output); // Translate to base 256
```

Unlike x86, CUDA architecture provides a high number of registers. The maximum number of registers per block a CUDA kernel can employ is 255. In cases where more registers are required, spills occur and load/stores are served by Unified Cache. The
reference implementation is register rich. With a block size of a warp (32 threads), the compiler decides to use 228 registers (Figure 6.2) for the default optimization level 3 (-O3) although we haven’t forced any loop to unroll. Since the implementation is for x86, it does not employ any shared memory.

According to GP104 specification [23], each SM has a 256 KiB register file. Assuming all 32 bits, a SM can hold up to 65536 registers simultaneously. This kernel has a block size of 32 (a single warp) and employs 228 registers. A calculation shows, each block requires 7296 registers. Therefore, each SM can run $\frac{65536}{7296} \approx 8.9$ warps. NVIDIA Visual Profiler (nvvp, [26]) tells that the actual value is 8 warps. Moreover, each SM can run 2048 threads or 64 warps simultaneously, so the utilization is only 12.5%. Contrary to its high register usage, the kernel still requires an additional 8656 bytes stack frame which further slows the execution down.

Figure 6.2: Reference Implementation Compiler Stats

ptxas info : 16786 bytes gmem
ptxas info : Compiling entry function ‘_Z14swifftx_kernelPhS_i’
   for ‘sm_61’
ptxas info : Function properties for _Z14swifftx_kernelPhS_i
   8656 bytes stack frame, 0 bytes spill stores, 0 bytes spill loads
ptxas info : Used 228 registers, 340 bytes cmem[0]
6.4 A Parallel Implementation

In this section, we present a parallel CUDA implementation of the algorithm. The outline of our implementation is given in Figure 6.3

Figure 6.3: Our Proposed Parallel SWIFFTX Algorithm

```c
ALGORITHM: SWIFFTX

INPUT:  uint8_t input[256]; // Input
        int8_t A_0[N*M], A_1[N*M], A_2[N*M]; // Constants
OUTPUT:  uint8_t output[65]; // Output
NUMBER OF THREADS PER BLOCK: 64

__shared__ int16_t S_fftOut[N*(M+2)]; // Adjusted NTT Output
__shared__ int16_t S_sum[3*N+12]; // Adjusted sum output
__shared__ uint8_t S_intermediate[4*N]; // Enlarged intermediate

uint32_t * _input = S_sum;
// Copy input to shared (4-bytes per thread)
doParallel_Copy(input, _input); __syncThreads();

// 32 Column NTT
doParallel_NTT_32((int8_t *)_input, S_fftOut); __syncThreads();
doParallel_Multiply_and_Diag_3(S_fftOut, A_0, A_1, A_2, S_sum);
__syncThreads();
// Fix leaps
doParallel_Adjust(S_fftOut, S_sum); __syncThreads();
// Translate to base 256
doParallel_Translate_3(S_sum, S_intermediate); __syncThreads();
// Apply SBox
ndoParallel_SBox(S_intermediate); __syncThreads();
// 25 Column NTT
doParallel_NTT_25(S_intermediate, S_fftOut); __syncThreads();
// Multipl. and Diagonal
doParallel_Multiply_and_Diag_1(S_fftOut, A_0, S_sum);
__syncThreads();
// Translate to base 256
doParallel_Translate(S_sum, S_intermediate); __syncThreads();
// Copy results back to device memory
doParallel_Copy(intermediate, output);
```

We select 64 threads, 2 warps per block. This number matches the number of rows of constant matrices $A_i$, $\forall i \in \mathbb{Z}, 0 \leq i < 3$. The details of the proposed parallel
implementation are as follows.

First, we reserve enough shared memory per block for fast access to intermediate values. These intermediate values are \( NM \) words for the NTT output (\( \text{fftOut}[j] \)), \( 3N \) words for the diagonals (\( \text{sum}[j] \)) and \( 3N + 8 \) bytes for the output of the first round (\( \text{intermediate}[j] \)). In total, \( (NM)2 + (3N)2 + (3N + 8) = 4680 \) bytes. To enable fast access to 256 bytes hash input, at the beginning of the kernel, we copy the input to a shared memory location, specifically, to the space reserved for the diagonal output. This space will not be used until NTT is completed therefore we can use it temporarily. Copy is implemented by pointer dereferencing. A 64-thread block can copy the input in a single step (256 bytes = 64 \( \times \) 4 bytes). For the hash output, only 17 threads are running, the others are idle (17 \( \times \) 4 bytes = 68 bytes > 65 bytes). The input is fetched from memory via 128-byte transactions, obeying the memory coalescing rules. Similarly, the hash output is written to the device memory via 64-byte transactions almost all the time except the last 8 bytes.

Now, NTT for a column can be done in 8 steps or strides. Therefore, we divide the NTT into 8 strides where each stride \( i \) is responsible for output row \( 8k + i, \forall k \in \mathbb{Z}, 0 \leq k < 8 \). A 64-thread block can process 8 columns at once and 32 columns in 4 steps. Furthermore, the multiplication at the beginning of the NTT is transformed into a lookup. The size of the lookup table is \( 256 \times 8 \times 8 \) words with values in \( \mathbb{F}_{257} \). These values are constant and served by the Texture Cache. At the end of the NTT, we transpose the output to help the inner product operation in the next stage. Reduction of the field elements is accomplished by the following macro:

\[
\#define \ Q\_REDUCE(a) \ ((a) \ & \ 0xFF) - ((a) \gg 8)
\]

Basically, this macro subtracts the 8 – 15th bits from the 0 – 7th bits. This reduction is an intrinsic property of the nega-cyclic field.

We have the NTT output in shared memory. We need to calculate three diagonals for products \( A_iV^T, \forall i \in \mathbb{Z}, 0 \leq i < 3 \). Although this seems to be a straightforward calculation, Pascal tuning guide [25] informs that the multiplication is a multi-clock operation in GP104 and the compiler can compile a single multiplication up to 20 instructions. To remedy this situation, we employ an intrinsic called \( \_\_dp\_2a \), a two-way dot product. The definition of this operator is given in Figure 6.4 (PTX Manual
Figure 6.4: dp2a two-way dot product-accumulate operator

Syntax:
```c
dp2a.mode.atype.btype d, a, b, c;
.atanype = .btype = { .u32, .s32 };
.mode = { .lo, .hi };
```

Description:

Two-way 16-bit to 8-bit dot product which is accumulated in 32-bit result. Operand a and b are 32-bit inputs. Operand a holds two 16-bits inputs in packed form and operand b holds 4 byte inputs in packed form for dot product. Depending on the.mode specified, either lower half or upper half of operand b will be used for dot product. Operand c has type .u32 if both.atype and .btype are .u32 else operand c has type .s32.

Semantics:
```c
d = c;
// Extract two 16-bit values from a 32-bit input and sign or zero extend based on input type.
Va = extractAndSignOrZeroExt_2(a, .atype);
// Extract four 8-bit values from a 32-bit input and sign or zero extend based on input type.
Vb = extractAndSignOrZeroExt_4(b, .btype);
```
```
b_select = (.mode == .lo) ? 0 : 2;
for (i = 0; i < 2; ++i) {
    d += Va[i] * Vb[b_select + i];
}
```

Now we face the problem that the entries in matrices A, do not fit into int8_t’s (signed char). According to C++11 standard, signed char can hold values from −128 to 127 if the compiler employs Two’s complement representation. Fortunately, the CUDA compiler nvcc employs Two’s complement representation; therefore, we can map our field according to the following function.
\[ f : \mathbb{F}_{257} \to \text{Int8} \]
\[ f(a) = \begin{cases} 
  a & \text{if } 0 \leq a \leq 127, \\
  127 & \text{if } a = 128, \\
  a - 257 & \text{otherwise}.
\end{cases} \]

This representation is different than the *diminished-one number system* employed in [16]. In [16], \( \mathbb{F}_{257} \) is considered to be the integers in the range 0 to 256 inclusive and the field is mapped to 8-bits by subtracting 1 from each element while excluding the zero. The zero case is detected by an additional signal and handled exclusively. However, in GPU, we have no way of knowing whether a value is zero or not unless a predicate is executed. Unfortunately, predicates are sources of divergence therefore very expensive especially in loop bodies, hence we propose a slightly altered approach by defining the above function \( f \). The codomain of \( f \) is selected to be 8-bit signed char just to make it compatible with the \texttt{dp}_2a operator. We have determined 23 \( +128 \)'s in \( A_i \), \( \forall i \in \mathbb{Z}, \ 0 \leq i < 3 \). There are nine in \( A_0 \), seven in \( A_1 \), and seven in \( A_2 \). We first replace those values with \( +127 \)'s and do the multiplication. After computing the diagonal, we add missing values by a small routine called \texttt{doParallel_Adjust} which only employs 23 of the 64 threads in a block. This calculation is done as follows:

\[
\begin{align*}
\text{sum}_j &= \sum_i a_{ji} \times \text{fftOut}_{ij}, \\
\text{sum}_j &= \sum_i b_{ji} \times \text{fftOut}_{ij} + \sum_i 128 \times \text{fftOut}_{ij}, \quad b_{ij} \neq 128, \\
\text{sum}_j &= \sum_i b_{ji} \times \text{fftOut}_{ij} + \sum_i 127 \times \text{fftOut}_{ij} + \sum_i \text{fftOut}_{ij}, \\
\text{sum}_j &= \sum_i c_{ji} \times \text{fftOut}_{ij} + \sum_i \text{fftOut}_{ij}, \quad c_{ij} \neq 128.
\end{align*}
\]

with \( \forall j \in \mathbb{Z}, \ 0 \leq j < N \) and \( \forall i \in \mathbb{Z}, \ 0 \leq i < M \). Note that, the rightmost summation on the last line is the residue that needs to be added to its respective row \( j \).

To keep \texttt{doParallel_Adjust} procedure simple, we represent a particular adjustment in a dword. The first byte is the matrix the entry is in, the second is the row, the third is the column and the fourth is always zero. The last byte is kept for the sake of memory alignment. Totally, it consumes \( 23 \times 4 = 92 \) bytes.
Since \( \_\_dp\_2a \) is a two-way dot product, 32 columns can be processed totally in 8 calls to variants \( \_\_dp\_2a\_lo \) and \( \_\_dp\_2a\_hi \). Specifically, this means fetching 2 dwords from \( \text{fftOut} \), a dword from \( A_i \) and computing the dot product twice using each variant once. This is a prominent improvement over the original iteration count of 32 and now, the loop can be unrolled without overloading the instruction fetch queue. Moreover, this approach also halves the memory transaction size required for fetching the entries in the matrices \( A_i \).

Next step is to translate the diagonal entries in \( \mathbb{F}_{257} \) to \( \mathbb{F}_{256} \). In the reference implementation this is done efficiently in 6 iterations. However, each column has to be processed by a single thread. To make it parallel, we employ the following binomial matrix:

\[
\text{typedef int8_t swift_int8_t;}
\text{swift_int8_t binom1[8*8] =}
\begin{align*}
1, & 1, 1, 1, \quad 1, 1, 1, 1, \quad 0, 1, 2, 3, \quad 4, 5, 6, 7, \\
0, & 1, 3, 6, \quad 10, 15, 21, \\
0, & 0, 1, 3, \quad 6, 10, 15, 21, \\
0, & 0, 0, 1, \quad 4, 10, 20, 35, \\
0, & 0, 0, 0, \quad 1, 5, 15, 35, \\
0, & 0, 0, 0, \quad 0, 1, 6, 21, \\
0, & 0, 0, 0, \quad 0, 0, 1, 7, \\
0, & 0, 0, 0, \quad 0, 0, 0, 1,
\end{align*}
\]

This matrix is based on the fact that the equation \( 257^n = (256 + 1)^n = \sum_i \binom{n}{i} 256^i \) holds. Therefore, the elements \( b_{ij} \) of binom1 are defined as follows:

\[
b_{ij} = \begin{cases} 
\binom{i}{j} & \text{if } i \leq j, \\
0 & \text{otherwise,}
\end{cases} \quad \forall i, j \in \mathbb{Z}, \quad 0 \leq i, j \leq 7.
\]

We compute the product of this binom1 matrix and the vector \( \text{sum} \) again using \( \_\_dp\_2a \) operator. Then for 24 columns, we serially propagate carry bits using only 24 threads. Finally using three threads we propagate three final carry bytes and write them to the 25-th column.
Next, SBox lookup is done. In SWIFFTX, an 8 by 8 bits SBox is employed to provide non-linearity and this table is accessed byte by byte. Inputs and outputs are $3N + 8 = 204$ bytes long. In GP104, shared memory banks are 4-bytes wide. Processing the input byte by byte therefore creates 4 times more shared memory write transactions than necessary. Instead, we lookup 4 values, combine them using logical shifts and write them at once to comply with the physical shared memory structure. This concludes the first stage of the algorithm.

Second stage starts with a NTT executed on 25 columns. This does not fit well into our 64-thread per block implementation. We execute three and a half NTT iterations to process 25 columns. Adjustment is done only on eight values since the ninth $+128$ is in column 30. Translation to $\mathbb{F}_{256}$ is applied using the same technique but this time the output is only $8 + 1 = 9$ columns. Finally, the 65-byte output in the shared memory is written to device memory dword by dword to comply with the memory transaction coalescing rules. This finalizes major optimizations done on the algorithm.

### 6.5 Further Improvements and Occupancy Analysis

In Pascal micro-architecture, shared memory is divided into 16 banks where each bank is 4 bytes. This physical constraint leads to conflicts while writing the NTT output. To overcome this situation, we add two unused rows to the transposed NTT output and adjust pointer arithmetic accordingly. Now, the NTT output is $(M+2)N = 34 \times 64$ words. In pointer arithmetic, multiplication by 34 is implemented as shift by 5 plus shift by 1. However, this introduces latency when compared to a single shift. Similarly, we add four rows to sum area, it is $3N + 12$ words now. Finally, to prevent any other alignment issues, we set the size of the intermediate area to $4N$ bytes. Since we copy the input to a shared memory location at beginning of the kernel, we do not face any global memory access inefficiencies related to the input. Similarly, the output is written directly from shared memory to the global memory at the end of the kernel therefore it is efficient. However, the size of the output is 65 bytes. If several thousands of hashes are calculated in bulk, this leads to an alignment issue for the output of the consecutive hashes. Therefore, we modify the output size and set it to 72 bytes to prevent any issues of this kind.
Now, NTT lookup table is of size $256 \times 8 \times 8$ words. Each lookup returns a word. *nvvp* shows an inefficiency in global load L2 transaction, specifically, the ideal is 2 but the current is 4 transactions per access. This can be remedied only if the lookup returns a dword. However, the table size in that case becomes too large to fit into L2 Cache therefore left unoptimized. Similarly, *nvvp* shows an inefficiency of 7.5 to 1 L2 transactions per access while looking up the table SBox. We have tried to implement the same routine by an $16 \times 16$ bits SBox yet the speed is reduced, therefore we left it as is.

Finally, we calculate the occupancy. In one hand, *nvcc* compiler tells that our kernel employs 48 registers. GP104, register file is 256 KiB, assuming all 4 bytes, there are 65536 registers in total per SM. A thread employs 48 and a block employs $48 \times 64 = 3072$ registers. Dividing 65536 by this number leads to $\approx 21.3$ block limit. On the other hand, we have the following definitions:

```c
__shared__ int16_t S_fftOut[(M+2)*N];
__shared__ int16_t S_sum[3*N+12];
__shared__ unsigned char S_intermediate[4*N];
```

Now, $S_{fftOut}$ is $(32 + 2) \times 64 \times 2 = 4352$ bytes, $S_{sum}$ is $[(3 \times 64) + 12] \times 2 = 408$ bytes and $S_{intermediate}$ is $4 \times 64 = 256$ bytes. Therefore, Shared Memory usage is 5016 bytes in total. Dividing the Shared Memory size 96 Kib by this number leads to $\approx 19.6$ blocks. Therefore, our kernel has a block limit of $\min(21.3, 19.6) = 19.6$. This leads to $19 \times 64 = 1216$ threads per SM or in other words we have $1216/2048 = 0.594$, 59.4% occupancy per SM.

### 6.6 Methodology and Results

All results are obtained on an IntelE5410 CPU system where Linux version is 4.14.104, GNU glibc version is 2.27, CUDA version is 10.0 and NVIDIA driver version is 415.27. The method the results are obtained is as follows. Each test round consists of $2^{14}$ hashes. First, there is a step to warm the CPU and the GPU up for 10 rounds. Then, we generate test data for each set of input and sequentially run the algorithm.
on CPU, then on the GPU and collect the results. Generated input data is classified as follows: (i) All zeroes: weight 0/byte, (ii) All ones: weight 8/byte, (iii) All random: non-constant random weight/byte, (iv) All random: weight 4/byte.

This classification allows us to see whether or not the Hamming weight of the input does effect the performance of our kernel. All random data is generated by glibc random(3). For all random weight 4/byte test, we employ Fisher-Yates shuffling algorithm [11]. We have generated enough random data for 2^{14} input blocks (2^{22} bytes) per test round. Furthermore, we set the affinity of the process via sched_affinity(2) to CPU 0 to get consistent results, avoid kernel rescheduling and cache invalidation.

The results are given in Table 6.1. These results are acquired using GNU gprof v2.31.1 and nvprof v10.0.130 profilers. Table 6.1 shows execution times of different implementations. First one is the x86 reference implementation, the second, GPU ported reference implementation and the last one is our parallel implementation. These results strongly indicate that the Hamming weight of the input is irrelevant, hence all data in the following tables are collected using non-constant weight All random data set. Table 6.2 depicts cache hit rates. Table 6.3 depicts memory throughput metrics obtained by the profiler. Figure 6.5 depicts kernel stall reasons of implementations. For the reference, test device properties are also included in Table A.1.

<table>
<thead>
<tr>
<th></th>
<th>Intel XeonE5410 Reference Impl.</th>
<th>NVIDIA GeForce GTX1080 Ported Reference Impl.</th>
<th>NVIDIA GeForce GTX1080 Our Parallel Impl.</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>All zeroes</td>
<td>3.50 × 10^5</td>
<td>3.76 × 10^3</td>
<td>3.78 × 10^2</td>
<td>μsec</td>
</tr>
<tr>
<td>All ones</td>
<td>3.50 × 10^5</td>
<td>3.75 × 10^3</td>
<td>3.78 × 10^2</td>
<td>μsec</td>
</tr>
<tr>
<td>All random</td>
<td>3.50 × 10^5</td>
<td>3.77 × 10^3</td>
<td>3.80 × 10^2</td>
<td>μsec</td>
</tr>
<tr>
<td>All random weight 4</td>
<td>3.50 × 10^5</td>
<td>3.76 × 10^3</td>
<td>3.80 × 10^2</td>
<td>μsec</td>
</tr>
</tbody>
</table>

Table 6.1 shows almost 10x increase in speed compared to the ported reference implementation. Global memory accesses in our implementation are very efficient. For all random test, nvvp shows global store efficiency of 70.8% and global load efficiency of 74.7%. The kernel employs a total of 5016 bytes of shared memory per block. Un-
The use of shared memory makes data access very fast. However, it is limited only up to 96 KiB per SM therefore determines the number of warps spawned simultaneously. Parallel kernel requires only 48 registers. Decreasing this number via __launch_bounds leads to spill loads and stores degrading the performance. This number is sufficient for 19 warps to be spawned simultaneously. Our kernel performs L2 Cache hit rate of 33.7% and Unified Cache hit rate of 96.2% in the very same test (Table 6.2). These numbers indicate caches are efficiently utilized. Also, measured occupancy per SM is 57.4%. Since this is above 50%, it is enough to hide the arithmetic latency of the ALU inside GP104. This is discussed in detail in [36].

In Table 6.3, memory throughput metrics are given. First of all, system memory access is negligible in both kernels since data is copied to the device memory beforehand. Next, the device memory usage is reduced making it a bottleneck no more. Since our kernel employs a less number of registers, there is no local load or store. Global load throughput is increased by five times and stores are reduced by a half. Similarly, it is possible to observe Shared Memory throughput which makes a big difference in our parallel implementation. Unified Cache throughput is increased since we instruct the assembler to cache everything via the flag (-Xptxas -dlcm=ca). This is also the reason for the reductions in L2 throughputs.

Figure 6.5 depicts the percentage of stall reasons per kernel. In the reference implementation, kernel stalls 29% percent due the memory dependencies. Also loading
Table 6.3: Memory Throughput Metrics

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Reference Impl.</th>
<th>Parallel Impl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>sysmem_read_throughput</td>
<td>System Memory Read</td>
<td>0.00000B/s</td>
<td>0.00000B/s</td>
</tr>
<tr>
<td>sysmem_write_throughput</td>
<td>System Memory Write</td>
<td>41.824KB/s</td>
<td>475.05KB/s</td>
</tr>
<tr>
<td>dram_read_throughput</td>
<td>Device Memory Read</td>
<td>132.83GB/s</td>
<td>11.888GB/s</td>
</tr>
<tr>
<td>dram_write_throughput</td>
<td>Device Memory Write</td>
<td>70.031GB/s</td>
<td>6.5270GB/s</td>
</tr>
<tr>
<td>local_load_throughput</td>
<td>Local Memory Load</td>
<td>265.30GB/s</td>
<td>0.00000B/s</td>
</tr>
<tr>
<td>local_store_throughput</td>
<td>Local Memory Store</td>
<td>72.083GB/s</td>
<td>0.00000B/s</td>
</tr>
<tr>
<td>gld_throughput</td>
<td>Global Load</td>
<td>117.50GB/s</td>
<td>580.49GB/s</td>
</tr>
<tr>
<td>gst_throughput</td>
<td>Global Store</td>
<td>8.4957GB/s</td>
<td>4.4536GB/s</td>
</tr>
<tr>
<td>shared_load_throughput</td>
<td>Shared Memory Load</td>
<td>0.00000B/s</td>
<td>1644.9GB/s</td>
</tr>
<tr>
<td>shared_store_throughput</td>
<td>Shared Memory Store</td>
<td>0.00000B/s</td>
<td>914.47GB/s</td>
</tr>
<tr>
<td>tex_cache_throughput</td>
<td>Unified Cache</td>
<td>327.27GB/s</td>
<td>1101.5GB/s</td>
</tr>
<tr>
<td>l2_tex_read_throughput</td>
<td>L2 (Texture Reads)</td>
<td>138.68GB/s</td>
<td>71.209GB/s</td>
</tr>
<tr>
<td>l2_tex_write_throughput</td>
<td>L2 (Texture Writes)</td>
<td>80.579GB/s</td>
<td>4.4536GB/s</td>
</tr>
<tr>
<td>l2_read_throughput</td>
<td>L2 (Reads)</td>
<td>139.02GB/s</td>
<td>71.643GB/s</td>
</tr>
<tr>
<td>l2_write_throughput</td>
<td>L2 (Writes)</td>
<td>80.579GB/s</td>
<td>4.4548GB/s</td>
</tr>
</tbody>
</table>

Additional user-space benchmarking shows that we can calculate $2^{14}$ hashes in 420 milliseconds on a single x86 thread. The same can be achieved only in 4 milliseconds on the test device. This data also includes the duration of copying input to the device memory and getting it back to system memory over PCIe bus. According to these indicators, the throughput of x86 implementation is $2^{14} \times 2^8 \text{bytes/420 msecs} =$
4 MiB/420 msecs \approx 10 MiB/sec per thread while the throughput of our CUDA implementation is \(2^{14} \times 2^8 \text{ bytes}/4 \text{ msecs} = 4 \text{ MiB}/4 \text{ msecs} \approx 1 \text{ GiB/sec}\) where \(2^8 \text{ bytes}\) is the hash input block size.

Power consumption metrics have also been collected using nvprof profiler (Table B.1, B.2). The program is run for only a single test round without a warmup stage. Collected data shows on adaptive power mode, our board consumes 40W per test round on Reference Implementation and 35W on Parallel Implementation. This suggests our implementation consumes almost 5 Watts less on adaptive mode per test round. These values become 56W to 43W when test round hash count is increased to \(2^{19}\). The difference is almost 13 Watts.

Figure 6.5: Kernel Stall Reasons, Reference Impl. (left) vs Our Parallel Impl. (right)
CHAPTER 7

CONCLUSION

The NIST’s PQC standardization process is a response to advances in the development of quantum computers. These quantum computers exploit quantum mechanical phenomena to solve mathematical problems that are difficult or intractable for conventional computers. If we assume the existence of large-scale quantum computers then, they will be able to break current public-key cryptosystems. These systems consist of digital signatures and key-establishment schemes. Quantum computers will have no a drastic impact on symmetric-key cryptosystems, as said before doubling the keyspace would restore the original security level.

Round 1 of the standardization process is over and the report can be found in [3]. In this report, it is mentioned that 82 candidates were submitted and 69 first-round candidates were found eligible for processing. The criteria for eligibility includes provisions for reference and optimized C code implementations, known-answer tests, a written specification and required intellectual property statements. In addition, algorithms are required to be implementable in a wide range of hardware and software platforms.

NIST selected 26 of those 69 candidates to be qualified for the second round. The security, cost and performance, and algorithm and implementation characteristics of a candidate in selecting the second-round candidate is considered in this process.

In the report, NIST not only considered the attacks that directly demonstrated that a candidate fell short of NIST’s stated security targets but also the attacks that brought the candidate’s underlying security assumptions into question.
The second round qualifiers are given in Table 7.1. The list contains 17 public-key encryption and key-establishment schemes and 9 digital signature schemes. In this thesis, one of the PKE scheme candidates NewHope is discussed.

The conference for the second round was held in August 2019, at the University of California Santa Barbara. In 2020, it is planned to either select finalists for a final round or select a small number of candidates for standardization.

Another subject discussed in this thesis is SWIFFTX. It is one of the lattice based hash function that provides provable collision resistance and pseudo-randomness. We have presented an efficient parallel implementation of SWIFFTX on GPU. Our tests have showed that the proposed implementation is approximately 1000 times faster than the single-thread x86 implementation and 10 times faster than the ported reference implementation. Moreover, the throughput is also increased by 100 times. In terms of power consumption, our implementation performs 5 Watts better per $2^{16}$ hashes and 13 Watts better per $2^{19}$ hashes.

It should be noted that there are newer architectures such as Volta and Turing than Pascal, a member of the sixth generation CUDA. These newer generations have higher memory bandwidth and more computation capabilities. Furthermore, the technology called Independent Thread Scheduling (ITS) is built into those new architectures. This technology will probably allow GPU’s to utilize resources more efficiently in terms of scheduling and synchronization and deliver more speed and throughput if properly implemented. First idea basically aims to increase the occupancy. It might
be possible to implement a version of the algorithm that does not employ any shared memory instead, passes data across threads via Warp Shuffling. Consequently, this new implementation and the one that uses shared memory can be run simultaneously in the presence of ITS and hence a higher occupancy will be achieved. On the other hand, this might not lead to a significant improvement since we are still facing the burden of field arithmetic assigned to ALU. The second idea might target the time lost during synchronization. Figure 6.5 indicates that our kernel is stalled by synchronization primitives by 11% percent. This situation might be improved by ITS and defining explicit memory reads and writes using volatile keyword.
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## APPENDIX A

## TEST DEVICE PROPERTIES

Table A.1: Test Device Properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name, Brand</td>
<td>Asus</td>
<td></td>
</tr>
<tr>
<td>Architecture</td>
<td>NVIDIA GTX1080</td>
<td></td>
</tr>
<tr>
<td>Total amount of global memory</td>
<td>8120</td>
<td>Mbytes</td>
</tr>
<tr>
<td>Number of Stream Multiprocessors</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Number of cores per SM</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>Total Number of cores</td>
<td>2560</td>
<td></td>
</tr>
<tr>
<td>GPU / Memory Clock</td>
<td>1734 / 5005</td>
<td>MHz</td>
</tr>
<tr>
<td>L2</td>
<td>2097152</td>
<td>bytes</td>
</tr>
<tr>
<td>Total amount of constant memory</td>
<td>65536</td>
<td>bytes</td>
</tr>
<tr>
<td>Total amount of shared memory per block</td>
<td>49152</td>
<td>bytes</td>
</tr>
<tr>
<td>Total number of registers available per block</td>
<td>65536</td>
<td></td>
</tr>
<tr>
<td>Warp size</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>Maximum number of threads per multiprocessor</td>
<td>2048</td>
<td></td>
</tr>
<tr>
<td>Maximum number of threads per block</td>
<td>1024</td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX B

POWER CONSUMPTION DATA

Table B.1: Ported Reference Implementation Power Consumption Data

<table>
<thead>
<tr>
<th>Data/PowerMizer Mode</th>
<th>Adaptive (Min/Avg/Max)</th>
<th>Max. Perf. (Min/Avg/Max)</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM Clock</td>
<td>139.00/1313.40/1607.00</td>
<td>1607.00/1607.00/1607.00</td>
<td>MHz</td>
</tr>
<tr>
<td>Memory Clock</td>
<td>405.00/3789.80/5005.00</td>
<td>4513.00/4709.80/5005.00</td>
<td>MHz</td>
</tr>
<tr>
<td>Temperature</td>
<td>51.00/51.56/52.00</td>
<td>53.00/53.00/53.00</td>
<td>C</td>
</tr>
<tr>
<td>Power</td>
<td>10039.00/39879.00/53144.00</td>
<td>46522.00/50178.67/53231.00</td>
<td>mW</td>
</tr>
<tr>
<td>Fan</td>
<td>0.00/0.00/0.00</td>
<td>0.00/0.00/0.00</td>
<td>%</td>
</tr>
</tbody>
</table>

Table B.2: Our Parallel Implementation Power Consumption Data

<table>
<thead>
<tr>
<th>Data/PowerMizer Mode</th>
<th>Adaptive (Min/Avg/Max)</th>
<th>Max. Perf. (Min/Avg/Max)</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM Clock</td>
<td>139.00/1019.80/1607.00</td>
<td>1607.00/1607.00/1607.00</td>
<td>MHz</td>
</tr>
<tr>
<td>Memory Clock</td>
<td>405.00/2968.20/5005.00</td>
<td>4513.00/4759.00/5005.00</td>
<td>MHz</td>
</tr>
<tr>
<td>Temperature</td>
<td>52.00/52.33/53.00</td>
<td>53.38/53.00/54.00</td>
<td>C</td>
</tr>
<tr>
<td>Power</td>
<td>9995.00/34898.33/53135.00</td>
<td>47012.00/49984.00/53718.00</td>
<td>mW</td>
</tr>
<tr>
<td>Fan</td>
<td>0.00/0.00/0.00</td>
<td>0.00/0.00/0.00</td>
<td>%</td>
</tr>
</tbody>
</table>
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