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ABSTRACT

NATURAL GAS NETWORK DESIGN UNDER DEMAND UNCERTAINTY

Kog, Ering Baris
Master of Science, Industrial Engineering
Supervisor: Assoc. Prof. Dr. Canan Serbetcioglu

December 2019, 127 pages

Pipeline and storage network design problem is to design a pipeline network with its
constituting arcs and their capacities to meet natural gas demands of the cities, while
minimizing the total cost of the system. Storage nodes are included in the network
structure to store the natural gas in cases of insufficient supply. Models for the
deterministic and stochastic versions of the problem are designed. The deterministic
model is solved with the Benders Decomposition method. Three different versions of
Benders decomposition are used. For the stochastic model, two-stage stochastic
programming is used. Computational experiments are performed on randomly
generated problem instances. A case study for the Turkish pipeline system is also

analyzed.

Keywords: Pipeline Network Design, Benders Decomposition, Stochastic Programing
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RASSAL TALEP ALTINDA DOGAL GAZ BORU HATTI TASARIMI

Kog, Ering Baris
Yiiksek Lisans, Endiistri Miithendisligi
Tez Danigmani: Dog. Dr. Canan Serbetcioglu

Aralik 2019, 127 sayfa

Dogal gaz boru hatti ve depolama ag tasarimi problemi, agin dogal gaz talebini
karsilamas1 amaci ile boru hatlarin1 kapasite ve talep kisitlar1 altinda olusturulurken
toplam maliyeti en aza indirir. Dogal gaz depolama tesisleri yetersiz tedarik durumlarinda
kullanmak i¢in agin i¢ine eklenirler. Matematiksel model deterministik ve stokastik olarak
gelistirilmistir. Deterministik model Benders ayrisimi kullamlarak ¢dziilmiistiir. Ug farkli
Benders ayrisim tiirevi kullamlmistir. iki kademeli stokastik optimizasyon modeli
kullanilarak stokastik model ¢oziilmiistiir. Bir 6rnek olay olarak Tiirkiye boru hatlar
sistemi ¢alisilmistir. Hesaplamali incelemeler rasgele olusturulmus problemler {izerinde

caligilmistir.

Anahtar Kelimeler: Dogal Gaz Boru Hatti Tasarimi, Benders Ayrigimi, Stokastik

Programlama
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CHAPTER 1

INTRODUCTION

Natural gas is a way of clean, safe and cheaper energy resource. It produces less carbon
dioxide with respect to coal or petroleum so that it directly decreases the greenhouse
gas effect in the world. These impacts make natural gas a more favorable choice of

energy source.

The transportation of natural gas requires a sophisticated system that carries the gas
from the production sites and/or entry points to the demand points. In this study, a
natural gas network design problem is studied. In the other parts of this section, the
basic facts about natural gas are provided. In Section 1.1, we review production and
consumption patterns of natural gas. In Section 1.2, natural gas pipeline network
elements are analyzed. In Section 1.3, we explain the design of natural gas network
systems. In Section 1.4, the contribution of the thesis is explained.

1.1. Natural Gas Production and Consumption

The natural gas usage is highly favorite for residential, industrial and electrical sectors.
Natural gas demand depends on total energy demand and supply. There is a limited
number of alternatives for electricity and heating purposes in short periods. Factors on
supply side are natural gas import, storage levels and net production amounts. In
addition, demands depend on weather, economic conditions.

The natural gas consumption rate increases as a result of growth in population and
economy. The global natural gas demand is expected to increase by 50% up to 2040
(BP, 2019). It is stated that natural gas will yield the largest production increase within
fossil fuels (International Energy Outlook 2019). The natural gas production is
expected to grow 7% between 2018 and 2020. After 2020, the expected growth rate
will be close to 1%.



The technological developments in production side decreases cost and yields higher
resource availability. It is expected to have less increase in natural gas price as a result
of technological developments. The natural gas production patterns and price can be
seen in Figure 1.1. The production of natural gas has increased gradually up to 2020.
However, the natural gas prices show fluctuations at the same time. After 2020, there
exist three different projections in the graph. In case of low oil and gas resource
technology, gas price will increase sharply. The reverse movement in the gas price is
expected if there exist high technological development. It is sure to happen that the
production of natural gas will reach to nearly 53 trillion cubic feet in 2050. The effect
of technological developments is also analyzed in the graph. The flat natural gas prices

are obtained by the highest technological developments.

Dry natural gas production Natural gas spot price at Henry Hub
trillion cubic feet 2018 dollars per million British thermal unit
60 2018 12 2018
history | projections history | projections
50 . . 10
High Oilland Low Oil and Gas
Gas Resoprce Reference Resource and
40 and Technology 8 Technology
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Gas Resource Reference
20 and Technology -
High Qil and Gas
10 - Resource and
Technology
0 r T T T T 1 0 I T T T T 1
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Figure 1.1. Natural Gas Production and Price Patterns [7]

The world energy consumption can be seen in Table 1.1. The important part of energy
consumption is supplied from high carbon released sources. It is expected to have
higher inclination towards lower-carbon energy systems. The percentage of natural
gas and renewable energy sources is expected to reach 85% of the whole demand (BP
2019).



Table 1.1. Consumption Values of Different Energy Sources in million tons of oil equivalent [28]

Year

Source 2013 2014 2015 2016 2017
Coal 3865.3 3862.2 3765.0 3706.0 37315
QOil 4359.3 4394.7 4475.8 4557.3 4621.9
Natural Gas 2899.0 2922.3 2987.3 3073.2 3156.0
Nuclear 563.8 575.0 582.8 591.2 596.4
Hydroelectricity 859.4 879.7 880.5 913.3 918.6
Renewable 282.6 320.1 368.8 417.4 486.8

The natural gas consumption by different sectors can be seen in Figure 1.2. The
industrial and electrical power sector has the highest share in the consumption. The

growth rate of the industrial sector is higher than that of the electrical sector.
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40 2018
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Figure 1.2. Natural Gas Consumption by Sectors [8]
Natural gas consumption data over the years 2013-2017 can be seen in Table 1.2.
USA, Russia, China and Iran are taking front places in terms of demand values.

Among the countries with the highest demand, China and Iran yields the highest



increase. Gas demand has shown steady rate for Saudi Arabia, Japan, Germany, UK

and Italy.
Table 1.2. Natural Gas Consumption by Countries (Million Sm?) [28]
Year

Country 2013 2014 2015 2016 2017
USA 739 750 767 773 762
Russia 466 465 445 437 471
China 167 184 192 207 238
Iran 153 172 184 188 200
Canada 112 116 115 125 134
Japan 128 130 124 125 129

Saudi Arabia 82 85 87 92 98

Germany 88 79 81 89 9

UK 78 71 72 81 79

Italy 70 62 68 71 75

Turkey 46 49 48 46 53

The highest percent of the natural gas demand is used to obtain electrical power and
heating purposes. There exist five main user sectors. These are industrial, electric
power, residential, commercial and transportation. Natural gas is the main source to
generate fuel for heating and power. It is expected that industrial sector and electrical
sector will yield the largest demand for natural gas up to 2035. Electric power sector
depends on natural gas to produce electricity. Heating is the main purpose of
residential sector. In the transportation sector, compressors in pipeline networks and
public transportation vehicles are examples of the demand for natural gas. Natural gas
production has reached 3768 billion cubic meter which is its peak in 2017. Natural gas
production by countries can be seen in Figure 1.3. In 2017, Russia has increased 1/3
of its global gas production. Iran and US gas production increased again. However,

the European gas production has decreased.
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Figure 1.3. Natural Gas Production by Countries [8]

Detailed production amounts can be seen in Table 1.3. In terms of production amounts,

USA, Russia, Iran and Canada generates the highest percentages.

Table 1.3. Natural Gas Production by Countries (Million Sm®) [28]

Year

Country 2013 2014 2015 2016 2017
USA 686 733 767 759 767
Russia 675 647 638 644 694
Iran 157 175 184 190 209
Canada 156 164 165 177 184
Qatar 163 160 164 166 166
China 121 130 135 136 147
Norway 113 113 121 120 128

Australia 62 63 67 84 99

Saudi Arabia 82 85 87 92 98

Algeria 81 83 84 95 95




1.2. Pipeline Elements

There exist different types of transportation methods for natural gas. The natural gas
pipeline network is the cheapest way to transfer huge amount of gas. Wang and Porcu
(2008) explain that liquefied natural gas (LNG), medium conditioned liquefied gas
(MLG) and compressed natural gas (CNG) are the possible transportation ways. Folga
(2007) states that the pipeline network structure varies among countries. The size of
the network determines the system cost and the operational parameters. The network

components are pipelines, compressor stations, valves and regulators
1.2.1. Pipelines

Pipelines are generally buried underground. The sizes of pipes range between 4 inches
to 48 inches depending on the usage purpose. Woldeyohannes and Majid (2011) state
that the pipeline system can be divided into 3 main groups which are gathering,
transmission and distribution. The gathering system collects natural gas from wells
and brings it to processing facilities. Transmission systems carry natural gas between
processing facilities and distribution locations. Distribution networks are used to bring
natural gas to houses and industrial sides. The size, pressure limits of these pipeline

systems are different from one another.
1.2.2. Compressor Stations(CS)

CS are used to increase the pressure of natural gas to transfer between locations. The

maximum and minimum pressure levels should be satisfied within the pipeline system.
1.2.3. Valves and Regulators

Valves and regulators are used to adjust the pressure of the pipeline system to meet

the operational limits.
1.2.4. Storage Units

The storage units are used to effectively respond to the variations in the system.
Natural gas storage units are used to provide flexibility to energy systems. Especially



in high demand seasons, storage units are valuables assets to prevent shortages of gas
for both residential and industrial customers. Storage units provide buffer area to
accommodate the excess gas that is already paid. The storage units can be treated as
warehouses. There exist different forms of natural gas storages. Natural gas can be
stored as liquefied natural gas. In this form the gas volume is decreased by 600 percent.

Another form of storage can be underground facilities.
1.2.5. LNG Terminals

LNG is defined as liquefied natural gas which has much smaller volume than natural
gas. There exist different usages of LNG terminals in pipeline networks. LNG
terminals are used to provide alternative gas sources to systems. In addition, LNG
terminals can be used to store natural gas in liquefied form.

1.3. The Design of Gas Pipeline Systems

Network design problems for natural gas transportation via pipelines, the pipeline
network design problem, (PNDP) deals with the determination of the network
configuration of pipelines, while satisfying demand and flow constraints, with other
constraints that stem from the technology. The pipeline network design problems are
NP-hard problems. The mostly used methodology to design these systems is to divide

the system into a number of hierarchical problems.

Corte and Sorensen (2013) state that the pipeline network design consists of 4 phases.

These are:

a. Layout phase: structural design of the pipeline is obtained

b. Design phase: the pipeline characteristics such as diameter and material is
obtained

C. Programming phase: generates priority order for consumers

d. Planning phase: operational plan is generated for different time periods



At the higher level of the hierarchical system, the layout phase is done and the strategic
decisions about the topology of the pipeline system is determined. Here the
connectivity of the network is aimed while meeting the demands and minimizing the
investment costs. In the strategic level, the pipeline system network is usually formed
to have a tree (or arborescence) structure, on a network consisting of supply and

demand nodes.

At the tactical level, the constraints related with the flow of gas in the pipe are
considered. Pressure-drop constraints determine the flow of gas in pipeline network.
There are limits on the minimum and maximum pressures that can be applied. CS are
used along a pipeline, generally from every 40 miles to 100 miles, to adjust the
pressures of the gas. The tactical design of the pipeline system configures the optimal
number of CSs, lengths and diameters of pipeline network system between the CSs

and pressures at each of the CSs.
1.4. Contribution of the Thesis

In this thesis, the strategic level network design problem of gas pipelines enhanced
with gas storage unit location determination is considered. The primary contribution
of the study is the combined viewpoint of pipeline network design and storage unit
location determination problems. The location of storage units is included in the

design to cope with demand uncertainties.

In Chapter 2, the literature on strategic pipeline network design, tactical pipeline
network design and the literature on gas storages are reported. The literature on the
solution methods applied to network design problems are also reported in this chapter.
In Chapter 3, two mathematical models are developed for the pipeline network design
problem, one of them being a deterministic mathematical model and the other a
stochastic mathematical model. The solution procedures for these models are given
in this chapter. In Chapter 4, computational experimentation on the randomly

generated problem instances is reported. In Chapter 5 the Turkish pipeline network



design problem is analyzed and reported. Chapter 6 finalizes the thesis with the

conclusion.






CHAPTER 2

LITERATURE REVIEW

In this chapter, we consider the literature on different problems related with the thesis.
First some literature on network optimization problems on network design are
analyzed. Then literature on strategic gas pipeline network design, tactical gas pipeline
network design is given. We review studies that consider gas storage decisions,
benders decomposition method and stochastic programming. We provide the
mathematical model of the minimum spanning tree problem, capacity constrained
minimum spanning tree problem and one terminal Telpak problem in Section 2.1. In
Section 2.2, literature on strategical pipeline network problem are reported. In Section
2.3, we present the studies related with tactical gas pipeline network design problems.
In Section 2.4, we review the papers that consider natural gas storage units. In Section
2.5, stochastic network design problems are analyzed. In Section 2.6 and 2.7, benders
decomposition and its extension are presented. In Section 2.8, stochastic programming
mathematical model structure is reviewed. In this section, two stage stochastic

programing and L-shaped model are stated.

2.1. Network Optimization Problem in Network Design

Here we give some basic network optimization problems in network design.
2.1.1. Minimum Spanning Tree Problem

The minimum spanning tree problem is described on a network G = (V,A) where V =
{0, 1,2,..,N} is the set of nodes (vertices) , with node 0 being the root node, and A
represents the set of arcs between nodes. The cost of linking nodes i and j by an arc
(i, J)is described by c;; where ¢;;> 0 and ¢;;= cj;. Gavish (1983) presented a

formulation for the minimum spanning tree problem, which is based on flow of a

11



single commaodity through the network. The formulation given by Gavish (1983) is as

follows:
N N (2.1)
Minimize CijVij
subject to
N i=1,..,N (2.2)
z yij =1
j=0i#j
N N i=1,..,N (2.3)
Z xij - Z in =1
j=0i%j j=1i%j
Xij < (N =Dy (G,j)eA (2.4)
xl-j =0 (l,]) €A , (25)
yij € {0,1} (i,j)ed, (2.6)

where the decision variables are
o {1, if arc (i,j)is used in the spanning tree
Yij 0, otherwise

x;; =flow on arc (i, )

Objective function minimizes the total establishment cost of the spanning tree.
Equations (2.2) express that only one arc will go into each node. Equations (2.3)
provide flow balance equations and construct the tree structure. Equations (2.4)
determine the arcs on the spanning tree. Equations (2.5) force variables to be positive.

Equations (2.6) select binary values for variables.

12



2.1.2. Capacity Constrained Minimum Spanning Tree Problem (CMST)

The optimal solution of a network design problem using incapacitated minimum
spanning tree may include some arcs with a large flow while some other arcs with not
so large flows. Moreover, the arcs may have capacities by definition. These
considerations are handled by adding capacity constraints to the minimum spanning
tree problem formulation. Different formulations are developed depending on

whether the demands of nodes are unitary or non-unitary.
2.1.3. One Terminal Telpak Problem

Rothfarb and Goldstein (1971) define the One-terminal Telpak Problem as a network
design problem in which there is a center (or a root node) and several nodes are to be
connected to the center with a minimum cost network that meets the requirements of
the nodes, and the cost of arcs depend on the traffic flow on the arc. The mathematical

model for the One-terminal Telpak problem is stated as follows:

N N N N (27)
i=1j=0i#j i=1j=0i#j
subject to
N i=2,.,N (28)
z YVij = 1
Jj=0i#j
N N i=2..,N (2.9)
z Xij — Z Xji = d;
j=0i#j j=1i#j
xij < qijyij (L,_]) €A, (210)
xl'l S QYil l = 1, ,N (211)
Xij =0 (l,]) eA (212)
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yij € {0,1} (l,]) €A B (213)
where;

d; = traffic demand of node i, d; > 0, for Vi e V

Fj; (xij) = cost of line construction which connect nodes i and j and has a
traffic flow of x;;

qi; = capacity of arc (i,j)

fij =fixed cost of line between nodes i and

_ {1, if link (i, j)is constructed
Yij = 0, otherwise

x;j =flow amount between nodes i and
The objective function minimizes the fixed costs of line establishment and the line
configuration costs. Equations (2.8) establish a link for a node to connect other nodes.
Equations (2.9) provide flow conservation. Constraints (2.10) and (2.11) ensure flow
capacity control and the establishment of arcs. Constraints (2.12) force variables to be

positive. Constraints (2.13) select binary values for variables.
2.2. Strategic Gas Pipeline Network Design

The pioneering work of Rothfarb et al. (1970) studies the optimal design of offshore
natural gas pipeline systems. In this work, given the gas-field locations and delivery
requirements, an optimal pipeline system is designed, and the optimal diameters of the
pipes are determined. Non-linear pressure drop constraints are included. A heuristic
procedure is applied on a spanning tree structure, for which the optimal diameters are

calculated, and local improvements are performed.

Brimberg et al (2003) consider the design of pipeline network for South Gabon
offshore oil field to carry from platforms to port. The configuration of the network and
sizes of the pipes are determined while minimizing the investment costs. Variable
neighborhood method and Tabu search is used to solve the mixed integer model
heuristically. The mathematical model determines the strategical design of the
pipeline. The model is tested with real life data of South Gabon Qil field.
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Zhang et al. (2017) present a MIP model of offshore oil collection network in order to
minimize the construction costs. In the presented model, submarine obstacles and
production techniques define the constraints. The network model does not consider
the pressure equations related with flow terms and includes five different discrete
diameter values for the pipes. Gurobi Optimizer applied on MATLAB is used to

optimize the model.
2.3. Tactical Gas Pipeline Network Design

In the tactical design problems, the natural gas pipeline network is modeled by
combining continuity equations, motion equations and Bernoulli equations.
Continuity equations describe the mass conservation in fluid movements. Motion
equations are used to model the relationship between velocity, density and pressure of
moving fluid. Bernoulli equations are used to model fluids or gases that is moving
between two points. In natural gas pipelines, the governing constraints of pressure,

length and diameter are nonlinear.

Mercado and Sanchez (2015) propose a detailed research work focusing on the
technical parts of pipeline network. Their main effort is to focus on decision making
process in pipeline network optimization. The study provides a comprehensive
literature review on the gas pipeline network based on operational research aspects.

Shiono and Suziki (2016) discuss the planning process for natural gas pipeline system.
The pipeline network design models determine the pipe sizes and length. The natural
gas pressure is a direct function of pipeline length and diameter. The friction in pipe
decrease the gas pressure as moving along pipeline. In addition, gas pressure decreases

as pipe diameter decreases.

Edgar and Himmelblau (1978) develop a model to optimize the design of a gas
transmission network. The model is applied on two different networks structures. Each
compressor station is represented by a node and each pipeline segment by an arc
between nodes. The objective function includes yearly operating and maintenance

costs of compressors plus the sum of discounted capital costs of the pipelines The
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solution techniques are generalized reduced gradient method for the no fixed cost case.
In addition, branch and bound technique combined with nonlinear programing
technique is applied for the fixed cost case. The model determines the flow rates in
terms of upper and lower bounds at the nodes except the initial one. Natural gas comes
only from the initial node so that one directional flow is applied. By using natural gas
flows, pressure at the terminals are kept at specified levels. Moreover, the fuel
consumption of natural gas is also specified in terms of 0.5% of total incoming gas.
However, fuel consumption at compressor depends on not only incoming flow rates

but also suction and discharge pressures.

Tabkhi et al. (2009) study high pressure gas pipeline optimization. The model
determines the design properties of pipeline and necessary compressor stations based
on supply and storage capabilities. The considered objective function is the total
annualized cost, including the investment and operating costs. There exists multiple
supply, storage and interconnection points in the pipeline network. The binary
variables used to represent the flow direction of pipelines lead to a MINLP problem,
solved by using the GAMS. The study includes detailed modeling formulation of each
part of pipeline system. The model satisfies maximum allowable operating pressures
of pipelines. Gas consumption of compressor depends on amount of compressed gas,

the discharge and suction pressures.

Andre et al. (2013) develop a local search method to optimize the design of a hydrogen
transmission and distribution network. The method determines the least cost topology
and optimal pipeline dimensions. The model includes nonlinear pressure flow
equations and uses continues diameter values. The minimum spanning tree-based
approach firstly determines the initial topology. After fixing the network arcs, optimal
diameter values are selected. Delta-change and Tabu Search heuristics are also

applied.

Romo et al. (2009) develop a mixed integer programming model to optimize the

network configuration and routing for the main Norwegian shipper of natural gas. The
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main aim is to generate optimum network configuration for the main pipeline network.
The work actually determines transport planning and security of supply. The model
includes pressure calculations. The nonlinear pressure equations are linearized by

using Taylor series expansion around a pair of input and output pressure values.

Demissie (2015) proposes a multi objective optimization model for natural gas
transmission lines. The objective functions of model are fuel cost minimization and
throughput maximization. The designed network structure consists of different
configurations such as linear, branch and looped. Network structures consist of small
number of nodes at most 5 demand nodes and 3 compressor stations. The main aim is

to analyze how to operate efficiently in the given network configuration.
2.4. Natural Gas Storages

Storage units provides buffer area to accommodate the excess gas that is already paid.

The operational aspect of storage units is modeled in great detail.

Gabriel et al. (2005) Egging et al. (2007), Egging and Gabriel (2006), Lise and Hobbs
(2008), Zhuang (2005) focus on market equilibrium models for natural gas market by
including producer, storage and pipeline operator, marketer and consumer. Storage
systems buy the gas in low demand periods and store it at facilities. Stored gas is sold
to end user sectors in high demand seasons. In these market models, operational
constraints of storage facilities are included. The storage capacities of European
countries are available in Egging and Gabriel (2006). The related cost terms of storage
facilities are available in Lise and Hobbs (2008).

2.5. Stochastic Network Design

Tometzki and Engell (2011) present a two stage stochastic MIP model for South
Gabon oil pipeline problem. The stage decomposition approach by using multi
objective algorithm is used to optimize the expected costs. Their purpose is to
emphasize the optimization of both outcome and risk. Therefore, an hybrid multi

objective algorithm is used to emphasize both objectives. In the first stage, the pipeline
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layout is determined with uncertain oil production rates. After that, pipeline diameters
are determined in the second stage. The stage decomposition approach by using multi

objective algorithm is used to optimize expected scenario costs.

Zhang et al. (2017) present a stochastic MILP for optimal design of oil pipeline in
large slope topology. Stochastic flow rates are included to determine the network
structure. The model determines the location of network elements, pipeline diameters

and optimal operating plan. Discrete diameter values are used within the model.

Butler and Dyer (1999) provide scenario optimization model for natural gas network.
The scenarios are generated based on demand forecasts. The main aim is to generate
operation model for electric companies. Companies decisions to buy or store the
natural gas is included in the model.

2.6. Benders Decomposition

The Benders decomposition method has been used frequently for solving network
design problems. The main idea behind the Benders decomposition is to decompose
the problem into a master problem with complicating (integer) variables and a
subproblem with continuous (easy) variables that are iteratively solved. In this section,
a formal statement of Benders decomposition method for a mixed integer problem
(MIP) is presented.

Consider the following problem:

Min cx + dy

Ax+By =b
Dy >e (2.14)
x =0

y > 0 and integer

where;
X continuous variables
y integer variables
A B,D coefficient matrices
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b, e right hand side vectors
c, d row cost vectors

The problem (P) can be expressed equivalently as:
(P)
Mmingey {dy + minyso{cx : Ax = b — By}} (2.15)

whereY ={y: Dy >e, y>0 and integer}

Note that the inner minimization problem in (2.15) is a linear program, LP. If this LP
is unbounded for some y €Y then P is unbounded. When the inner minimization is
bounded, its dual can be written by the associating dual variables w. The dual of the
inner minimization problem in (2.15) is called the subproblem (SP):

(SP)

max w (b — BY)
wA <c (2.16)
w =0
Then the problem P becomes:
Mmingey {dy + max,»o{w (b — By) : wA < c}} (2.17)

Note that the feasible space of (SP), W={w :w>0; wA < c}, is independent of the
values of integer y variables.
SP is either bounded or unbounded. Infeasibility of SP implies the unboundedness of
P. Assuming that problem P is not unbounded, it can be concluded that W is not
empty and W has extreme rays (7, 73,..., ¢ ) and extreme points (wy, wy,..., wo) Where
R and Q are the numbers of extreme rays and extreme points of W, respectively.
If SP is unbounded, then there is a direction 7. such that . (b — By) > 0 and ;. must
be avoided. This condition is satisfied with:

n(b—By) <0 r=1,..,R (2.18)
These constraints are called “feasibility cuts”.

If (SP) is bounded, then the solution is one of the extreme points w, ( q = 1,...,Q).

Since the maximum value for (SP)’s over y €Y is to be found, any solution for (SP)
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shall be less than or equal to objective function of SP. With a new continuous variable
1, denoting the objective value of SP in (2.17), the following conditions should be
met.

n = wg(b—BY) qg=1,..,Q0 (219
These constraints are called “optimality cuts”.
Rewriting (2.14) with additions of feasibility and optimality cuts, we have the Benders

Decomposition’s master problem (MP).

Mindy +n

n = wy(b — BY) q=1...0

1.(b —By) <0 r=1,...,R (2.19)
yEY
n=0

Benders decomposition algorithm involves iterative solution of (MP) and (SP) to solve
(P) by generating necessary optimality and feasibility cuts during the iterations. So,
the relaxed (MP) is solved and an integer solution (y*, n*) is generated. (SP) is solved
with this solution. If (SP) has an optimal solution and its objective function value is
equal to n* then the algorithm stops. Otherwise, if the solution is bounded
(unbounded), associated optimality (feasibility) cut is added to the relaxed (MP) and
the relaxed (MP) is solved again. The solution of the relaxed (MP is a lower bound for
(P). The solution of (SP) gives an upper bound for (P). The procedure stops at
optimality when upper bound is equal to the lower bound. One can refer to Benders
(1962) for more detailed information on Benders decomposition method. General

procedure of Benders decomposition flow chart can be seen in Figure 2.1.

20



[ Initialization ]

s N
> Solve Master Problem <
. J/
Y
e N 7 X

Solve Sub-problem Generate Feasibility Cut

Obtain Dual Variables of
Sub-Problem

Feasible

Optimal
Solution

Converged ?

L Generate Optimality Cut }

Figure 2.1. Benders Decomposition Flow Chart

2.7. Extension of Benders Decomposition

Since Benders decomposition method is introduced by Benders in 1962, several
variants of the algorithm and improvement methods are proposed. Here some
literature review is given on different variants and improvement methods. In the
literature review, we mainly focus on improving Benders cuts thorough cut selection
methods and improving master problem solution. Costa’s literature survey (2005) is
referred for more comprehensive survey on Benders decomposition methods for
solving fixed-charge network design problems. Some of the studies related with these

improvements are given in Table 2.1.
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Miranda et al. (2011) formulates a multi commodity flow formulation for the local
access network design problem with congestion cost. Mixed integer mathematical
model generates minimal cost tree shape network design that connects switching
center to demand node. The model is basically multi commodity flow problem and
solved by Benders decomposition. The constraints which aim to generate tree structure
from root node is added to relaxed master problem (RMP). Previous constraints do
not prevent the formation of cycles so that cycle prevention constraints are also added
to RMP.

D’Addio et al. (2017) analyzes long term electricity distribution network expansion
planning problem. The convex outer approximation and Benders decomposition are
applied to model by using lazy constraints. Lazy constraints turn the complex
problems into simple format. This technique allows certain constraints to be out of
model until it is needed. The convex nonlinear loss cost function is approximated with
outer approximation technique. The hyperplane cuts are appealed to provide bounds
of the loss cost of each arc.

Lee et al. (2013) apply Benders decomposition into network design problems with
stochastic node demands. The model constructs facilities on the edges of network so
that the capacities of facilities define the flows on the edges. The simultaneous benders
cut generation procedure is applied to decrease the number of iterations. The
procedure tests many solutions simultaneously to generate the cuts that violates all the
points. In addition, they also apply cut selection procedure for benders cut based on
minimal infeasible subsystem of a linear programming problem. Classical Benders cut
which corresponds to a small cardinality are selected by minimal infeasible
subsystems (MIS). Restriction on summation of dual variables provides small
cardinality.

Wheatley et al. (2015) apply logic-based benders decomposition to integrated
inventory location problem. Mathematical model specifies the location decisions in
the master problem so sub-problem determines inventory decisions. It minimizes the
fixed cost of facility installation, transportation and inventory cost. The nonlinearity
in the sub-problem structure makes it impossible to use linear duality theory so that
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logic based Benders cuts are generated for the fill rate parameter. It provides to isolate
inventory decisions from location and assignment decisions. It is stated that obtaining
the solution becomes difficult as more logic cuts are added to problem. Service centers
cuts are appealed after logic based cuts to generate another set service location
Mahey et al. (2001) solves capacitated flow problem in telecommunication networks.
Master problem initialize the capacity of link so that sub problem becomes flow
assignment problem. Valid inequalities are added to the model to decrease the number
of iterations. The valid inequalities simply check the flow and capacity relationship.
The model also includes spanning tree and connectivity. Connectivity cuts check
whether there exists at least one path between each origin and destination pairs.
Binato et al. (2001) uses Gomory cuts for power transmission network design. Former
sub-problem defines Gomory cuts for solution of the next sub-problem. The Benders
cuts will not produce successful results due to large values of disjunctive parameter.
Therefore, they update the Benders cut coefficients according to the values of
parameter.

Randazzo et al. (2001) models multi commodity flow of local access network design.
The model minimizes initialization cost of arcs and variable cost of flows. Structural
constraints which yields arborescence structure is added to decrease the number of
iteration in Benders. The structural constraints include cycle prevention.

Gendron et al. (2014) considers branch and Benders cut method for design of wireless
local area network to decrease the power consumption. The model determines the user
assignments to access points and power level of each point which depends on the
number of users. The sub-problem structure is not a LP so that LP based duality cuts
cannot be applied. Canonical cuts are applied to the model.

Ergiin (2013) solves the telecommunication network design problem to satisfy
demand and flow with respect to constraints of topology, capacity and technology
constraints in her dissertation. The dissertation includes a wider literature review
related with the cut selection methods. They apply the cut selection procedure to
generate the most violated Benders cut through each iteration. In addition, violated
bipartition cuts are added to master problem to obtain integer feasible solution.
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Cakir (2009) models the multi commodity, multi node supply chain problem so that it
is not required to yield solutions which is in the shape of tree structure. Mixed integer
problem is formulated and solved with Benders decomposition. Capacitated supply
chain problem includes fixed and variable cost related with routing over links. It is
stated that the upper and lower bounds of large problems cannot converge each other
in a reasonable number of iterations. €- optimality and Pareto-optimal cut generation
can be applied to reach acceptable results. Oliveira et al. (1995) solves MINLP of
transmission network expansion problem. Logical constraints are included to
incorporate relationship between decisions variables. The summary of the above

studies can be seen in Table 2.1.

Table 2.1. Summary of Studies Related with Benders Decomposition

Reference Type of Problem Additional Additional
Constraints Method
Miranda et al. Local access network |  Cycle prevention,
(2011) design absorbance structure
constraints
D’Addio et al. Long term electricity Hyperplane Convex outer
(2017) distribution network | constraints to estimate | approximation
expansion planning lower bound for using lazy
problem nonlinear function constraints
Lee et al. (2013) Capacitated Cut set inequalities to | Simultaneous
stochastic network | verify capacity and | cut generation,
design problem flow relation in arcs minimal
(MIP) infeasible
subsystems
Randazzo et al. Extension of local | Cycle prevention and | Randazzo et al.
(2001) access network absorbance structure (2001)
design constraints
Gendron et al. Design of wireless | Canonical cuts due to | Branch and cut
(2014) network nonlinear relaxed algorithm to
problem solve master
problem
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Reference Type of Problem Additional Additional
Constraints Method
Binato et al. (2001) | Power transmission Gomory cuts Updating the
network expansion previously
planning problem evaluated

(MIP)

Benders cuts,
three benders
cut generated
in one iteration

Wheatley et al. Inventory location | Logic based Benders | Restrict and
(2015) problem cuts for nonlinear decompose
equations of relaxed scheme to
problem restrict
solution space
Mahey et al. (2001) | Capacitated network Absorbance and Proximal
flow problem connectivity decomposition
constraints to check method

path between each
origin and destination
pairs, capacity check
constraints based on
flow on arc

Ergiin (2013) Telecommunication | Bipartition cuts to Cut selection
network design master problem and branch and
(MIP) cut procedure,
heuristic
solution to
master and
sub-problem
Oliveira et al. Transmission Logical cuts to Branch and
(1995) network expansion | incorporate relation bound
(MINLP) between decision algorithm to
variables of sub- solve sub-
problem problem

25




2.8. Stochastic Programming

Stochastic programming is a kind of mathematical programming in which there exist
uncertainties related with some parameters. Dantzig (1955) is the first one to combine
linear programing with uncertainty. Uncertain parameters are defined by the known
probability distributions so that the solution that is feasible to all cases will be
generated. Stochastic programing generates the expected value of the objective
function.

2.8.1. Two Stage Stochastic Programing

Two-stage stochastic programming is the basic version of stochastic modelling. It
consists of two stages. In the first stage, there exist an uncertainty so that first stage
decisions affect the second stage decisions. The uncertainties are solved in the second
stage that the decisions are made for the observed scenarios. Birge and Louveaux

(2011) provide the mathematical model of two stage stochastic program as follows:

minc"x + Eg[q(w)"q(w)]
Ax=b (2.20)
T(w)x + Wy(w) = h(w)
x=0,y(w)=0

The first stage decisions are determined by the x vector. The second stage decisions
are determined by the y vector. £(w) presents the random parameters which are
determined by scenario. First and second stage decisions are connected with random
events. The expected cost of the second stage is included in the model. The expected
value of the second stage determined by cost coefficient of second stage g and second
stage decisions y. There exists stochastic part for each scenario w. T(w) is called as
technology matrix for each scenario. The stochastic right hand side vector of second
stage is presented by h(w). The c¢Tx term in objective function generates the

deterministic part of the objective function. E;[q(w)Tq(w)] is the expectation over

all realized random parameters w. Birge and Louveaux (2011) states deterministic

equivalent program is as follows:
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mincTx + Q(x)
Ax = b 2.21)
x=0

Where Q(x) = E¢[Q(x, §(w))]

Q(x,E(w)) = miny, {q(w)"y|W(w) = h(w) —T(w)x,y =0} is called as the second
stage value function. Extensive form of stochastic model is obtained by generating
Q(x, €(w)) for all scenarios. Birge and Louveaux (2011) states the discretized version

of deterministic equivalent program as follows:

K
min cTx + Z PrE vk

k=1
Ax =b
Tkx + WYk = hk k = 1, ,K (222)
x=20,y,=20 k=1,..,K

Scenario index is represented by k.
2.8.2. L-Shaped Method

The L-shaped method is used to approximate the second stage objective function. The
method divides the problem into two problems which are the main problem and the
sub problem. The main problem determines the first stage decisions. The sub-problem
is solved for given first stage solutions. Main structure of the method is similar to
Benders Decomposition. The master problem is solved to optimality. After that, sub
problem is solved for given first stage decisions. In each iteration, feasibility or
optimality cuts are added to the master problem. The L-shaped method is the
stochastic version of Benders decomposition.
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CHAPTER 3

NETWORK DESING FOR THE NATURAL GAS PIPELINE SYSTEM

In this chapter, two models are developed to create a network design for the natural
gas pipeline system. The pipeline network includes natural gas supply (or entrance)
nodes, demand nodes and storage nodes. A possible pipeline network configuration
can be seen in Figure 3.1. In this figure, pipeline network consists of entrance, demand
and storage nodes. Imported gas enter the system from the entrance nodes (ports).
Demand nodes receive natural gas from upstream nodes to meet its own demand.
Remaining gas is transferred to downstream elements of the pipeline network. Natural
gas can directly bypass the storage node without being stored so that it is directly
transferred to the next node in the network structure. Or, it can be stored in the storage
nodes for certain time periods so that it will be used in the upcoming time periods.

Natural gas can be stored in gaseous and liquefied form.

Storage Node

Supply Node Demand Node

Figure 3.1. Pipeline Network Configuration
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The pipeline network design problem analyzed in this study determines the network
structure of the pipeline system, and whether/where to have storage units. This

problem is named as Pipeline and Storage Network Design Problem, PSNDP.

Natural gas enters the system from the entrance nodes. There exists an upper bound
for supply for each entrance node. The imported gas is distributed to demand nodes
using the pipeline system. The demand of all the demand nodes should be satisfied

for all time periods.

There exist a set P containing the entrance nodes through which gas is received, a set
M consisted of cities or demand nodes, and a set K consisted of possible storage sites
for natural gas. The pipeline network is modeled as an directed network G = (N,A)
with node set N and arc set A. The node set N = {{0} UPUMUKZ}, where node 0 is the
root node. The arc set A includes possible connections between the nodes considering
the proximity between the nodes and geographic conditions. The problem is studied

for a time horizon of T periods.
In defining the pipeline system, the following decisions are made:

a) Which arcs of the network will be used to establish a pipeline

b) How much flow will be sent through these arcs in different time periods
c) Based on these flows, what should be the diameters of each pipe

d) How many and which of the storage units should be opened

e) What should be the capacity of these storage units.

The problem has the characteristics of the one-terminal Telpak problem with fixed
and variable costs associated with arcs. The variable costs of the pipes on the arcs
depend on the diameter of the pipes, which are affected by the flow on the pipes. The
infrastructure costs are considered to be the monthly equivalents calculated over the

life cycle of the system.

Two versions of PSNDP are developed in the next sections. First a deterministic
version of PSNDP, named as PSNDP-D is developed for the case where the demands
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of the demand nodes are considered to be known with certainty for all time periods.
Then a stochastic version of the problem, named as PSNDP-S, is developed for the

case where the demands of the demand nodes are considered to be uncertain.
Detailed pipeline flow equations are available in Appendix-D.
3.1. Deterministic Mathematical Model, PSNDP-D

3.1.1. Parameters

yij: the distance of the arc (i,j) (km)

c,: monthly equivalent fixed cost of opening a storage facility ($/month)
¢, : monthly equivalent fixed cost of establishing a pipe ($/km-month)
c, + monthly equivalent cost of a pipe per diameter, per km ($/month-inch-km)
Cpe : purchasing cost of gas at month t ($/MMscfd)

cne - holding cost of gas at storage in month t ($/MMscfd/month)

d;; : demand of city i in month t (MMscfd)

: supply at entrance node p in month t (MMscfd)

S :conversion parameter of flow on an arc to the diameter of the arc
C,, : capacity of storage node k

u : flow limit in each pipeline segment

b; : spanning tree construction parameter

B : big M constant for pipe construction
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3.1.2. Decision Variables

N {1, if a pipe is established on arc (i, j)
Yij: 0, otherwise

x;j: flow of commodity on arc (i, j) while constructing the pipeline network

ou: { 1, if storage facility k is opened
k1 0, otherwise

fije: flow of gas on arc (i, j) in month ¢
Jre: Amount stored at node k in month ¢

A;j: Diameter of pipe for arc (i, j)

Minimize Z Z CoVijyij T+ Z Z cpVijlAij + Z Z CsOx

teT (i,j)EA teT (i,j)EA teT keK
+ z z ChtGr