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ABSTRACT

A MATHEMATICAL PROGRAMMING EVALUATION APPROACH FOR
MULTIPLE CRITERIA SORTING PROBLEMS

Civelek, Merve
Master of Science, Operational Research
Supervisor: Prof. Dr. Esra Karasakal

August 2019, 142 pages

Multiple criteria sorting problem is to assign alternatives, evaluated according to
multiple criteria, into predefined preference ordered classes. In this study, a new
distance metric based sorting method is developed to solve multiple criteria sorting
problems without specifying class thresholds between preference-ordered classes. The
aim of the proposed method is to assign each alternative to one class or a set of possible
adjacent classes considering the distance to class centroids. In the proposed method,
two cases are considered. In the first case, centroids of the classes are estimated using
the whole data set. In the second case, class centroids are estimated using only the
training data set. Distance of alternatives to the centroids are used as criteria
aggregation function. A mathematical model is formulated to determine the weights
of the criteria. Assignment is performed according to the weighted distance of each
alternative to each class centroids. The proposed method is applied to five data sets
with four different distance norms and several performance measures are calculated.
The results show that centroid information is not so important to obtain better
performances. The performance of the proposed method is compared with PDIS
method and UTADIS method. The computational studies show that with relatively
large data sets the proposed method performed better than the other methods.



Keywords: Multi Criteria Sorting, Distance Function, Distance Based Sorting, Sorting
without Class Threshold
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Oz

COK KRITERLI SIRALI SINIFLANDIRMA PROBLEMLERININ
DEGERLENDIRILMESINDE MATEMATIKSEL PROGRAMLAMA
TABANLI BiR YONTEM

Civelek, Merve
Yiksek Lisans, Yoneylem Arastrmasi
Tez Damismani: Prof. Dr. Esra Karasakal

Agustos 2019, 142 sayfa

Gok kriterli sirali smiflandirma problemi, ¢ok kriterlere degerlendirilmis
alternatiflerin 6n tanimli, sirali siniflara atamasidir. Bu ¢alismada, ¢ok kriterli sirali
simiflandirma problemlerini tercihe gore siralanmis siniflar arasinda smif esik
degerleri tanimlamadan ¢bzmeye yarayan uzaklik 6l¢iitii tabanli bir siralama metodu
gelistirilmistir. Onerilen metodun amaci, her alternatifi sinif merkezlerine olan
uzakligina gére bir sinifa veya olas1 komsu siniflara atamaktir. Onerilen bu metotta
iki farkli durum ele almmustir. Ilk durumda smif merkezleri tiim veri setinin
kullanilmasiyla yaklasik olarak hesaplanmaktadir.  Ikinci durumda, siniflarm
merkezleri egitim veri seti kullanilarak yaklasik olarak hesaplanmaktadir.
Alternatiflerin sinif merkezlerine olan uzaklig: kriter birlestirme fonksiyonu olarak
kullanilmaktadir. Kriterlerin agirliklarinin belirlemesi i¢in matematiksel bir model
formiile edilmistir. Atama islemi her alternatifin her simmif merkezine agirlikli
mesafesine gére yapilmaktadir. Onerilen metot, dort farkli uzaklik dlgiisii kullanilarak
bes farkli veri setine uygulamis ve bircok performans 6l¢iisl hesaplanmistir. Alinan
sonuclar merkez bilgisinin daha iyi performans elde etmek icin ¢cok da 6nemli
olmadigmi gostermistir. Onerilen metodun performans: literatirdeki PDIS ve

UTADIS metotlar1 ile karsilastirilmistir. Farkli veri setleri ile yapilan deneysel

Vil



calismalar, onerilen bu metodun goreceli olarak daha biiylik veri setlerinde diger

metotlardan daha iyi sonug verdigini gostermektedir.

Anahtar Kelimeler: Cok Kriterli Smiflandirma, Uzaklik Fonksiyonu, Uzaklik

Fonksiyonuna Bagli Siniflandirma, Esik Degersiz Siniflandirma
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CHAPTER 1

INTRODUCTION

Multi criteria decision aid (MCDA) is a very popular area among researchers from
various disciplines. Multi criteria decision making approaches can be applied to real
life problems. Therefore, MCDA has numerous application fields (Doumpos and
Zopounidis, 2002b).

Obtaining preference information from the decision maker (DM) creates a bottleneck
for researchers. When a set of alternatives are considered with multiple objectives,
three types of methods can be used to provide information to the DM (Roy, 1996).

These are:

(1) Choice methods: for choosing the best alternative from a set of alternatives
(2) Ranking methods: for ranking the alternatives form best to worst

(3) Classification methods: for classifying the alternatives into predefined classes.

Multi criteria sorting problem is a type of classification problem where alternatives
are assigned into predefined ordered classes according to their criterion values. Like
general multi criteria problems, sorting is a commonly encountered problem in
everyday life situations. Some of the application fields are medicine, human resource
management, pattern recognition, marketing, financial and risk management,

inventory management and energy policies (Doumpos and Zopounidis, 2002b).

Many studies are performed in order to classify alternatives into predefined ordered
classes by using different parameters or criteria aggregation functions. Yet to our
knowledge there are a few multi criteria sorting methods that do not require class
threshold values for each class.



The goal of this study is to develop a multi criteria sorting method that helps DM to
assign alternatives to the predefined classes based on distance metrics without
estimating class threshold values. Preference information for a small portion of
alternatives, which is called training data set, can be obtained from the DM. Centroids
can be either estimated for each class or directly obtained from the DM. In the
proposed mathematical model only the preference of DM on the training data set and
estimated centroid information are used. Weight information for each criterion is the
output of the mathematical model. Objective function of the proposed method is to
minimize the classification error for training data set. Distance between the centroid
of each class and rest of the data set, which is called as test data set, are calculated by
using the weight information. According to the distance information, alternatives are
assigned to the closest class. In this approach, different distance norms are used to find
the most suitable one to assign alternatives to the closest classes. Different
performance measures are used to evaluate the performance of the proposed method.

The performance of the proposed method is compared with PDIS (Celik et al., 2015).
and UTADIS (Devaud et al., 1980) methods. The computational studies show that
with relatively large data sets the proposed method performs better than the other

methods.

The remainder of the thesis is organized as follows: literature on sorting problems are
reviewed in Chapter 2; theoretical background about proposed method and
terminology used in the thesis are given in Chapter 3; solution approach, proposed
mathematical models are described in Chapter 4; the details of used data sets,
interpretation of mathematical models, computational results are presented in Chapter
5; finally some concluding remarks and future research directions are given in Chapter
6.



CHAPTER 2

LITERATURE REVIEW

Multi criteria decision aid (MCDA) is a well-known branch of decision making and
Operations Research. It deals with decision problems in the presence of conflicting
objectives. MCDA can be applied to real life problems at the cost of complexity of the
model.

Earliest roots of MCDA depends on empirical approaches. Benjamin Franklin’s pros
and cons analysis in 1770’s is an example of these approaches. Decision making
problems with multiple criteria are studied and efficiency term is defined by Pareto
(1896). During 1940’s, utility theory is introduced as one of the most important
approaches for MCDA (Von Neumann and Morgenstern, 1944). Efficient set and non-
dominated alternative are defined by Koopmans (1951). In 1960’s, goal programming
is introduced by Charnes and Cooper (1961). Goal programming is an extension of
traditional mathematical programming approach. Several different extensions of
utility theory for multi criteria decision making were studied by Fishburn (1965).
Outranking relation approach was introduced by Roy (1968). During 1970’s and
1990’s MCDA evolved through theoretical and practical aspects with contribution of

information technology and computer science.

DM may design decision problem in different ways. Roy (1968) proposed three
different MCDA problems for a decision problem with an alternative set. These
problems are choice, ranking and classification/sorting problems. The last problem is
divided into classification and sorting. In main aspects, classification and sorting
problems are equivalent to each other. The only difference is that classes are defined
in a nominal way in classification problems while they are defined in an ordinal way

for sorting problems. MCDA methods, developed to address sorting problems, can be



divided into two main categories. First category is techniques based on direct
interrogation of DM. Second category is preference disaggregation analysis (PDA)

methods.

2.1. Techniques Based on Direct Interrogation of Decision Maker

In these methods, DM directly gives the preferential information in order to develop
the model. This part of the study is discussed in three subsections: “Methods Based
on Outranking Relations”, “Methods Based on Data Envelopment Analysis” and

“Methods Based on Utility Functions”.

2.1.1. Methods Based on Outranking Relations

In recent studies, sorting methods based on outranking relations are developed. One
of the most important and commonly used method with outranking relations is
ELimination Et Choix Traduisant la REalité - ELimination and Choice Expressing the
Reality (ELECTRE). This method is initially introduced by Roy (1968). ELECTRE
method takes special attention of researchers in the presence of complex real life
problems. The method employs a multi-criteria aggregation procedure and uses both
weights and possible veto-threshold values (Figueira et al., 2005, chap. 4). ELECTRE
method handles different preference modelling cases such as indifference, strict
preference, weak preference and incomparability with the concept of concordance and
discordance. These cases are also called as pseudo-criterion (Figueira et. al, 2013).
Other developed ELECTRE based methods are ELECTRE TRI, ELECTRE TRI-C
and ELECTRE TRI-nC. All ELECTRE methods satisfy the conditions which are

conformity, homogeneity, monotonicity and stability.

ELECTRE TRI is a member of ELECTRE family which is developed for sorting
problems. ELECTRE TRI is first studied by Yu (1992) and it is based on general
framework of ELECTRE-11I method (Roy, 1991). In this method, limiting profiles are



used to define classes. Sorting is performed in two stages. In the first stage, outranking
relations are defined according to comparison of alternatives with reference profiles.
In the second stage, final classification is made (Doumpos and Zopounidis, 2002a).
ELECTRE TRI method finds weights, threshold values, category bounds and cutting
level (Figueiraet. al, 2013). ELECTRE TRI method employs two different assignment
procedures which are optimistic and pessimistic. In this method, both pessimistic and
optimistic version of assignment procedures are modelled. ELECTRE TRI method
has been applied to a number of real life problems in literature such as financial
management, performance evaluations, business and energy management (Govindan
and Jepsen, 2016).

Another member of ELECTRE family is ELECTRE TRI-C (Almeida-Dias et al,
2010). In this method, the categories are defined by a single characteristic central
profile instead of limiting profiles. Central profile information is obtained from DM
(Figueira et. al, 2011). The rest of ELECTRE TRI-C method is the same with
ELECTRE TRI method.

ELECTRE TRI-C method is generalized to ELECTRE TRI-nC (Almeida-Dias et al.,
2012). In this method, each category is defined by several reference characteristic
actions instead of one reference characteristic action which is also called as central
profile. This enriches the definition of each category and allows to obtain better ranges

for the possible categories.

ELECTRE-SORT method is developed by Ishizaka and Nemery (2014). In this
method, classes can be partially ordered. Partially ordered means that central profiles
are naturally ordered but this order can change from one criterion to another.
Therefore, classes become incomparable. In ELECTRE-SORT method, concordance
index, discordance index and degree of credibility are calculated in the same way with
the other ELECTRE family methods. In this method, classes are shown by levels and
incomparable classes are represented in same level. The assignment is applied by two

different rules. These are descending (optimistic) and ascending (pessimistic)



assignment rules. Both rules assign alternatives to the levels, not directly to classes.
One or more classes can be belong to a level. If there is only one class in that level,
alternative is assigned to that class. If there are more than one class, then alternative
is indifferent to these classes. Thus, the alternative can be assigned to any class in that

level.

FlowSort method is based on the relative position of an alternative according to the
reference profiles (Nemery and Lamboray, 2008). This method integrates both
limiting profiles and central profiles. The assignment rule of this method depends on
global comparison of all profiles. In this method, sorting problem is addressed by
means of ranking method which is PROMETHEE method. PROMETHEE method
ranks the alternatives using positive, negative or net flow values (Brans and
Mareschal, 2002 and Brans and Mareschal, 2005). In FlowSort method, each class is
defined by one central profile or two limiting profiles. The method evaluates
“preferred to” and “being-preferred to” character of each alternative. To use this
characterization, net flow values of alternatives are calculated. According to the class
profiles, alternatives are assigned to the classes with respect to their net flow values.

This is called as net-flow assignment rule of FlowSort method.

2.1.2. Methods Based on Data Envelopment Analysis

Data Envelopment Analysis (DEA) is used to measure performances of decision
making units (DMUs). The method calculates each DMU’s efficiency score and obtain
efficiency frontier (Charnes et. al., 1978). In the literature, two-stage DEA method is
also formulated. This method evaluates the performance of DMUs considering their
performance of internal resource utilization (An et. al., 2016). Although DEA is
mainly used for ranking problem, there are few studies that use DEA for sorting
purposes as well. Johnson and Zhu (2003) demonstrate how DEA can be evaluated as

a fair screening and sorting tool for decision making process.



Aker and Karasakal (2015) developed a multi criteria sorting method based on DEA.
The method is applied to the problem of choosing R&D projects. In this method,
weight intervals of each criterion are obtained from Interval Analytic Hierarchy
Process (Interval AHP). Interval judgments are more rational to the human judgment,
easier to use for group decision making and leads less information loss. Therefore, this
method applies interval AHP and constructs interval comparison matrices. Interval
AHP handles inconsistent comparison matrices. In the method, two threshold
estimation and five assignment models are developed. First threshold estimation
method, PM1, satisfies the assurance region constraints. Second threshold estimation
method, PM2, keeps criterion weights close to each other. First assignment model,
APML, is used for first estimation method PM1. Assignment models, APM2, APM3,
APM4 and APM5 are used for second threshold estimation method PM2. APML1 is
assurance region used form of basic DEA model. APM2 and APM4 evaluate the
unevaluated alternatives individually. APM3 and APMS5 evaluate the same
alternatives in a single model. In APM3 and APMD5, the effects of each alternative can
be observed. Therefore the results of APM3 and APM5 can be considered as more
realistic and stable than result of APM2 and APM4 methods.

2.1.3. Methods Based on Utility Functions

Analytic Hierarchy Process (AHP) developed by Saaty (1980) to evaluate multiple
conflicting criteria combines qualitative and quantitative factors. AHP is a well-
defined decision making method for choice and ranking problems. AHPSort is a new
variant of AHP for sorting of alternatives to the predefined ordered classes (Ishizaka
et al., 2012). AHPSort is based on eight steps. In the first step, goals, criteria and
alternatives of the problem are defined. In the second step, classes are defined and
ordered. In the third step, local limiting profiles and local central profiles are defined.
In the fourth step, importance of criteria are evaluated as pairwise and weights of each

criterion are obtained with eigenvalue method of AHP. In the fifth step, a pairwise



comparison matrix of each alternative with limiting profiles and central profiles are
constructed. In the sixth step, local priority for each alternative and local priority of
limiting profiles are derived. In the seventh step, global priority for alternatives and
global priority of limiting profiles are derived by aggregating the weighted local
priorities. In the final step, all alternatives are classified. With the help of this
procedure, AHPSort removes high number of comparison and makes an effective

sorting.

2.2. Preference Disaggregation Classification Methods

The main difficulty of MCDA problems is obtaining DM’s preference information in
the form of values or weights. To obtain preference information from the DM,
preference disaggregation classification methods use case-based reasoning (i.e.,
illustrative cases). These cases may contain:

e Past decisions made by same DM

e Decisions made for limited but realistic set of alternatives

e Decisions made from a representative subset of alternatives (Chen et.

al., 2008a)

The main advantage of case-based reasoning tool is explained in Doumpos and
Zopounidis (2002b) as “decision makers may prefer to make exemplary decisions than
to explain them in terms of specific functional model parameters”. Case-based
reasoning tool utilizes the DM’s point of view and generates better sorting.
Methodological framework of preference disaggregation analysis (PDA) and case-
based reasoning depend on minimizing effort required to obtain information from DM
and also time required to perform the decision making process (Doumpos and
Zopounidis, 2002a). The Preference Disaggregation Classification methods are
described in the following three subsections.



2.2.1. Methods Based on Utility Functions

Preference disaggregation method is developed by Jacquet-Lagreze and Siskos
(1978). UTilites Additives DIScriminantes (UTADIS) method is introduced in order
to solve sorting problems (Devaud et al., 1980). It is developed as a variant of UTilites
Additives (UTA) method. UTA method is proposed to ensure optimality with linear
programming techniques and this method is mainly used for ranking problems
(Jacquet-Lagreze and Siskos, 2001).

The aim of UTADIS method is to develop a criteria aggregation model to determine
the sorting of the alternatives. This aggregation method evaluates overall performance
of each alternative along all criteria. Criteria aggregation function is expressed as an
additive utility function, which is also piecewise linear function for this method. The
utility function gives a value to represent overall performance of each alternative and
estimates the preference information of DM as well. The method assigns the
alternative with the highest score into the best class. Alternatives with lower scores
are assigned to worse classes gradually. The main structural parameters of UTADIS
method are criteria weights, marginal utility functions and utility thresholds. These
parameters are defined by regression based philosophy of preference disaggregation
analysis (Zopounidis and Doumpos, 2002a). The objective function of the model is
to minimize average classification error value. The error value represents the
difference between estimated class and classification of preference set. UTADIS uses
single utility function estimation in the beginning of the procedure.

Zopounidis and Doumpos (2000a) proposed a different method which is called the
Multi-group Hierarchical Discrimination Method (MHDIS). MHDIS uses utility—
based framework like UTADIS. In MHDIS method, two different objective functions
are considered. First one is to minimize the total number of misclassification. Second
one is to maximize the clearness of the classification (Zopounidis and Doumpos,
2002a). Clearness means maximization of variance among classes. The first and

second objectives are optimized in a sequential manner. Hierarchical discrimination



Is applied in this method. Hierarchical discrimination is a progressive classification
process. The process includes several stages and each stage is considered as a two-
group classification problem. According to hierarchical discrimination procedure, a
number of utility function is developed. In MHDIS method, model development
procedure is implemented by two linear programs and one mixed integer program to

calibrate the developed model.

2.2.2. Methods Based on Distance Functions

Distance function is another approach to obtain a preference estimation from DM.
Methods based on distance functions use distance of each alternative to ideal point or
reference point.

Chen et. al. (2007) develop two different case-based sorting models with distance
functions. In the first model, they used right distance concept. This model depends on
cardinal criteria. It uses a reference point, a centroid of sorting classes, and distance
threshold value, R. If the distance between an alternative and the centroid is less than
defined distance threshold, this alternative belongs to that class. However, if the
distance to the centroid is greater than distance threshold, the alternative belong to a
worse class. In this model, alternative set is defined to construct ellipses. When
distance threshold is defined as a constant, R, these ellipses are closer to circles. This
model uses Weighted Euclidean Distance function since Euclidean Distance can be
easily interpreted geometrically and understood by DM. In the model, Squared
Euclidean Distance (i.e., the Euclidean Distance function without square root
operation) instead of original Euclidean Distance function is used due to its
computational advantage. Objective function of the method is to minimize error terms.
Model gives the weight of each criteria, distance threshold vectors, an upper bound

and a lower bound for error terms.

In addition to these, the second model considers ordinal criteria. Basic and most

efficient way to handle ordinal criteria is directly asking preferences of DM and
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connecting ordinal data to cardinal data. In the second model, criteria are divided into

two parts as cardinal and ordinal. Distance function values are calculated accordingly.

Chen et al. (2008a) integrated the previously explained method with ABC analysis
and it is applied to the inventory planning and controlling problem. Post-optimality
analysis is also performed for the new method. Chen et al. (2008b) applied screening
procedure via case based distance method for different MCDA problems. Screening
procedure selects candidates of best class and eliminates the other alternatives. This
method decreases the effort spent to evaluate alternatives

Soylu (2011) developed a multi criteria sorting procedure based on Tchebycheff
function as utility function. Tchebycheff function can find efficient alternatives even
they are located in non-convex part of the efficient frontier. This method uses a
strategy to provide the most optimistic condition for the alternatives and assigns
favorable weights to alternatives. To be a candidate member of a class, the alternative
should outperform some of the reference alternatives with its own weights. The study

considers both known and unknown criteria weights cases.

Another distance based sorting approach is developed by Celik et al. (2015). The
proposed solution has two phases. These phases are called Model-1 and Model-2. In
Model-1, maximum and minimum threshold values of each class and weight set for
each criterion, which depends on training data set, are obtained. The objective function
of Model-1 is to minimize classification error. In Model-2, maximum and minimum
of class thresholds determined in Model-1 and weights of each criterion are taken as
parameters. Total classification error is taken as upper bound for new model. In
Model-2, test data set is also included with training data set. Model-2 result gives
maximum and minimum values for each alternative in the test data set. According to

the Model-1 and Model-2 results, alternatives are assigned to the possible classes.
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2.2.3. Interactive Methods

Koksalan and Ulu (2003) developed an interactive procedure for placing alternatives
in preference classes. The method is based on the assumption that DM has a linear
utility function. The developed algorithm calculates importance weight of criteria
according to DM’s utility function for each iteration. If utility value of an alternative
is between the lower and the upper bound values of the class, the alternative is assigned
to that class. If utility value of an alternative is greater than the upper bound of the
class, the alternative is assigned to a higher class. And if the utility value of an
alternative is less than the lower bound of the class, the alternative is assigned to a
lower class. In the algorithm, a mathematical model is evaluated to check the convex

dominance between the alternatives in each iteration.

Koksalan and Ozpeynirci (2009) proposed a new interactive sorting method for
additive utility functions to improve their previously explained study. This method
guarantees to place all alternatives to the correct classes considering DM’s preferences
as additive utility function. In this method, one alternative is assigned to a class in
each iteration using linear models. For each alternative the worst and the best possible

classes are determined.

In this thesis, a new distance based sorting without class threshold method is proposed.
The method utilizes distance function as criteria aggregation function. The proposed
method is unique in terms of both using the centroid estimation for each class and
assigning alternatives without using class thresholds. And also 35 % of the whole data
set which is randomly selected is used to estimate the weights of each criterion. The
rest of alternatives in the data set are assigned to the closest classes by using these

weight information.
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CHAPTER 3
THEORETICAL BACKGROUND

In this chapter, theoretical background about proposed method and terminology used
in the thesis are given. In Section 3.1, distance norms and their formulations are
defined. In Section 3.2, PDIS Method that employs weighted distance norms as criteria
aggregation function is described (Celik et al., 2015). In Section 3.3, details of
UTADIS Method is explained.

3.1. Distance Norms
The formulation of weighted distance between two points, X and Y, in p-norm,
DP(X,Y), is given in Equation (3-1):
p _ [y@ Iyl
DP(X,Y) = [Xi(We|Xq — Yo)P] (3-1)

where X={ X1, X5, ..., Xg, .., Xo} , Y = {1, 15, ..., Yy, ..., Yo } are the coordinates of

points X and Y in Q dimensional vector space.

When distance norm, p, is equal to one, the distance equation transforms into
Rectilinear Distance form. Rectilinear distance is also called as Manhattan Distance.
The formal formulation of Rectilinear Distance function, D1(X,Y), is given in
Equation (3-2):

DY(X,Y) = To_ wq|Xq — Yy (3-2)

When p is equal to two, the distance equation becomes the well-known Euclidean

Distance given in Equation (3-3).

D2(X,Y) = ngzl(wq|xq—yq|)2 (3-3)
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When p gets higher values, the larger valued weighted difference becomes dominant.
Therefore, when p goes to infinity, the distance is equal to the greatest of the difference
of vectors along any coordinate dimension. This distance is called as Tchebycheff
distance. The formal formulation of Tchebycheff Distance function, D*(X,Y), is
given in Equation (3-4):

D*(X,Y) = max(wy|X, - Y,|)  (3-4)

Rectilinear distance gives an upper bound for the distance between two different

points while Tchebycheff distance provides a lower bound.

3.2. A Probabilistic Distance Based Sorting (PDIS) Method

Celik et al. (2015) developed a preference disaggregation analysis method (PDIS) to
help DM to sort alternatives. In this method, weighted distance to the ideal point which
is the optimum point for all criteria is used as the criteria aggregation function. Weight
of each criterion and class threshold values are estimated by using case-based
reasoning. The solution approach of PDIS method has two phases which are called
Model-1 and Model-2. Model-1 uses only training data set and Model-2 uses both
training data set and test data set. The classification of the alternatives are performed
with minimization of the classification error rule. In Model-1, total classification error
value, maximum and minimum threshold values of each class are obtained. Model-1
outputs are used as input to Model-2. This model gives maximum and minimum
distances to the ideal point for each alternative in test data set. Alternatives are
assigned to the classes according to both Model-1 and Model-2 results.

The method gives a probability for each alternative to belong to a class. Probabilistic
approach is also incorporated into UTADIS method in order to handle alternative
optimal solutions. Details of Model-1 and Model-2 are explained in following

subsections.

14



Model-1

In Model-1, class thresholds and target classification error values are determined.
Different weight vectors are used to find maximum and minimum threshold values of
each class. The objective function of Model-1 is to minimize total classification error
of each alternative in training data set.

Indices, parameters and decision variables used in this model are defined below.

Indices:

n= Number of classes
g= Number of criteria
K= Number of alternatives in preference set

— {1 for maximum threshold values
2 for minimum threshold values

I €{1,2, ..., n-1} for thresholds
j €{1,2, ..., q} for criteria

k € {1,2, ..., K} for alternatives in preference set

Parameters:

ai= Value of alternative k on criterion j

"= Value of ideal point on criterion j

0 = A small constant (0.005)

Ci= Set of alternatives in preference set which belongs to class i

Decision Variables:

wij = Weight of criterion j
ex, = Error of assignment of alternative k to a lower class
ey = Error of assignment of alternative k to a higher class

Tmax; = Maximum value of threshold i separating class i and i+1
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Tmin; = Minimum value of threshold i separating class i and i+1
The formulation of Model-1 is given below.

Model-1:
Min Z%=1 leg=1( el:rt +ep) +0 2?;11(Tmini — T'max;)

Subject to:
1
[Z?zl(wlj|akj—lj*|)p] /o _ ey < Tmin;, Vk € C (3-6)

1
)?] 4 ec > Tmin,, Vk € C(@i=23.,n) (37

(29, (wyjlar; = I
1
(X9 wyj|ax; — 17 [)P] /o _ e, < Tmin; Vk€C(@(i=23..,n—1) (3-8)

1
)P] /o _ ef, < Tmax; VkE€C (3-9)

(X9 (wajlaw; = I}

1
)p] /p + e, = Tmax;_; Yk € C;(i=23,..,n) (3-10)

(X9 (wajla; = I

1
)P] b _ er, < Tmax; Yk € C (i=23,..,n—1)(3-11)

(X9 wajlaw; = I}

Tmax; = Tmax;_, vi €{1,2,..,n—1} (3-12)
Tmin; = Tmin;_, vi €{1,2,..,n—1} (3-13)
Tmax; = Tmin; vi €{12,..,n—1} (3-14)

Toawy =1 Vte{12) (3-15)
wg =0 vte (1,2);j €{1,2,..,q9} (3-16)
ef, =0 vee (1,2);k € {12, .. K} (3-17)
e =0 vte (1,2);k €{1,2,..,K} (3-18)

In Model-1, two different criteria aggregation functions are used. To explore
alternative solutions for minimum and maximum threshold values, an index, t, is used

in the model. Index t is defined with 1 and 2 values. One of them gives the minimum
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threshold values for classes and the other gives the maximum threshold values of each
class. In this model, primary objective is to minimize total classification error. The
secondary objective is to maximize total range of threshold values that is to minimize
the minimum threshold value and to maximize the maximum threshold values.
Constraint sets (3-6) and (3-9) are defined for the alternatives which are assigned to
the Class 1 by the DM. They determine the minimum threshold value and the
maximum threshold values for Class 1, respectively. Constraint sets (3-7), (3-8), (3-
10) and (3-11) are defined for the alternatives which are assigned to the Class 2 to
Class n by DM. They determine the minimum and the maximum threshold values for
Class 2 to Class n. Constraint sets (3-12) and (3-13) ensure an order of threshold
values. Constraint set (3.14) ensures that the maximum threshold values must be
greater than corresponding minimum threshold values. Equation (3-15) determines
that sum of the weights must be equal to 1. Constraint set (3-16), (3-17) and (3-18) are

non-negativity constraints.

The value of total classification error in the optimal solution of Model-1 is used as an
upper bound in the Model-2 which is given in Equation (3-19).

Zg=1 ZII§=1( el-:t + ei) = E* (3-19)
Model-2

Objective function of Model-2 is to find the maximum and minimum values of

alternatives in the test data set.

Additional Indices:

L= number of alternatives in test set
| €{1,2, ..., L} for alternatives in test set

Additional Parameters:

aij = Score of alternative | on criterion j

E* = Total classification error
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Tmaxi = Maximum values of threshold i separating class i and i+1
Tmin; = Minimum values of threshold i separating class i and i+1

Decision Variables:

Wi = Weight of criterion j

ei;. = Error of assignment of alternative k to a lower class
ex: = Error of assignment of alternative k to a higher class
Tii = Value of threshold i

Vmaxi = Maximum value of alternative i in test set

Vmin; = Minimum value of alternative i in test set

The formulation of Model-2 is given below.

Model-2:

Min Yt (Vmin, — Vmax))

Subject to:

1
)p] v —egr < T

(X9 (Wieslaw; = I

VvkecC;vt €{12}; vIie{1.2,..,L}

1
/ _
)p] "+ e = Tuia

(X9 (Wieslaw; = I

VkeC (i=23,..,n);vVt € {12VI€{12,..,L}

1
/
)p] P~ ef < T

(X9 (Wieslaw; = I

VkeC (i=23..n—1);Vt €{1,2;VIe€{12,..,L}

1
)¥] v > Vmax, VI€{12,..,L}

X9 (wujlay = 17

1
)°] oo Vmin, Y1€{12,..,L}

(29 (Wizjlay — I
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Ti = Ty VE €{1,2},VI€E{12, ..., L}, Vi€ {23, ...,.n— 1}

Yioawy; =1 Vte{1,2},vIe{12,..,L}

lL=1 Z%=1 ZII§=1(eI-cl-t +ep) < LE”
Tmax; = Ty vi €{1,2,..,n—1}; vte{1,2}; vie{1,2,..,L}

Tmin; < Ty Vi €{1,2,..,n—1}; Vte{1,2 Vi€ {12, ..,L}

wi; =0 vte(1,2);j €{1,2,..,q}; VIE€{12,..,L}
eqe =0 vte (1,2); vie{1,2,..,L}; k €{1,2,..,K}
e =0 vte(1,2); vie{12,..,L}; k €{1,2,..,K}

After solving Model-1 and Model-2, optimum values of the maximum and the
minimum values of each alternative and the maximum threshold value and the
minimum threshold value of each class are found. These values are used to assign each
alternative in the test data set to the classes. Model-1 and Model-2 are valid for all p
norms except for p=co. When distance norm becomes infinity, distance function
becomes Tchebycheff distance function (which is equation (3-4)). Therefore, the
formulations of Model-1 and Model-2 are modified in order to use Tchebycheff
distance as follows. Some variables and parameters are added to the Tchebycheff

model and the objective function is modified as explained below.
Model-1

Additional Decision Variables:

Dpxt = Weighted Tchebycheff distance of alternative k to ideal point

Additional Parameters:

0 = A small constant (0.005)

B = A small positive constant greater than 0 (0.01)
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Model-1:

Min BZ§=1 Z§=1( el_;t +ep) +0 Z?:?(Tmini — T'max;) + ZII§=1 Z?=1 Dpy:

Subject to:

*
Dpkt = Wtj|akj —1

Dpii — e
Dpj1 + eja
Dpi1 — e
Dpi; — ek,
Dpi; + e

+
Dpy, — ex:

i
Tmin,
Tmin;_4
Tmin;
Tmax,

Tmax;_4

< Tmax;

Tmax; = Tmax;_4

Tmin; = Tmin;_,

Tmax; = Tmin;

1wy =1 Vte{1,2}

j=1
Wtj >0
eqr =0

e =0

vk €{12,..,K};vte (1,2);j €{12,..,q}
vk € C;

Vk € C;(i=23,..,n)

Vk € C(@i=23.,n—1)

Vk € C;

vk € C(i=23,..,n)

Vk € C,(i=23,..,n—1)

vi €{1,2,..,n—1}
vi €{12,..,n—1}

Vi e{12,..,n—1}

vte (1,2); vj €{1,2,..,9}
vte (1,2;Vk €{12,..,K}

vte (1,2);Vk €{1,2,..,K}

In this model criteria aggregation function is referred as Dpt.

Model-2

Additional Decision Variables:

Dput = Weighted Tchebycheff distance of alternative k to ideal point

Dtit = Weighted Tchebycheff distance of alternative | to ideal point
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Additional Parameters:

0 = A small constant (0.005)

Model-2:

Min 0 ¥i_; (Vmin, — Vmax,) + Xizq k=1 Xi=1 DPie + Xi=1 Li=1 Dtye
Subject to:

Dpiye = wygj|ag: — I]*l

vk €{1,2,...K;vte (1,2);j €{1,2,..,.q; VI€{12,..,L}

Dty = wyjlay—I7| vee@2);) €{12,...q VIE{12,..,L}

Dot — ey <Tww VkeC;VvVte{12;VIe({12,..,L}

Dpae + eye = Tiiex VEKEC (i=23,..,n);Vt €{1,2VIe€{1,2,..,L}

Dpklt - e,’jlt < Tlti Vke Ci (l =23 ..,n— 1), Vt € {1,2},Vl €
(1,2, ..,L}

Dt;; = Vmax; VI0Ie{1,2,..,L}

Dt, < Vmin; VIe{l12,..,L}

Yioawy; =1 Vte{125 VIie(12,..,1}

Yic1 Xi-1 Xio1(egue + ejqe) < LE”

Tmax; = Ty vi €{1,2,..,n—1}; Vvte{1,2}; vie{1,2,..,L}

Tmin; < Ty Vi €{1,2,..,n—1}; Vte {12} VI€ {12, ..,L}

wyj =0 vie(1,2);) €{1,2,...q5 VIe€{12, .., L}
e =0 vie(1,2); VIe{12, ..,.L;VEk €{12, ..,K}
e =0 vie(1,2); VIe{12, ..,.L;VEk €{12, ..,K}
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3.3. UTilities Additives DIScriminates (UTADIS) Method

The UTADIS method was introduced for sorting problems by Devaud et al. (1980).
This method is a variation of well-known UTA (UTilities Additives) method which is
used for ranking problem. In this method, C; class is the best class and Cq is the worst
class. Within the sorting framework, the UTADIS method develops a criteria
aggregation function to represent overall performance of each alternatives. The criteria
aggregation function is in the form of additive utility function. The global utility
function is given in Equation (3-20).

U(a) = 2?:1 wiu;(a;) (3-20)

where a = {ai, az, ..., aq} represents the vector for evaluation criteria, w; represents
weights of each criterion and u;(a;) represent the marginal utility function. Sum of
the weights is equal to 1. Marginal utility function shows the value score of a; over

criterion j according to the DM’s preferences. UTADIS Method aims to estimate

marginal utility function scores with minimum classification error.

In this method, marginal utility functions are defined as monotone functions. The

following two conditions, Equation (3-21), must be satisfied:

wi(ap) =0; w(aj)=1 (3-21)

a;. represents the least preferred criterion value and a; represents the most preferred
criterion value.

To avoid the nonlinearity, the global utility function is transformed into following
Equation (3-22):

Ua) = Y. ui(a)) (3-22)

In the equation, u;(a;) is equal to wju;(a;). According to the Equation (3-21),
u;(a;) becomes w; and u;(a;,) becomes 0. In this form of global utility function, the

overall values are in the range of (0, 1) and marginal utility values are in the range of

(0, wy) for criterion j. To obtain best estimation for marginal utility function, it is
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modelled as a piece-wise linear function. Each criterion is divided into subintervals.
pj represents the number of breakpoints for piece-wise linear function. And number of
subintervals calculated by number of breakpoints minus 1, pj-1. The marginal utilities
are calculated by using breakpoint estimation according to Equations (3-23) and (3-
24).

wis = ui(af) = w(aj™) (3-29)
u]f(a}l) = Yhlwyg (3-24)
wjs is the utility value for criterion j in interval s. The score of an alternative k for
criterion j is represented by a,; and its marginal utility function can be found using

the linear interpolation in Equation (3-25)

T
ajk—a.k]

’ Tkj
ui(agj) = Yoo wis + Wj,rkjarkT_]arkj (3-25)
j j
where 7y ; represents the subinterval which alternative k belongs the subinterval for
criterion j. Global utility function is given in Equation (3-26)

o,
ajk—a.k]

.
Uar) = 21,3, wjs + W re; arkm—_JaTk;) (3-26)

J ]

The objective function of the method is to minimize classification error of alternatives
in the training data set. To calculate these errors, two different error terms are defined

for each alternative.
ey =max{0,u; — U(ay)} Vke€C(C,i=1,..n—-1
&, = max{0, U(ay) — u;_1} Vk € C,i=2,...,n

ey indicates that to assign a misclassified alternative k correctly, its global utility
function value should be increased by u; — U(ay) units. On the other hand, &
indicates that to assign a misclassified alternative k correctly, its global utility function

value should be decreased by U(a;) — u;_,units.
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The linear programming model which finds the optimal utility values of each criterion
breakpoints and class thresholds while minimizing total classification error is given

below.

Indices:

n= Number of classes

g= Number of criteria

K= Number of alternatives in training set

I €{1,2, ..., n} for classes

j €{1,2, ..., q} for criteria
k € {1,2, ..., K} for alternatives in training set

s €{1,2, ..., pj-1} for intervals on each criterion

Parameters:

rik = subinterval number that alternative k belong on criterion j
Ci = set of alternatives in training data set that belongs to class i
Xk = alternative K in training data set

mi = number of alternatives that belong to class i

ajx = score of an alternative k criterion j

aj = breakpoint t on criterion j

p = small positive constant (0.001)

&, = small positive constant (0.0001)

&, = small positive constant (0.001)

Decision Variables:

wjs = utility value of interval s and criterion |
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u; = threshold value between class i and class i+1
ey = classification error of alternative k to a lower class

&, = classification error of alternative k to a higher class

UTADIS Model:
. n ZkaeCi(slt"'S];)
min Y7L, o
Subject to:
a-k—arkj
a "k L N +
j=1|Zsz1 Wis + Wiy, i | T W +e = 6; Vi € Gy
L j j o
a-k—arkj
q Tkj LT B + : —
j=1 | 2oy Wis T Wiiries TR 7R u+e =26, Vx € G(2,...,n—1)
L j j o
a-k—arkj
q Tkj Ty —er < — . —
j=1 | 2oy Wis T Wiiri; i g | T Wim1 T &k <-6, Vx;, € C;(2,..,n—1)
| j j o
a-k—arkj
q Tkj L S e < —
j=1 25=1Wj5 + Wj,rkj arkj+1—arkj Up—1 &g < 62 vxk € Cn
! j j

?:1 Zfizl wjs =1

U —uU1=p Vi=1,...,n—2
wi;, 20 Vj=1,.,q9,s=1..,p;—1
&g =0

gy =0

The model gives the optimal values of w;s and u;. By using these values, utility values

of each alternative in the test data set is calculated and assignment to the classes are

made.
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CHAPTER 4

SOLUTION APPROACH

In this study, a distance based sorting method is proposed. The method uses distance
functions as the criteria aggregation function. A mathematical model is formulated to
determine the DM’s criteria weights. Without specifying class thresholds, the
alternatives are assigned to the closest classes by using these obtained weights.

Solution approach of the proposed method and terminology used in the thesis are given
in this chapter. In Section 4.1, overview of the distance based sorting method is given.
In Section 4.2, notation used in the proposed method is defined. In Section 4.3, details
of mathematical model for Lp norm is explained. In Section 4.4, details of
mathematical model for Loo norm, the differences between Lp norm model and Lo

norm model are explained.

4.1. Overview of Distance Based Sorting Without Class Threshold Method
(DISWOTH)

In sorting models, preference information is obtained from the DM by using training
data set and/or evaluating her/his past decisions. Next, the DM’s preference
information is used to estimate parameters of the method. Some methods such as
UTADIS use class thresholds, some methods such as ELECTRE methods use limiting
profiles to assign alternatives to the classes. A few sorting methods use centroids to
represent each class. Centroid is a symbolic alternative which is used to represent the
alternatives in all classes. Distance function based methods which are developed by
Chen et al. (2007, 2008a and 2008b) use one centroid which represents all classes to

assign alternatives.
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This study proposes a new multi criteria sorting method that uses class centroids and
distance functions and minimize average classification error. Classification error is
defined as difference between weighted distance of an alternative to the centroid of
actual class and weighted distance of that alternative to the centroid of predicted class
If the alternative is incorrectly classified. Distance Based Sorting without Class
Threshold Method (DISWOTH) does not estimate any class threshold value.
Alternatives are assigned to one class or a set of possible adjacent classes considering
their distances to class centroids.

In the DISWOTH method, DM is asked to classify the alternatives in training data set
into the classes. Training data set is a part of the data set that preference information
of DM is obtained. The rest of data set is called test data set. Class centroids are
estimated by using training data set. Using the training data set and estimation of class
centroids, the weights of the criteria are determined. A mathematical model is
formulated to estimate the criterion weights. Objective function of mathematical
model minimizes average classification error of alternatives. Weighted distance
between alternatives in the test data set and the class centroids are calculated by using
obtained weight information. Assignment is performed according to the weighted
distance of each alternative to the class centroids. This solution approach is
summarized in Figure 4.1. Steps of the solution approach are explained in the

following subsections.
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* Assignment of alternatives in training \\
data set into classes by the DM
* Estimation of class centroids

Mathematical model

*  Weight of each criteria
* Average classification error of
alternatives

SOLUTION
APPROACH

Calculation of distances between all
alternatives and centroids of classes

Distance between alternatives and
centroids of classes

Specifying classes with minimum distance

values to each alternative
\ /

\
1
I
1
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1
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1
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1
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1
I
1
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1
I
!
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OUTPUTS OF THE Assignments of each alternative to the
APPROACH closest class

Figure 4.1. Steps of the solution approach
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Overview of the solution approach that assigns alternatives to their closest classes is
given in Figure 4.1. Figure 4.2 shows how the solution approach is applied to obtain

the final assignment.

Class 1 ' Class 2 «Class 3

Figure 4.2 Sorting of alternatives to the classes

In the beginning, alternatives in the training data set are assigned to the classes by
DM. Next, class centroids are estimated by using this assignment information and
mathematical model is used to determine criterion weights. Distances between
alternatives in the test data set and class centroids are calculated by using criterion
weights. The closest class centroid is determined for each alternative in the test data

set. Finally, alternatives are assigned to the closest class.
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4.2. Notation

The DISWOTH approach sorts alternatives in the training set { X;, X5, ..., Xg} into N
predefined classes { Cy, Cs, ..., Cy} With minimum classification error. Classes are
ordered for sorting problem such as C; represents the most preferred class and Cy
represents the least preferred class or Cy represent the best class and C; represents the
worst class. Class centroids are denoted as { y;1, Y2, ..., Y, -, Yn - In the DISWOTH
method, centroids are calculated by averaging of criteria values of alternatives
belonging to the classes. Each alternative is defined with a set of criteria; A=
{ay,a,,...,aq} such as X ={ax, axz, -, axq} Where a;shows the score of
alternative k on criterion j. Criterion weights are defined as { wq, wy, ..., wg}. In the
DISWOTH method, distance function is used as preference aggregation function. By
using Equation (3-1), Distance, D?(Xy,y,), between an alternative X; and class

centroid y,, in Lp norm is calculated as

DP (Ko y) = [E0s (Wil — ya)?] P (3-D)

4.3. Mathematical Model for Lp Norm

The objective function of mathematical model is to minimize average classification
error. Model uses assignment information of alternatives in the training data set and
estimation of class centroids as inputs. Mathematical model determines criterion
weights by using these inputs. Distance between each alternative in the test data set
and class centroids are determined by using this weight information.

Mathematical model considers distance function as preference disaggregation
function. When distance norm is equal to one or infinity, mathematical model becomes
a linear programming model. For the other distance norms, two or three, the model
becomes nonlinear. The general form of the mathematical model, which is called Lp

Model, is as follows.
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Definition of the decision variables and parameters of the Lp Model is given below:
Indices:
K = Number of alternatives in training data set
g = Number of criteria
N= Number of class
k €{1,2, ... K} for alternatives in training data set
J €{1,2, ... ,q} for criteria
ne{l2, .. N} for classes
Parameters:
p = Distance function norm
r = Small positive constant to avoid equality case (0.001)
axj = jth criterion value of alternative k in training data set
Cn = Number of alternatives assigned to class n in training data set
yn = Centroid of class n
Calculated by averaging of aj for each criterion.

DP (X, y,)= Distance function value between alternative k and class centroid n

according to distance norm p.
Decision Variables:

&« = classification error of alternative k
w;j = weight of criterion j

z= objective function value
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Lp Model

. 1 Yvkecy €k
Min z = - 37, =502

n

Subject to:

DP (X, vn) — € < DP(Xp,y) — 1 ke{l,2,.. ,K}; Vt#n €{12,..,N} (4-1)

jeawy =1 (4-2)
a, =0 Vke{l.2..,K} (4-3)
w; =20 Vje{l2..,q} (4-4)

Obijective function of the Lp Model is to minimize the average classification error. To
obtain average classification error, first all classification errors of alternatives in a
class is summed and this summation is divided by the number of alternatives in the
class. Then, obtained values for each class is also summed and divided by the number
of classes to calculate average classification error. Equation (4-1) ensures that the
distance between an alternative in the training data set and the class centroid which it
is assigned is less than the distances between the alternative and the other class
centroids. Equation (4-2) ensures sum of criterion weights is equal to one. Equation

(4-3) and (4-4) are the non-negativity constraints of Lp Model.

Lp Model determines a weight vector that minimizes the average classification error.
The criterion weights are used to calculate the distances between alternatives in the
test data set and all class centroids. According to the distance values, alternatives are

assigned to the classes with minimum distances.
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4.4, Mathematical Model for Loo Norm

Lp Model, which is explained in Section 4.3, is valid for all L, distance norms.
However, when distance norm is equal to infinity, Lp Model is modified to use
Tchebycheff distance function as preference aggregation function. The formulation of

the Tchebycheff distance is given in Equation (3-4)

Tchebycheff model, which is called Loo Model, is a linear programming model.
Definition of additional decision variables and parameters of the Loo Model is given

below:

Parameters:

b = small positive constant greater than r (0.005)

Decision Variables:

Ly, = Tchebycheff distance of alternative k to class centroid n

Loo Model

N kaecnsk N
Minz =b Y, + Z —12n=1Ln
Subject to:

Lin = wj * |ar; = ynjl

Vke{12 .., Kkvn €{1,2,.. ,N}; Vj€{12 ..,q) (4-5)
Lin— € < Lyg—7 Vke{12.. K Vtzn €{12..,N} (4-6)

?:1 w; =1 (4-7)
@ 20 Vke{l12.. K} (4-8)
w20 VjE(L2..,q) (4-9)
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The objective function of the Lo Model has secondary objective additional to the
objective given in Lp Model. Primary objective sums all Tchebycheff distances. And
secondary objective takes average of the classification errors. The objective of Loo
Model is to minimize the sum of primary objective and secondary objective which is
multiplied by small constant b. Equation (4-5) calculates the Tchebycheff distance
function value for each alternative in the training data set and each class centroid.
Equation (4-6) is similar with Equation (4-1) in Model-1. Only difference is that
Equation (4-6) uses Tchebycheff distance values. Equation (4-7) is the same with
Equation (4-2) which ensures sum of criteria weights is equal to one. Equation (4-8)
and (4-9) are non-negativity constraint for decision variables.
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CHAPTER 5

COMPUTATIONAL EXPERIMENTS

The General Algebraic Modeling System (GAMS) v. 23.9 with CPLEX and BARON
solver is used to solve the developed mathematical models. CPLEX solver is
employed to solve the linear mathematical models with L; and L.. distance norms,
whereas BARON solver is used for the non-linear mathematical models with L, and
Ls distance norms. BARON solver is preferred for the non-linear models due to the
nature of its algorithm which guarantees optimality for nonlinear models since the
models for different distance norms are convex. In all computational experiments,
ASUS ET2311NKHB024M Intel ® Core ™ i7 4770S CPU @ 3.10 GHz Processor,
16GB, 64bit OS Windows 10 1703 Operating System is used.

In GAMS default optimality gap is 10%, whereas in the mathematical models it is set
as zero in order to obtain global optimum solutions.

Section 5.1 describes all the data sets used in the computational experiments.
Performance measures are explained in Section 5.2, followed by the results of the
distance based sorting method without class threshold in Section 5.3. Results of PDIS
and UTADIS methods are discussed in Sections 5.4 and 5.5, respectively, and the
chapter is concluded with Section 5.6 by comparing the results of the proposed method
with the results of PDIS and UTADIS methods.

5.1. Data Sets

The proposed method is applied on five data sets. Four of them are taken from UCI
Machine Learning Repository (UCI, n.d.) and one of them is taken from the study of
Fernandez et al. (2009). Some of the criteria in the data sets are categorical, which are
transformed into quantitative form by assigning numbers to each category, and others

are continuous which are normalized and evaluated in (0, 1) range. Data sets are
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divided into two parts as training data set and test data set. Training data is 35% of the

whole data set and test data is 65% of the whole data set. Summary of the data sets is

given below Table 5.1.

Table 5.1. Summary of Data Sets Used in the Computational Experiments

Number of Number of Number of
Data Set Name ) o

Alternative Criteria Classes
LENS 24 4 3
R&D Projects 81 4 8
Teaching Assistant 66 3 3
Credit 1000 20 2
Car 1728 6 4

5.1.1. Lens Data Set

Lens data set is taken from UCI Machine Learning Repository. It is the smallest data
set with 24 alternatives considered in this study.
The alternatives are sorted into 3 classes which are:
e Class 1: The patient should be fitted with hard contact lenses.
4 alternatives are classified into Class 1.
e Class 2: The patient should be fitted with soft contact lenses.
5 alternatives are classified into Class 2.
e Class 3: The patient should not be fitted with contact lenses.
15 alternatives are classified into Class 3.

Data set includes 4 criteria. Details of criteria are given in Table 5.2

Table 5.2. Details of Criteria for the Lens Data Set

38



Criteria Criterion Values

Young 1)
Age of the patient Pre-preshbyobic (2)
Presbyobic (3)

Myope (1)

Spectacle prescription
Hypermetrope (2)

I No (1)
Astigmatic
Yes 2
) Reduced 1)
Tear production rate
Normal (2)

All criteria are categorical in the data set. Therefore, normalization is not required for

criteria values.

5.1.2. R&D Projects Data Set

R&D Projects data set is taken from the study of Fernandez et al. (2009). The data set
includes 81 different alternatives.
The projects are sorted into 8 classes which are:
e Class 1: Exceptional.
6 alternatives are classified into Class 1.
e Class 2: Very high.
28 alternatives are classified into Class 2.
e Class 3: High.
25 alternatives are classified into Class 3.
e Class 4: Above average.
6 alternatives are classified into Class 4.

e Class 5: Average.
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10 alternatives are classified into Class 5.
e Class 6: Below average.

2 alternatives are classified into Class 6.
e Class 7: Low.

2 alternative are classified into Class 7.
e Class 8: Very low.

2 alternative are classified into Class 8.

Data set involves 4 criteria. Details of each criterion is given in Table 5.3.

Table 5.3. Details of Criteria for the R&D Projects Data Set

Criteria Criterion Values
Economic outcomes 1-7
Social outcomes 1-7
Scientific outcomes 1-7
Improvement of research competence 1-7

All criteria are categorical and they are defined with the same ranges in the R&D
Projects data set. Therefore, standardization is not required for criteria values.

5.1.3. Teaching Assistant Data Set

Teaching Assistant data set is taken from UCI Machine Learning Repository. The
original data set includes 151 alternatives, however, some of the data is problematic
since there exists repetitive alternatives in the data set and several alternatives that
have the same scores for each criterion are assigned to different classes which can
cause biased results for the proposed method. Therefore these problematic alternatives

are eliminated from the data set in the computational experiment of the proposed
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method and only unique alternatives are included in the data set. The number of unique
alternatives in the data set is reduced to 66 after applying this approach.

These unique alternatives are sorted into 3 classes which are:

e Class 1: Low performance of assistant.
20 alternatives are classified into Class 1.
e Class 2: Medium performance of assistant.
22 alternatives are classified into Class 2.
e Class 3: High performance of assistant.
24 alternatives are classified into Class 3.
The data set includes 2 categorical criteria and 1 continuous criterion. Details of each

criterion are given in Table 5.4.

Table 5.4. Details of criteria for the Teaching Assistant data set

Criteria Criterion Value

Native (1)
Native English Speaker
Non-Native (2)

Regular (1)
Course Semester
Summer (2)

_ Number of students registered
Class size

(Continuous)

For the continuous criterion “Class size”, criterion value and criterion ranges are not
compatible with those of the other criteria. Therefore this continuous criterion range
is normalized to (0, 1) range as shown in Equation (5-1) in order to prevent one

criterion dominance over the others.
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Ay, j—ming (ak,j)
5-1
maxy (ay,j)-miny (a, ;) (5-1)

r_
Akj =
Where a, ; is original value of alternative k on criterion j and a;, ; is normalized value

of alternative k on criterion j. min (ay, ;) represents the minimum value of alternative

k on criterion j. max; (ay ;) represents the maximum value of alternative k on

criterion j.

5.1.4. Credit Data Set

Credit data set is taken from UCI Machine Learning Repository. The data set includes
1000 alternatives.
Credit applicants are sorted into 2 classes which are:
e Class 1: Not approved applicants.
700 alternatives are classified into Class 1.
e Class 2: Approved applicants.
300 alternatives are classified into Class 2.
The data set includes 14 categorical criteria and 6 continuous criterion. Details of each

criterion are given in Table 5.5.
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Table 5.5 Details of Criteria for the Credit Data Set

Criteria

Criterion Values

Status of existing checking
account

No check account (1)
Account with no money (2)
Account with less than $200 money (3)
Account with more than $200 money (4)

Duration of credit

Months (4 - 60)

Credit history of applicant

Critical account (1)

Delay in paying off in the past (2)
Existing credits paid back duly till now (3)
All credits at this bank paid back duly (4)

No credits taken / all credits paid back duly (5)

New Car (1)
Used Car (2)
Furniture / Equipment (3)
Radio / Television (4)

Purpose of the credit Domestic appliances (5)
application Repair (6)
Education (7)
Vacation (8)
Retraining (9)
Business (10)
Credit amount Dollar (Continuous)
No info / No account (1)
Aoplicants savinas Account is less than $ 100 (2)
acré?)unt/bon ds g Account is between $100 and $500 (3)
Account is between $500 and $1000 (4)
Account is greater than $1000 (5)
Unemployed (1)
Employed less than 1 year (2)
Em?iIS%Tent stafus o Employed between 1 and 4 years (3)
PP Employed between 4 and 7 years (4)
Employed more than 7 years (5)
Installment rate in

percentage of disposable
income

Percentage (0-100)
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Table 5.5 Continued

Personal status and gender
of the applicant

Male and divorced (1)
Female and divorced / married (2)
Male and single (3)

Male and married / widowed (4)
Female and single (5)

Whether other debtors and
guarantors exist or not

None (1)
Co-applicant (2)
Guarantor (3)

Duration of the residence
of the applicant

Years (Continuous)

Property
applicant

owned by

No info / No property (1)
Car / Other (2)
Building society savings agreement / life
insurance (3)
Real estate (4)

Age of applicant

Years (Continuous)

Whether applicant have Plan to bank (1)

other installment plans or Plan to stores (2)

not No plan (3)
Rent (1)

Housing information of the
applicant

Owns the house (2)
House for free (3)

Number of existing credits
at this bank

Number (Continuous)

Job of the applicant

Unemployed/ Unskilled - Non-resident (1)
Unskilled resident (2)
Skilled employee / Official (3)
Manager / Self-employed / Highly qualified
employee / Officer (4)

Number of people being

liable to provide 1 person (1)

maintenance  for  the 2 people (2)

applicant

Whether applicant  has None (1)

telephone or not Yes, registered under applicant's name (2)
Whether  applicant s Yes (1)

foreign worker or not No (2)
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Continuous criteria are normalized to (0, 1) range using the Normalization Equation
(5-1).

5.1.5. Car Data Set

Car data set is taken from UCI Machine Learning Repository. The data set includes
1728 alternatives.
The credit applicants are sorted into 4 classes which are:
e Class 1: Unacceptable.
1209 alternatives are classified into Class 1.
e Class 2: Acceptable.
384 alternatives are classified into Class 2.
e Class 3: Good.
69 alternatives are classified into Class 3.
e Class 4: Very good.
65 alternatives are classified into Class 4
The data set includes 6 criteria and all of them are categorical. Therefore,
normalization is not required for criteria scores. Details of each criteria is given in
Table 5.6.
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Table 5.6. Details of criteria for the Car data set

Criteria

Criterion Values

Price

Low (1)
Medium (2)
High (3)
Very high (4)

Maintenance cost

Low (1)
Medium (2)
High (3)
Very high (4)

Number of doors

2 doors (1)
3 doors (2)
4 doors (3)
5 and more doors (4)

Number of people can be
carried

2 people (1)
4 people (2)
6 and more people (3)

Luggage - Boot capacity

Small (1)
Medium (2)
Big (3)

Safety level

Low (1)
Medium (2)
High (3)

5.2. Performance Measures

Two different cases are studied in order to evaluate the performance measures. In Case-
1, centroids of the classes are estimated by taking the averages of the data in the given
class of the training data set, whereas in Case-2 centroids are estimated using the whole
data set (i.e., taking averages of all data in the given class.) in order to analyze the effect
of estimation of centroids in the experiments. Therefore, Case-2 represents the perfect
information situation. In both cases, models are run for four different distance norms

which are one, two, three and infinity. The diagram related with this categorization is

shown in Figure 5.1.
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Mathematical Model

Rectilinear
Distance (P=1)

Euclidean Distance
(P=2)

P= 3 Distance
Norm

Case-1 Approach

Tchebycheff
Distance

(P= )

Rectilinear
Distance (P=1)

Euclidean Distance
Case-2 Approach (P=2)

P=3 Distance
Norm

Tchebycheff
Distance

(P=0)

Figure 5.1. Diagram of the Developed Mathematical Models
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Mathematical models determine weight sets using the training data set. Distance
values between the test data set and each class centroids are calculated by using these
weight sets and alternatives in the test data set are assigned to the closest classes
according to their distance values.

Mainly two different performance measures are used to validate the model. One of the
performance measure used to evaluate the model is success rate. Success rate is the
proportion of correctly classified alternatives to the whole data set. Table 5.7 shows

the number of correctly and incorrectly classified alternatives for a given data set.

Table 5.7. Number of correct and incorrect assigned alternatives for a data set

Training Data | Test Data | Whole Data

Number of Alternatives
_ A B A+B
in Data Set
Number of Correctly

. ) C D C+D
Classified Alternatives
Number of Incorrectly

- _ A-C B-D (A+B)-(C+D)
Classified Alternatives

The success rates for the data set are calculated as follows:

Success rate for training data set = %

Success rate for test data set = g
Success rate for whole data set = %

Accuracy is defined as the success rate for test data set of the method. Accuracy is one
of the most commonly used performance measure for sorting problems. The success
rates for training data set and whole data set and accuracy level are calculated for each

distance norm models. The best accuracy level is selected as the performance of the
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method for that data set. The details of this evaluation for each data set is explained in
the Section 5.3.

Another performance measure that is used to validate the model is range length. The
range length shows how accurately the model assigns alternatives to the classes. Range
length is calculated with two different ways. The first one is called Full Range and the
second one is called Partial Range. The steps of calculating range length is shown in

Figure 5.2.
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Range Length

Full Range

Partial Range

C,ec = Assigned class using
Rectilinear distance function

Cicn = Assigned class using
Tchebycheff distance function

Ciirst = Assigned class of best
resulted distance norm

Ceecong = Assigned class of
second best resulted distance
norm

Full Range

] |Crec — thhl

Number of true assigned
alternatives

Partial Range

] | Cfirst - Csecond |

Number of true assigned
alternatives

Figure 5.2. Steps of Range Calculation



In the full range, Rectilinear and Tchebycheff distance norms are used and their
assignment results are evaluated. These two distance norms give the whole range for
possible class assignments, representing a lower bound and an upper bound.
Alternatives, which are located between the lower and upper bound are labelled as
correctly classified and the rest of the alternatives are labelled as incorrectly classified.

The full range of an alternative is calculated as:

Z|Crec_ thh| (5_2)

Number of correctly classified alternatives

Full Range =

Crec represents the assigned class number by using Rectilinear distance norm in
Equation (5-2). Similarly, Cih represents the assigned class number by using
Tchebycheff Distance norm in Equation (5-2). Rectilinear distance result gives a lower
value for some of the alternatives in the data set and Tchebycheff distance result gives
a lower value for the rest. Therefore absolute value is used to calculate the range.
Ranges are calculated for all of the correctly assigned alternatives in a data set.

In partial range, test data set assignment results for four distance norms are compared
and two of the distance norms with the highest accuracies are selected. These two
results give the best possible class range for an alternative. The partial range of an
alternative is calculated as:

E'Cfirst_ Csecondl (5_3)

Partial Range = — ,
Number of correctly classified alternatives

Crirst represents the assigned class number of the distance norm with the best accuracy
level and Csecond represents the assigned class number of the distance norm with the
second best accuracy level, in Equation (5-3). The alternatives belonging to the class
which is between the best two results are labelled as correctly classified and the rest
of the alternatives are labelled as incorrectly classified. The assigned class number for
best accuracy distance norm might be a smaller value compared to that of the second
best accuracy distance norm, therefore absolute value is used in the formulation.
Range measures are calculated for all correctly assigned alternatives and their average

gives the partial range length.
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The calculation of range lengths are explained in the following example. Assume that
test data set includes 4 alternatives and their assignment results are given below Table
5.8.

Table 5.8. Example Results for Range Calculation

DM's Distance Norms | |Coc = Ceenl | |Crirst = Csecond]
Alternatives | Assignment (Nornlnator of | (Nominator of
. Full Range Partial Range
Information 9
PN L | L | L | Lo | Equation) Equation)
1 2 22111 2 0 1
2 1 11]1] 2 1 0
3 2 311111 3 FALSE FALSE
4 3 3321 2 1

In Table 5.8, Crec represents the assigned class number by using Rectilinear distance;
L. and Cich represents the assigned class number by using Tchebycheff distance; Loo.
Crirst represents the assigned class number of the distance norm with the best accuracy
level which is L, for this example. Csecond represents the assigned class number of the
distance norm with the second best accuracy level which is L; for this example. Also,
FALSE represents that the alternative is incorrectly classified for both distance norms
within the related range calculation. In this example, alternative 3 is labeled as
FALSE. Because it is incorrectly classified for full range with L, and Lo distance
norms. It is also the same for partial range with L, and Lz distance norms. Therefore, the
number of correctly classified alternatives are 3 for the both range calculations. So

ranges are calculated according to the Equations (5-2) and (5-3) respectively:

2|Crec— Cechl _ 0+1+2

Full range = o — = 1
Number of correctly classified alternatives 3
. Y|Crirst— C d 14+0+1
Partial Range = Crirst= Cseconal — = = 0.667
Number of correctly classified alternatives 3
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5.3. Results of Distance Based Sorting Without Class Threshold Method
(DISWOTH)

In this method, four different distance norms are evaluated for each case and their
results are compared to identify the best distance norm of the data set.

The results of the DISWOTH method for different performance measures such as
accuracy, success rate of training data set, success rate of whole data set, computation

times and range lengths are given in following subsections for each data set separately.

5.3.1. Result of Lens Data Set

In this subsection, performance measures are given for Lens data set. Case-1 results

are given in Table 5.9.

Table 5.9. Case-1 Results for Lens Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o )
Norm Training Data Whole Data Time (Sec.)
L1 0.667 1.000 0.792 0.000
Lo 0.533 1.000 0.708 0.050
Ls 0.667 1.000 0.792 0.080
Loo 0.933 0.889 0.917 0.030

For Case-1, Loo distance norm has the highest accuracy level of 0.933, and the success
rate for the whole data set is better than the other distance norms. Computation time
of 0.03 second for Loo distance norm is also one of the shortest, therefore Lo distance
norm is selected as the best performing distance norm for Case-1 approach.
Assignment of test data set for best performed model, Loo distance norm, is given in

Appendix A.
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Table 5.10. Case-2 Results for Lens Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o )
Norm Training Data Whole Data Time (Sec.)
L1 0.800 1.000 0.875 0.000
Lo 0.867 1.000 0.917 0.100
Ls 0.733 1.000 0.833 0.060
Loo 0.867 0.667 0.792 0.000

Case-2 results are presented in Table 5.10. L» and Loo distance norms give the best
accuracy levels with 0.867. In terms of success rate of training data and whole data
measures, L distance norm gives higher levels than Loo distance norm. Therefore, L
distance norm is accepted as the best for Case-2 of Lens data set. L, distance norm has
0.1 second computation time. Assignment of test data set for best performed model,
L distance norm, is reported in Appendix B.

Range length is calculated depending on accuracy level. Solutions of the test data set
are compared and two of the highest accuracy level distance norms are selected for
partial range calculation. For Case-1 approach, the best accuracy level is obtained
from Loo distance norm. Second best accuracy level is obtained from both L;and La.
To be able to differentiate the partial range from full range, Lz distance norm is
selected as the second best accuracy level model. For Case-2, L, and Loo distance
norms give the highest accuracy level of 0.867. Therefore, these two best distance
norms are used to calculate partial range. Table 5.11 shows the range length of the
data set.
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Table 5.11. Range Length Values for Lens Data Set

Case-1 Case-2
FULL PARTIAL FULL PARTIAL
RANGE RANGE RANGE RANGE
(L1 - Loo) (L3- Loo) (L1 - Loo) (L2- Loo)
Range for
0.347 0.318 0.500 0.416
Whole Data
Range for
0.500 0.461 0.533 0.400
Test Data
Range for
o 0.111 0.111 0.444 0.444
Training Data

The Lens data set includes 3 classes, therefore the whole range is equal to 2. The range
lengths of the test data for full and partial ranges are 0.500 and 0.461 respectively, for
Case-1 approach, whereas the full range result is 0.533 and partial range result is 0.400
for Case-2. For both cases partial range is smaller than full range as expected in the
Lens data set. All of the range lengths, presented in Table 5.10, are smaller than 1.

This shows how accurate the DISWOTH method assigns alternatives to the correct

classes.
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5.3.2. Result of R&D Projects Data Set

In this subsection, performance measures are evaluated for R&D Projects data set.

Case-1 approach results are given in Table 5.12.

Table 5.12. Case-1 Results for R&D Projects Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o ]
Norm Training Data Whole Data Time (Sec.)
L1 0.404 0.793 0.543 0.000
L2 0.423 0.690 0.519 55.430
Ls 0.385 0.759 0.519 123.560
Loo 0.288 0.552 0.383 0.030

For Case-1, L» distance norm has the best accuracy rate with 0.423, and the
computation time is found as 55.430 seconds. The assigned classes by Case-1
approach for the test data set and the classes given by data itself is provided in
APPENDIX C.

Table 5.13. Case-2 Results for R&D Projects Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o ]
Norm Training Data Whole Data Time (Sec.)
L1 0.462 0.517 0.481 0.000
L2 0.596 0.621 0.605 68.480
Ls 0.538 0.621 0.568 57.470
Loo 0.577 0.586 0.580 0.000

Case-2 approach results are presented in Table 5.13. The best performance is L
distance norm with 0.596 accuracy level. L» distance norm has 68.48 seconds

computation time which is longer than other distance norms since L, distance norm
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model is a nonlinear model. The assigned classes by Case-2 approach for the test data
set and the classes given by data itself is provided in APPENDIX D.

For partial range calculation, the best two accuracy distance norm results from the test
data set are selected. For Case-1 approach, L; and L distance norms give the highest
accuracy rates, which are 0.404 and 0.423 respectively. Therefore, partial range is
calculated with Ly and L distance norms. For Case-2 approach, L, and Loo distance
norms give the highest rate for test data set with 0.596 and 0.577 respectively. Thus,
Lo and Lo distance norms are used for partial range calculation. Range length
calculation results of Case-1 approach and Case-2 approach are presented in Table
5.14.

Table 5.14. Range Length Values for R&D Projects Data Set

Case-1 Case -2
FULL |PARTIAL FULL PARTIAL
RANGE | RANGE RANGE | RANGE
(L1-Lowo) | (L1—L2) | (L1-Loo) | (L2-Lwo)
Range for
0.760 0.906 0.825 0.754
Whole Data
Range for Test
1.214 1.000 0.811 0.692
Data
Range for
o 0.500 0.583 0.850 0.836
Training Data

The R&D Projects data set includes 8 classes, therefore the whole range is 7. The
range lengths of test data for full and partial ranges are 1.000 and 1.214 respectively,
for Case-1 approach. For Case-2 approach, the full range result is 0.811 and the partial
range result is 0.692. Both range values for Case-2 approach are smaller than Case-1
approach results. When all results are compared with the whole range, which is 7, all
results are very small. This shows how accurate the DISWOTH method assigns

alternatives.
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5.3.3. Results of Teaching Assistant Data Set

Performance measures of data set are evaluated in this subsection. Case-1 approach

results are given in Table 5.15.

Table 5.15. Case-1 Results for Teaching Assistant Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o )
Norm Training Data Whole Data Time (Sec.)
L1 0.349 0.304 0.333 0.201
L2 0.419 0.348 0.394 3.260
Ls 0.395 0.391 0.394 0.790
Loo 0.419 0.435 0.424 0.373

For Case-1, L» and Loo distance norms have the highest accuracy level of 0.419. For
the training and whole data set, Loo distance norm gives higher success rates than L»
distance norm. Loo distance norm has also very small computation time with 0.373
second. Therefore, the best performance of Case-1 is selected as Loo distance norm.
Assignment of test data set for best performed model, Lo distance norm, is reported
in Appendix E.

The result for Lz distance norm given in Table 5.15 is obtained with 1 % optimality
gap within 0.790 seconds of computation time. The same model is also solved without
optimality gap and even after 72271.17 seconds of execution time the model could not
find a global optimal solution. The results of two models which are with gap and
without gap also found to yield the same objective function and weight set but since
their computation times are very different the results of the model with gap is given

here.
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Table 5.16. Case-2 Results for Teaching Assistant Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o )
Norm Training Data Whole Data Time (Sec.)
L1 0.512 0.565 0.530 0.242
Lo 0.535 0.609 0.561 4.310
Ls 0.488 0.652 0.545 0.580
Loo 0.535 0.652 0.576 0.240

The Case-2 approach results are reported in Table 5.16. L, and Lo distance norms
have the highest accuracy level of 0.535. For training data set and whole data set, Loo
distance norm gives higher success rates than L, distance norm. And Leo distance
norm has very short computation time as 0.24 second. Therefore, the best performance
is Loo distance norm. Assignment of test data set for the best performed model, Lo
distance norm, is reported in Appendix F.

The best two distance norms are selected for partial range calculation by comparing
test data set results. For Case-1 approach, L» and Loo distance norms give the highest
accuracy levels for test data, which is 0.419 for both of them. For Case-2 approach,
again Lo and Loo distance norms give the highest accuracy levels, which is 0.535 for
both distance norms. Results of range calculation for both cases of Teaching Assistant
data set are given in Table 5.17.

Table 5.17. Range Length Values for Teaching Assistant Data Set

Case-1 Case-2
FULL PARTIAL FULL PARTIAL
RANGE RANGE RANGE RANGE
(L1 - Loo) (L2 - Loo) (L1 - Loo) (L2 - Loo)

Range for Whole Data 0.500 0.190 0.522 0.519
Range for Test Data 0.333 0.129 0.607 0.536
Range for Training Data |  0.800 0.363 0.375 0.187
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The Teaching Assistant data set includes 3 classes, therefore the whole range is 2. The
range length of the test data for full and partial ranges are 0.333 and 0.129 respectively
for Case-1 approach, whereas for the full range result is 0.607 and partial range result
Is 0.536 for Case-2. Partial range lengths are smaller than full range lengths as
expected. Because the partial range limits are selected from the best results of different
distance norms. When all results are compared with the whole range, all of them are
very small. This shows that the DISWOTH method performs well in assigning

alternatives to the correct classes.

5.3.4. Result of Credit Data Set

In this subsection, performance measures are evaluated for Credit data set. Case-1
approach results are presented in Table 5.18.

Table 5.18. Case-1 Results for Credit Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o )
Norm Training Data Whole Data Time
L1 0.598 0.583 0.593 0.036
L. 0.674 0.720 0.690 0.890
Ls 0.675 0.746 0.700 1.660
Loo 0.623 0.591 0.612 5.550

For Case-1, L3 distance norm has the highest accuracy level of 0.675. Computation
time of the best distance norm is 1.66 seconds. The assigned classes by Case-1
approach for the test data set and the classes given by data itself is provided in
APPENDIX G.

The model result for Lz distance norm given in Table 5.18 is obtained with 2 %
optimality gap within 1.660 seconds of computation time. Same model is also solved
without optimality gap and even after 72021.38 seconds of execution time the model

could not find a global optimal solution. The model result for L, distance norm

60



presented in Table 5.18 is obtained with 2 % optimality gap within 0.890 second of
computation time. The same model is also solved without optimality gap and even
after 72028.72 seconds of execution time the model could not find a global optimal
solution. The results of two models which are with gap and without gap also found to
yield the same objective function and weight set but since their computation times are

very different the results of the model with gap is given here.

Table 5.19. Case-2 Results for Credit Data Set

Distance Success Rate for | Success Rate | Computation
Accuracy o )
Norm Training Data | for Whole Data Time
L1 0.649 0.686 0.662 0.000
Lo 0.662 0.723 0.683 0.540
Ls 0.686 0.760 0.712 0.730
Loo 0.645 0.586 0.624 4.727

Case-2 approach results are presented in Table 5.19. The best performance is L3
distance norm with 0.686 accuracy level. Lz distance norm has 0.73 second
computation time, which is very short. The assigned classes by Case-2 approach for
the test data set and the classes given by data itself is provided in APPENDIX H.
The model result for Lz distance norm is executed for 72024.84 seconds and could not
find optimal solution. The model is also solved with 2% optimality gap. L. distance
norm model is executed for 72021.54 seconds and could not find optimal solution.
The model is also solved with 2% gap. The results of two models which are with gap
and without gap with different distance norms give the same objective function and
weight set but their computation times are very different. Therefore the results of
models with gap are given in Table 5.19.

Range length is calculated for Credit data set depending on accuracy level. Test data
set results are compared and the best two distance norms are selected for partial range

analysis. For Case-1 approach, L, and Ls distance norms give the highest accuracy
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level of 0.674 and 0.675 respectively. So, these distance norms are used for partial
range length calculation. For Case-2 approach, L. and Lz distance norms give the
highest accuracy levels for test data as 0.662 and 0.686 respectively. Therefore, partial
range is calculated with L, and L3 distance norms. Results of range length for Case-1
and Case-2 are given in Table 5.20.

Table 5.20. Range Length Values for Credit Data Set

Case-1 Case-2
FULL | paRTIAL | FULL | PARTIAL
RANGE | RANGE | RANGE | RANGE
(L1 - Leo) (L2 - Ls) (L1 - Leo) (L2 - Ls)
Range for Whole | 4,4 0.252 0.324 0.117
Data
Range for Test Data | 0.323 0.259 0.337 0.124
[R)ange for Training | ) 596 0.240 0.302 0.106
ata

The Credit data set includes 2 classes, therefore the whole range is 1. The range lengths
of the test data for full and partial ranges are 0.323 and 0.259 respectively for Case-1
approach. For Case-2 approach, the full range result is 0.337 and the partial range
result is 0.124. For both cases, the partial range results are smaller than the full range

results as expected.
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5.3.5. Result of Car Data Set

Performance measures of data set are evaluated in this subsection. Case-1 approach

results are presented in Table 5.21.

Table 5.21. Case-1 Results for Car Data Set

Distance Success Rate for | Success Rate | Computation
Accuracy o )
Norm Training Data for Whole Data | Time (Sec.)
L1 0.602 0.615 0.599 0.011
L. 0.733 0.702 0.722 2.890
Ls 0.773 0.759 0.768 5.780
Loo 0.734 0.754 0.741 2.940

For Case-1, Lz distance norm has the highest accuracy level of 0.773 and the success
rates are better than the other distance norms. For the best distance norm model, the
computation time is 5.78 seconds. Assignment of test data set for best performed
model, L3 distance norm, is reported in Appendix I.

The model result for Ls distance norm given in Table 5.21 is performed with 2 %
optimality gap within 5.780 seconds of computation time. The same model is also
solved without gap and even after 72024.11 seconds of execution time the model could
not find a global optimal solution. The model result for L, distance norm given in
Table 5.21 is performed with 3 % optimality gap within 2.890 second of computation
time. The same model is also solved without gap and even after 72005.61 seconds of
execution time the model could not find a global optimal solution. The results of two
models which are with gap and without gap also found to yield the same objective
function and weight set but since their computation times are very different. The
results of the model with gap is presented here.
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Table 5.22. Case-2 Results for Car Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o )
Norm Training Data Whole Data Time (Sec.)
L1 0.631 0.615 0.626 0.000
L. 0.762 0.717 0.750 12.260
Ls 0.806 0.790 0.800 7.240
Loo 0.768 0.792 0.773 3.170

Case-2 approach results are presented in Table 5.22 The best performance of the
approach is Lz distance norm with 0.806 accuracy level. Lz distance norm has 7.24
seconds computation time. Assignment of test data set for best performed model, Ls
distance norm, is given in Appendix J.

The model result for Lz distance norm is executed for 72024.19 seconds and could not
find optimal solution. Therefore, the model is also solved with 2% optimality gap. L
distance norm model is executed for 72042.75 seconds and could not find optimal
solution. Therefore, the model is also solved with 3% optimality gap. The results of
two models give the same objective function and weight set but their computation
times are very different. Therefore the results of the models with gap are given in
Table 5.22.

Car data set has 1728 alternatives, 605 of them are in the training data and 1123 of
them are in the test data set, which can be accepted as a large data set. In this large
data set, the accuracy level of 0.806 is better than the accuracy level of previous
smaller data sets, indicating the performance of the method increases as the data set
gets larger within these five data sets.

Test data set results are compared and the best two distance norms are selected for
partial range calculation. For Case-1, Lz and Loo distance norms give the highest rates
for test data set, which are 0.773 and 0.734 respectively. Therefore, Lz and Lo distance
norms are used to calculate partial range length. For Case-2, Lz and Loo distance norms

give the highest accuracy levels for test data, which are 0.762 and 0.768, respectively.
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Therefore Ls and Loo distance norms are used for partial range calculation. Range

length of Case-1 approach and Case-2 approach are given in Table 5.23.

Table 5.23. Range Length Values for Car Data Set

Case-1 Case-2
FULL | paRTIAL | FULL | pARTIAL
RANGE | RANGE | RANGE | RANGE
(L1-Leo) | (Lzand Loo) | (L1-Le0) | (L3 and Loo)
Il:?)ange for Whole 0459 0.069 0.443 0.029
ata
Range for Test Data | 0.439 0.063 0.425 0.025
Range for Training 0.494 0.081 0.477 0.037
Data

The Car data set includes 4 classes, therefore the whole range is 3. The full and partial
range lengths for the test data are 0.439 and 0.063 respectively for Case-1 approach.
For Case-2 approach, the full range result is 0.425 and the partial range result is 0.025.
For both cases, the partial range results are smaller than the full range results as
expected. When all results are compared with the whole range, all of them are too
small. This shows how accurate the DISWOTH method assigns alternatives to the

correct classes.

5.4. Results of Probabilistic Distance Based Sorting (PDIS) Method

PDIS method (Celik et al, 2015) is applied to the same data sets explained in Section
5.1. To run the mathematical model of PDIS method, the same solvers, CPLEX and
BARON, are used. Performance measures, namely accuracy, success rate of training
data set, success rate of whole data set and computation time, are calculated for PDIS
method. The PDIS method gives threshold values for each class. But in some cases,
the method cannot distinguish all class thresholds and may result in missing classes.

As a performance measure, number of missing classes are also evaluated.
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According to the PDIS model results, class threshold values are obtained from Model-
1. Maximum and minimum values of alternatives in test data set are found by Model-
2. If a class contains both the maximum and the minimum values of an alternative,
then this alternative is assigned to the class. Alternatives are labelled as correctly
classified when the model assignment results give the same class with data itself.
Accuracy level is calculated for the correctly classified alternatives in the test data set.
The performance measure results of PDIS method are evaluated for each data set
separately.

Table 5.24 shows performance measures of the PDIS method for Lens data set.

Table 5.24. Performance Measures of PDIS Method for Lens Data Set

) Success Rate | Success _ Number of
Distance o Computation o
Accuracy | for Training Rate for ) Missing
Norm Time (Sec.)
Data Whole Data Class
L1 0.267 0.555 0.375 0.3 0
L2 0.267 0.555 0.375 45.25 0
Ls 0.333 0.444 0.375 8.82 0
Loo 0.533 0.778 0.625 0.24 1

For Lens data set, Loo model gives the best accuracy level as 0.533. Its computation
time is 0.24 second. But, this model could not distinguish 2" and 3" classes and skips
2" class. Ls distance norm model gives the second best accuracy level with 0.333 for
the PDIS method. And also Ls distance norm distinguishes all classes. So,
Tchebycheff model can be the best performed model however Lz can be also the best
performed among the ones distinguishing all classes.

For R&D Projects data set, PDIS method models are run for all distance norms.
However, L, and Lz distance norm models could not find any feasible solution at the
end of the 86400 seconds for both. Therefore, performances of L, and Lz distance
norms could not be measured. Table 5.25 shows the result of L; and Loo distance

norms.
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Table 5.25. Performance Measures of PDIS Method for R&D Projects Data Set

] Success Rate Success _ Number of
Distance o Computation o
Accuracy | for Training Rate for ) Missing
Norm Time (Sec.)
Data Whole Data Class
L1 0.692 0.827 0.740 0.65 0
Loo 0.269 0.379 0.308 3.75 2

L1 model gives the best accuracy level with 0.692 for R&D Projects data set. The
model is solved in 0.65 seconds without any missing class. Tchebycheff model gives
0.269 accuracy level. This model could not distinguish all classes. The number of
missing classes is found as 2. The method skips 6" and 7 classes. For the PDIS
method, L1 model is selected as the best performed distance norm.

For Teaching Assistant data set, PDIS method is executed for all distance norms. But,
the method gives the same accuracy level without any missing class. The only
difference is computation times for different distance norms. Table 5.26 shows the

result of PDIS method for Teaching Assistant data set.

Table 5.26. Performance Measures of PDIS Method for Teaching Assistant Data Set

) Success Rate | Success Rate ) Number of
Distance o Computation o
Accuracy | for Training for Whole ] Missing
Norm Time (Sec.)
Data Data Class
L1 0.326 0.434 0.363 0.37 0
Lo 0.326 0.434 0.363 307.54 0
Ls 0.326 0.434 0.363 86421.8 0
Loo 0.326 0.434 0.363 2.33 0

When all model solutions are compared, L1 is selected as best performed model with

the shortest computation time, 0.37 second.
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PDIS method models are run with all distance norms for Credit data set. However, Lo,
Ls and Loo distance norms could not find any feasible solutions after 88108.28,
88291.41 and 88662.73 seconds computation times, respectively. For the L; distance
norm, the model results with 0.092 as class threshold value. And also maximum and
minimum values for all alternatives in the test data set are the same, 0.092. Therefore,
any alternative in the test data set could not be distinguished between 1% and 2"
classes. Performance measures could not be evaluated for Credit data set.

Car data set models with different distance norms, L1, L2, Ls and L., are executed for
PDIS method. However, any of them could not find feasible solution at the end of the
24 hours computation time. Therefore, performance measures could not be evaluated
for Car data set.

For Credit and Car data sets, the DISWOTH method give high performances.
However, PDIS method and DISWOTH method could not be compared for these data
sets. Therefore, UTADIS method is also applied to the same data sets.

5.5. Results of Utilities Additives DIScriminates (UTADIS) Method

UTADIS method (Devaud et al., 1980) is applied to all five data sets explained in
Section 5.1 like PDIS method. To run the mathematical model of UTADIS method,
CPLEX is used.

In the UTADIS method, breakpoint and interval information is needed. If the criteria
are categorical, the breakpoints of criteria are determined as these categories. But, if
the data set includes continuous criteria values, determining the subintervals can be a
challenge. Doumpos and Zopounidis (2002) propose a heuristic, HEURL, to solve this
problem. HEURL states that:

“Define pj-1 equal subintervals, such that there is at least one alternative
belonging in each interval.”
In mathematical model of UTADIS method, breakpoint and interval information is

obtained by using HEURL1. According to the mathematical model results, class
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threshold values and utility values for criteria and intervals are obtained. These utility
values for criteria and intervals are used to calculate global utility function of each
alternative in the test data set. If the utility function value of an alternative is between
the class threshold values, the alternative is assigned to the corresponding class. If
alternatives are assigned to the correct classes given in the data, they are labelled as
correctly classified. Accuracy level is calculated for the correctly classified
alternatives in the test data set.

Performance measures are calculated for UTADIS method such as accuracy, success
rate for training data set, success rate for whole data set and computation time. The
UTADIS method gives all threshold values for each class and no missing class is
occurred. Therefore, number of missing class is not evaluated as a performance
measure.

Table 5.27 shows performance measures of the UTADIS method for all data sets.

Table 5.27. Performance measures of UTADIS Method for all Data Set

Distance Success Rate for | Success Rate for | Computation
Accuracy o )
Norm Training Data Whole Data Time (Sec.)
Lens 0.400 0.778 0.514 1.422
R&D
) 0.519 0.758 0.605 0.808
Projects
Teaching
) 0.279 0.305 0.288 0.191
Assistant
Credit 0.318 0.342 0.327 0.209
Car 0.396 0.557 0.452 0.334

It is seen that computation time of all models are very short. And the model gives the
best accuracy level which is 0.519 for R&D Projects data set. The comparison of the
UTADIS method and the DISWOTH method is provided in Section 5.6.
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5.6. Comparison with PDIS Method and UTADIS Method

In this section, results of PDIS method (Celik et al, 2015), UTADIS method (Devaud
et al., 1980) and the DISWOTH method are compared. The best results of Case-1
approach and Case-2 approach for DISWOTH method is selected to compare with
PDIS and UTADIS methods.

The best results of the DISWOTH method, PDIS method and UTADIS method are

compared in Table 5.28 for Lens data set.

Table 5.28. Comparison of Methods for Lens Data Set

Success Rate for Success Rate | Computation

Model Name | Accuracy o )
Training Data for Whole Data | Time (Sec.)

Case-1  of
DISWOTH 0.933 0.889 0.917 0.030
Method (Loo)
Case-2  of
DISWOTH 0.867 1.000 0.917 0.100
Method (L2)
PDIS 0.778
Method (Lvo) 0.533 0.625 0.240

UTADIS 0.400 0.778 0.514 1.422

For the Lens data set, Case-1 approach of DISWOTH method gives the best
performance with 0.933 accuracy level. The accuracy level of PDIS method and
UTADIS method are lower than both cases of DISWOTH method. The computation
time of the methods are very short but Case-1 has the shortest computation time.
The best performed Case-1 and Case-2 of DISWOTH method, PDIS method and
UTADIS method results for R&D Projects data set are compared in Table 5.29.
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Table 5.29. Comparison of Methods for R&D Projects Data Set

Model Success Rate for Success Rate | Computation
Accuracy o ]

Name Training Data for Whole Data | Time (Sec.)
Case-1  of
DISWOTH 0.423 0.690 0.519 55.430
Method (L2)
Case-2 of
DISWOTH 0.596 0.621 0.605 68.480
Method (L2)
PDIS 0.827 0.65

0.692 0.740

Method (L1)
UTADIS 0.519 0.758 0.605 0.808

For the R&D Projects data set, PDIS method gives the best accuracy level with 0.692.
Also the accuracy level of Case-2 approach of DISWOTH method is better than the
accuracy level of UTADIS method.

For the Teaching Assistant data set, best results of the three methods are compared in
Table 5.30.
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Table 5.30. Comparison of Methods for Teaching Assistant Data Set

Success Rate for Success Rate | Computation

Model Name | Accuracy o ]
Training Data for Whole Data | Time (Sec.)

Case-1  of
DISWOTH 0.419 0.435 0.424 0.373
Method (Loo)
Case-2  of
DISWOTH 0.535 0.652 0.576 0.240
Method (Loo)
PDIS 0.434
Method (L) 0.326 0.363 0.37

UTADIS 0.279 0.305 0.288 0.191

For this data set, Case-2 approach of DISWOTH method gives the best performance
with 0.535 accuracy level. The accuracy level of PDIS method is lower than both cases
of DISWOTH method. And UTADIS method gives the lowest accuracy level for
Teaching Assistant data set. The computation times are very short for all methods.
Credit and Car data sets are accepted as large data set with 1000 and 1728 alternatives
respectively. PDIS method could not solve these data sets with any distance norms in
24 hours. Therefore, comparison of the performance measures is not possible for
Credit and Car data sets with PDIS method. The comparison is performed between the
results of DISWOTH method and UTADIS method.

Table 5.31 shows the comparison results for the Credit data set.
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Table 5.31. Comparison of Methods for Credit Data Set

Model Success Rate for Success Rate | Computation
Name Accuracy Training Data for Whole Data | Time (Sec.)
Case-1 of
DISWOTH 0.675 0.746 0.700 1.660
Method (Ls3)
Case-2 of
DISWOTH 0.686 0.760 0.712 0.730
Method (L3)
UTADIS 0.318 0.342 0.327 0.209

For this data set, Case-2 approach of DISWOTH method gives the best performance
with 0.686 accuracy level. And Case-1 approach result gives slightly lower accuracy
level, 0.675. The accuracy level of UTADIS method is significantly lower than both
cases of DISWOTH method, 0.318. The computation times are short for all methods.

Table 5.32 shows the comparison results for Car data set.

Table 5.32. Comparison of Methods for Car Data Set

Model Success Rate for Success Rate | Computation
Name Accuracy Training Data for Whole Data | Time (Sec.)
Case-1 of
DISWOTH 0.773 0.759 0.768 5.780
Method (L3)
Case-2 of
DISWOTH 0.806 0.790 0.800 7.240
Method (L3)
UTADIS 0.396 0.557 0.452 0.334
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For this data set, Case-2 approach of DISWOTH method gives the best performance
with 0.806 accuracy level. And Case-1 approach gives 0.773 accuracy level. The
accuracy level of UTADIS method is lower than both cases of DISWOTH method,
0.396.

Both Case-1 and Case-2 approaches of DISWOTH method perform better than PDIS
method and UTADIS method in four of the five data sets, Lens, Teaching Assistant,
Credit and Car, for the defined performance measures. PDIS method performs better
than the DISWOTH method in only one data set and UTADIS method is not as good
as the DISWOTH method in any data set. Computation time of UTADIS method on
the other hand, is shorter than the DISWOTH method for most of the data sets. For
the DISWOTH method, even though the nonlinear models (L2 and Ls distance norms)
give longer computation times than the linear models, the computation times for
almost all of the cases are shorter than 1 minute, which can be considered acceptable.
Finally, it is important to mention that the accuracy levels of both Case-1 and Case-2

approaches increase for larger data sets in these five data sets.
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CHAPTER 6

CONCLUSION

In this thesis, a new distance based sorting without class threshold method
(DISWOTH) is developed. This method uses preference disaggregation analysis
approach with distance functions. The distance function is used as the criteria
aggregation function in the proposed method. The mathematical model of DISWOTH
method determines criteria weights that represent DM’s preferences using training
data set. The alternatives in the test data set is assigned to the closest classes by using
these weight information.

To the best of our knowledge, in the literature there is no sorting method that assigns
alternatives without estimating class thresholds or preference profiles. There are
clustering methods such as k-means algorithm that do not consider class thresholds
but estimate class centroids instead. We incorporate this idea into sorting approach.
We did not develop an iterative method that update class centroid estimates since
DISWOTH method gives high quality results.

Class centroids used in the mathematical model are estimated in two ways, Case-1 and
Case-2. In Case-1, class centroids are estimated by taking the averages of the data in
the given class of the training data set. In Case-2, class centroids are estimated by the
use of whole data set. For both cases, different distance norms which are one, two,
three and infinity are evaluated with five data sets. The highest accuracy levels are
obtained for large data sets used in the computational experiments. Computation time
of nonlinear programming models with L» and L3 distance norms are longer than linear
programming models with L; and L., distance norms, as expected. All mathematical
models provide results less than 1 minute with high accuracy rates. Also, in most of

the sorting methods, more than half of the whole data set is used as training data set
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to obtain preference information from DM. The DISWOTH method, performs well
when 35% of the whole data set is used as training data set.

PDIS method and UTADIS method are also evaluated with the five data sets. The
results of these methods are compared with the DISWOTH method. The experiments
show that the DISWOTH performs better than the other methods in different data sets.
For Lens data set, the proposed mathematical models with different distance norms
give the accuracy levels between 0.533 and 0.933. However, accuracy levels of the
other methods are less than the lowest accuracy level of the DISWOTH method. For
TA data set, the best accuracy level of the DISWOTH method is 0.596 and the worst
accuracy level is 0.349. PDIS method give accuracy level of 0.326 and UTADIS
method give accuracy level of 0.279. Again, accuracy levels of both methods are less
than the worst accuracy level of the DISWOTH method. For Credit data set, the
DISWOTH method’s models give the accuracy levels between 0.686 and 0.598.
However, UTADIS method gives accuracy level of 0.318 which is far less than the
worst accuracy level of the DISWOTH method. And PDIS method could not find any
feasible solution. For Car data set, the best accuracy level is 0.806 and the worst
accuracy level is 0.602. However, UTADIS method could obtain only 0.396 accuracy
level while PDIS method could not find any feasible solution.

While applying the DISWOTH method to the data sets, no alternative solution is
obtained. However, different data sets can give alternative optimal solutions for
training data sets. Improving the DISWOTH method in order to handle alternative
optimal solutions can be a future research direction. Applying the DISWOTH method

on a real life problem can be another future research direction.
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APPENDICES

A. Lo DISTANCE NORM RESULT OF CASE-1 FOR LENS DATA SET
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B. L2DISTANCE NORM RESULT OF CASE-2 FOR LENS DATA SET
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C. L2 DISTANCE NORM RESULT OF CASE-1 FOR R&D PROJECTS
DATASET

Assigned | Assigned Assigned | Assigned
Alternatives classes classes Alternatives classes classes

by data | by Case- by data | by Case-

itself 1 model itself 1 model
1 1 1 27 8 3
2 1 1 28 4 4
3 2 2 29 7 6
4 4 3 30 2 2
5 8 5 31 2 2
6 8 7 32 8 4
7 8 8 33 8 2
8 4 3 34 8 3
9 2 2 35 3 3
10 3 3 36 3 3
11 2 2 37 8 5
12 2 2 38 8 2
13 8 3 39 8 3
14 2 2 40 4 4
15 2 2 41 8 3
16 2 2 42 2 3
17 2 2 43 3 2
18 8 5 44 3 2
19 8 3 45 1 2
20 4 5 46 8 5
21 1 1 47 8 2
22 2 1 48 2 2
23 8 3 49 8 3
24 2 2 50 8 3
25 4 5 51 3 3
26 8 5 52 8 4
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D. L2 DISTANCE NORM RESULT OF CASE-2 FOR R&D PROJECTS
DATASET

Assigned | Assigned Assigned | Assigned
Alternatives classes classes Alternatives classes classes

by data | by Case- by data | by Case-

itself 2 model itself 2 model
1 1 1 27 8 3
2 1 1 28 8 4
3 2 2 29 8 6
4 3 3 30 2 2
5 8 5 31 2 2
6 7 7 32 8 4
7 8 8 33 2 2
8 2 3 34 3 3
9 2 2 35 3 3
10 3 3 36 3 3
11 2 2 37 8 5
12 1 2 38 2 2
13 3 3 39 3 3
14 2 2 40 4 4
15 2 2 41 3 3
16 2 2 42 2 3
17 2 2 43 3 2
18 8 5 44 3 2
19 3 3 45 3 2
20 7 5 46 8 5
21 1 1 47 3 2
22 1 1 48 2 2
23 3 3 49 2 3
24 2 2 50 3 3
25 4 5 51 4 3
26 8 5 52 8 4
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E. Lo DISTANCE NORM RESULT OF CASE-1 FOR TEACHING
ASSISTANT DATA SET

Assigned | Assigned Assigned | Assigned

Alternatives k():;/a;ziz clgzs:es_i) y Alternatives &,agii clgzs::_f y
itself model itself model
1 2 3 23 3 3
2 3 3 24 2 3
3 1 3 25 3 3
4 3 3 26 1 3
5 3 3 27 3 3
6 3 3 28 2 3
7 1 1 29 3 3
8 2 1 30 3 1
9 1 1 31 2 1
10 2 1 32 1 1
11 2 1 33 3 1
12 1 1 34 2 1
13 2 1 35 1 2
14 1 2 36 1 2
15 3 3 37 2 3
16 2 3 38 1 3
17 3 3 39 2 3
18 1 3 40 1 3
19 1 3 41 3 3
20 2 1 42 3 3
21 2 2 43 2 3
22 3 3
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F. Lo DISTANCE NORM RESULT OF CASE-2 FOR TEACHING
ASSISTANT DATA SET

Assigned | Assigned Assigned | Assigned

Alternatives g}l/agzi; clézs::_g y Alternatives &,agii clgzsse;? y
itself model itself model
1 2 3 23 3 3
2 3 3 24 2 3
3 1 3 25 3 3
4 3 3 26 1 3
5 3 3 27 3 3
6 3 3 28 2 3
7 1 2 29 3 3
8 2 2 30 3 2
9 1 2 31 2 2
10 2 2 32 1 2
11 2 2 33 3 2
12 1 2 34 2 2
13 2 2 35 1 1
14 1 1 36 1 1
15 3 1 37 2 1
16 2 3 38 1 1
17 3 3 39 2 3
18 1 3 40 1 3
19 1 3 41 3 3
20 2 3 42 3 3
21 2 2 43 2 3
22 3 3
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G. Ls DISTANCE NORM RESULT OF CASE-1 FOR CREDIT DATA SET
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H. L3 DISTANCE NORM RESULT OF CASE-2 FOR CREDIT DATA SET
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Ls DISTANCE NORM RESULT OF CASE-1 FOR CAR DATA SET
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