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ABSTRACT

NEGATIVE POLARITY ITEMS IN YES-NO QUESTIONS

Kesici, Alper
M.A., English Language Teaching
Supervisor  : Prof. Dr. Martina Gracanin Yiiksek

Co-Supervisor:  Assist. Prof. Dr. Umut Ozge

September 2019, 102 pages

This thesis is about licensing of Negative Polarity Items (NPIs) in non-negative Yes-No
(YN) questions in Turkish. | argue that NPIs are licensed in such environments only if the
interrogative feature on C° is spelled out by the question particle ml. | propose that this is
achieved if the question particle, base-generated as the head of the FocP that dominates
the TP, is moved to C° after it is picked up by the verb. Empirical evidence for my
argument comes from both matrix and embedded YN questions, where NPIs are only
licensed if ml is attached to the verb. Additionally, NPIs in an embedded clause are
licensed only if the embedded C° is not occupied by an overt complementizer and this is
only true in non-nominalized embedded clauses. As a secondary objective, | argued for a
placement algorithm for the questions particle that accounts for the various positions that
the particle can occupy and derives both the narrow- and wide-scope interpretations that
arise depending on the position that ml occupies. In the algorithm, ml is base-generated

as the head of the FocP and lowers itself to the position it ends up occupying by traversing
iv



the tree downwards and attaching itself to the left daughter of each node it hits on the way,
provided this daughter hosts overt material. As a third objective, | tested if L2 English
learners with L1 Turkish license NPIs in non-negative YN questions in their L2 English
by the same mechanism that | argued for in Turkish. This was done through an
acceptability judgement task. The results suggested that the different mechanism existing
in English were not influenced by the one in L1 Turkish of the learners.

Keywords: negative polarity items, question particle, Turkish, yes-no questions
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EVET-HAYIR SORULARINDAKI OLUMSUZ KUTUPLANMA OGELERI

Kesici, Alper
Yilksek Lisans, Ingiliz Dili Ogretimi
Tez YOneticisi . Prof. Dr. Martina Gradanin Yiiksek

Ortak Tez Yoneticisi: Dr. Ogr. Uyesi Umut Ozge

Eylil 2019, 102 sayfa

Bu tez Olumsuz Kutuplanma Ogelerinin (OKO) olumsuz olmayan Evet-Hayir (EH)
sorularindaki dagilimimi incelemektedir. OKOlerin bu tarz sorularda sadece soru eki ml
tiimleyici 6beginin basinda ise bulunabilecegini iddia etmekteyim. Bu tliretmenin ise soru
ekinin zaman &begini basatlayan odak Obeginin basinda ftretilip eylem tarafindan
tiimleyici 6beginin basina tasinmasi yoluyla elde edildigini ileri siirmekteyim Iddiami
destekleyen ampirik kanit ise OKOlerin sadece ml’nm fiil iizerinde oldugu durumlarda
bulunabildigi ana ve iceyerlesik EH sorularindan gelmektedir. Buna ek olarak, i¢ceyerlesik
timcelerde OKOlerin yalnizca igeyerlesik tiimce adlasmamis ise ve herhangi bir tiimleyici
6ge icermiyorsa bulunabilecegini gdstermekteyim. Ikincil bir amag olarak ise soru ekinin
birbirinden farkli pozisyonlarda bulunabilmesini ve bu pozisyonlara gbre sorunun genis
veya dar kapsamli olabilmesini agiklayan bir algoritma 6ne stirmekteyim. Bu algoritmada,
soru eki ml odak 6beginin basi olarak iiretilmekte ve odakladigi kurucuya kardes oldugu

bir konuma budaktan budaga gecerek ve kendisini sol tarafta bulunan yavruya (eger agik
Vi



bir 6ge igermekteyse) kardes olma yoluyla algalmaktadir. Caligmanin {igiincii amaci
olarak anadili Turkce olan ve ikinci dil olarak Ingilizce dgrenenlerin 6ne siirdiigiim
diizenegi anadillerinden aktarip aktarmadigini dilbilgisellik degerlendirme testi
kullanarak arastirdim. Calismada elde edilen bulgular ise anadildeki diizenegin ikinci dil

olan Ingilizceyi etkilemedigine isaret etmektedir.

Anahtar Kelimeler: olumsuz kutuplanma 6geleri, soru eki, Turkce, evet-hayir sorulari
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CHAPTER 1

INTRODUCTION

This thesis is an investigation of Negative Polarity Item (NPI) licensing in non-negative
Yes-No (YN) questions in Turkish and implications that it has for the acquisition of
second language (L2) English. Via the data presented, the aim is to capture the licensing
conditions of NPIs in Turkish non-negative YN questions and the role that the question
particle plays in these environments. The discussion mainly revolves around syntactic
constraints in NPI licensing in non-negative YN questions. | show that only when it is
placed on the verb, can the question particle license NPIs in non-negative YN questions
and argue that this is because only when ml is placed on the verb, does it occupy the C°
position. | further argue, based also on some cross-linguistic data, that NPIs are licensed
in a non-negative YN question only if C° is overtly realized. 1, then, explore the

consequences of this requirement in L2 English.

The question particle ml in Turkish has two basic functions. The first one is to mark the
interrogative force of the sentence and the second one is to mark the focus of a YN
question (Goksel & Kerslake, 2005; Kornfilt, 1997). The particle can be placed after

almost any constituent; the questioned entity/proposition varies accordingly, as can be



seen in (1).! In (1a), the whole proposition is in the scope of the question particle and
consequently, the question receives a wide-scope interpretation.? (1b); however, is
ambiguous. On one reading, we have a wide-scope reading ‘Did Ali go to Ankara?’ and
on the other, the narrow-scope reading ‘Is it Ankara that Ali went to?’ is available. (1c)
can only have one interpretation and it is the narrow-scope reading ‘Is it Ali who went to
Ankara?’ The contrast between (1b-c) seems to be an interesting one since ml occupies a
pre-verbal position in both questions. Possible reasons behind this contrast will be
discussed in further chapters but to state briefly, the most plausible reason behind this is
that (1b) has also wide-scope reading because ml is inside the VP (Kamali, 2011), while
in (1c), it is outside the VP.2

1) a. Ali Ankara’ya qit-ti -@ mi?

Ali Ankara-DAT go -PAST-3SG Q
‘Did Ali go to Ankara?’

b. Ali Ankara’ya mu git-ti -@?
Ali Ankara-DAT Q o0 -PAST-3SG
Reading 1: ‘Did Ali go to Ankara?’
Reading 2: ‘Is it Ankara that Ali went to?’

c. Ali mi Ankara’ya git-ti -@?
Ali Q Ankara-DAT (o0 -PAST-3SG

‘Is it Ali who went to Ankara?’

1 'ml cannot be placed after any element in the sentence. The positions in which ml is prohibited will be
given in chapters to come.

2 Throughout the thesis, | use the term wide-scope to refer to cases which are traditionally called verum
focus (Hohle, 1992) or narrow/polarity focus. 1 thank Umut Ozge for bringing this to my attention.

% The wide-scope interpretation of questions like (1b) becomes clearer in sentences where the object is non-
specific (non-referential):

1) a. Ali temizlik mi yap -t =~ -@?
Ali cleaning Q do -PAST -3sG
‘Did Ali do the cleaning?’
b. Kitap m1 oku -yor -sun?
book Q read -PRES.PROG -25G
‘Are you reading?’



However, there are some constraints regarding the positions in which ml can occur in
specific constructions. For example, in non-negative YN questions, the particle must be
placed on the verb if the sentence contains an NPI, as seen in (2). Example (2b), which

contains the NPI hi¢ ‘ever’ and in which ml is placed pre-verbally, is ungrammatical.

2) a. Ali hic Ankara’ya git-ti  -@ mi?
Ali ever Ankara-DAT Qo0 -PAST-3SG Q
‘Did Ali ever go to Ankara?’
b. *Ali hic Ankara’ya mu git-ti  -@?
Ali ever Ankara-DAT Q Q0 -PAST-3SG

INT: ‘Was it Ankara that Ali ever went to?’

Obviously, the reason behind the contrast between (2a-b) is the position that ml occupies.
In (2a), the question particle is attached to the verb and in (2b), the position that it occupies
is pre-verbal. I argue that ml enters the derivation as the head of the FocP above the TP.
This claim will be argued for in chapters to come with data from embedded YN questions,
availability of wide- and narrow-scope reading in questions where ml occupies a pre-
verbal position and from other languages as well. | further propose that in Turkish, ml
licenses NPIs like hi¢ ‘ever’ in non-negative YN questions only when it raises from Foc®
to C°, i.e., when it is suffixed to the verb. This is only valid under neutral intonation, when
the YN question is interpreted as asking for information and in the absence of another
licensing element such as negation, which licenses NPIs regardless of the position of ml.
It can be seen in (3) that when the negation is present, the particle can freely occupy a pre-

verbal position; in fact, it is free to appear on almost any constituent.

3) a. Ali hic Ankara’ya mi git-me -di -@?
Ali ever Ankara-DAT Q Q0 -NEG-PAST-3SG
‘Was it Ankara that Ali has never been to?’
b. Ali hic Ankara’ya mi git-mis -@ degil?
Ali ever Ankara-DAT Q g0 -PERF-3SG not

‘Was it Ankara that Ali has never been to?’



In addition, it is worth mentioning here the interaction of NPI licensing, the position of
ml, and the presence of the conjunction sanki ‘as if”. Sanki ‘as if” is a subordinating
conjunction and it signals non-factuality of the clause to the hearer (Kerslake, 2007). As
the data in (4) illustrates, NPIs are licensed in such examples regardless of the presence
of the negation or the question particle, as shown in (4a). The fact that in (4b), ml can
surface pre-verbally in the presence of sanki ‘as if’, just like it can when the negation is
present, suggests that sanki itself can license NPIs. Note also that (4b) is not interpreted
as an information-seeking question, but rather as a rhetorical question expressing the view
that the speaker believes that the answer to this question is “No.” As a result, examples
such as (4a-b) are orthogonal to the arguments made in this thesis.

4) a. Sanki hi¢ havyar ye -mis -@, Ali.
as-if ever caviar eat-PERF-3SG Ali
INT: “(Ali is talking) As if he has ever eaten caviar.’
b. Ali sanki hi¢ Ankara’ya mu git-mis -@?
Ali as-if ever Ankara-DAT Q Q0 -PERF-3SG
INT: “‘As if Ali has ever been to Ankara.’

However, hic-type NPIs are not the only NPIs in Turkish. In fact, based on their
distribution and licensing environments, it is possible to talk about four types of NPIs
(excluding minimizer NPIs like parmagin: bile kipirdatmamak ‘lift a finger’). They are

listed below:

I.  Asla ‘never’, katiyen ‘never ever’, and zinhar ‘by no means’

Il.  Sakin ‘never’
I1l.  Kimse/hickimse* ‘nobody/anybody’, hichir ‘any’, and hig ‘never/at all’
IV.  Heniz ‘yet’ and daha ‘any longer/yet’

Out of the four types, only the NPIs in Il above, kimse/hickimse ‘nobody/anybody’, higbir

‘any’, and hi¢ ‘never/at all’ are licensed in non-negative YN questions, while NPIs in

4 Orthographically, higkimse is written as hig kimse in Turkish but it will be written as hickimse throughout
the thesis

4



groups | and 1V asla ‘never’, katiyen ‘never ever’, and zinhar ‘by no means’, heniiz ‘yet’
and daha ‘any longer/yet’ are licensed only by overt negation. Finally, sakin ‘never’ is
only licensed in negative imperatives and optatives. The distribution of NPIs in negative

and non-negative YN questions can be seen in Table 1.

Table 1

Distribution of NPIs in YN questions in Turkish

YN Questions

ml in sentence  ml on a different element

final position
NPI + - + -
kimse V4 V4 X V4
hickimse V4 X v
hicbir v V4 X v
hi¢ v v X v
henliz X V4 X on NPI: X
on other elements: v
daha X V4 X on NPI: X
on other elements: v
sakin X X X X
asla X N4 X N4
katiyen X V4 X V4
zinhar X J X v

In chapters to come, | will discuss the question particle ml in Turkish. The positions of ml
in the derivation, its functions, and other uses will be discussed in Chapter 2. In Chapter
3, I discuss licensing of NPIs in general and in Turkish. Observations regarding NPI

licensing in non-negative YN questions in Turkish and its cross-linguistic viability are the

5



topics of Chapter 4. In Chapter 5, | explore whether native speakers of Turkish transfer
the NP1 licensing requirements into their L2 English. Chapter 6 is the conclusion.



CHAPTER 2

QUESTION PARTICLE IN TURKISH

2.1. WHAT IS ml?

The question particle ml in Turkish is analyzed as an enclitic that marks YN questions
(Kornfilt, 1997; Lewis, 1967) and it also acts as a question focus particle (Goksel &
Kerslake, 2005; Kornfilt, 1997). It undergoes vowel harmony with the constituent that it
is attached to. Consequently, it has four forms: m:, mi, mu, and mu. Unlike question
particles in Mandarin Chinese (Cheng, 1997), Japanese (Hagstrom, 2000), and Korean
(Choe, 1987), the use of ml in wh-questions is disallowed except for echo questions. In
YN questions, ml can be placed after almost any element (Gracanin-Yuksek & Kirkict,
2016; Kornfilt, 1997; Lewis, 1967) and its position determines the focus of the question.
In (5b-c), the question particle is placed pre-verbally and only the constituent that it is
attached to is focused. This results in the narrow-scope reading. In (5a), ml is attached to

the verb, yielding a wide-scope reading, as indicated with the translations.

5) a. Ali din gel -di -@ mi?
Ali yesterday come -PAST-3SG Q
‘Did Ali come yesterday?’
b. Ali din mi gel -di -@?
Ali yesterday Q come -PAST-3SG

7



‘Was it yesterday that Ali came?’
c. Ali mi dun gel -di -@?
Ali Q yesterday come -PAST-3SG

‘Was it Ali who came yesterday?’

However, ml is not allowed to be placed after just any element. For example, it cannot
intervene between elements inside a DP except for possessives. It can attach to any phrase
if the phrase is on the clausal spine (Ozyildiz, 2015). As can be seen in (6), ml can
intervene between the possessor and the possessee in the DP Ali 'nin hizli arabast ‘Ali’s

fast car’ but it cannot be placed after the AdjP hizli “fast’ in the DP hizli araba ‘fast car’.®

6) [Ali’nin  (mi) [hizli agjp] *(m1) araba -si -m1 pp]or] cal -di -lar?
Ali-GEN Q fast Q car -P0SS.3sG-AcCC steal -PAST-3PL

In addition to marking YN questions and determining the focus of the question, the
question particle can also be used for emphasis, as in (7a); as a coordinator in a
conditional, as in (7b); and with a wh-word with an indefinite reading, as in (7c) (Besler,
2000). Also, when ml is in an embedded clause, the sentence is not always interrogative,
as illustrated in (7d).

7) a. Kiz akilli m akill.

girl smart Q smart
INT: “What a smart girl.’

b. Ben dikkatli oku -du -m mu hemen anla -r -,
I carefully read -PAST-1SG Q instantly understand -AOR-1SG
INT: ‘If [ read carefully, I can easily/instantly understand.’

c. Ali parti -ye  mi ne gid-iyor (-1) -mus -@.
Ali party-DAT Q what go -PRES.PROG -COP -REP.PAST -3SG
INT: ‘I heard that Ali is going to a party or something.’

5> Although the questions of what exactly prohibits the placement of ml in these positions is interesting in its
own right, I will largely ignore it in this thesis.

8



d. Ali okul -a mugit-ti  -@ bil -m -iyor -um.
Ali school-DAT Q g0 -PAST-3SG know -NEG-PRES.PROG -1SG
‘I don’t know whether it was the school that Ali went to.” (Besler, 2000: 23)

There is another interesting property of the question particle when it is on the immediately
pre-verbal constituent, such as the complement of the predicate. Recall that the question
has a wide-scope reading in (5a) while in (5b-c) the question has a narrow-scope reading.
The generalization that pre-verbal placement of ml results in narrow-scope reading is not
entirely accurate, since a question can have a wide-scope reading with pre-verbal ml. In
the next section, I will present such data, as well as discuss the properties of ml as a focus
particle in more detail.

2.2. ml AS A QUESTION FOCUS PARTICLE

In the previous section, the differences between the question particle taking wide- and
narrow-scope were shown through the data presented in (5). It was also briefly stated that
not all pre-verbal placement of ml results in a narrow-scope reading. This becomes clear
especially when a YN question is used in context. In certain contexts that require a wide-
scope YN question, ml is required to appear sentence-finally, while in some such contexts,
it can also appear in the immediately pre-verbal position. This is illustrated in (8). The
question with wide-scope reading in (8b) is not suitable for Context A. This is because the
context requires more than one alternative to cigarettes (bad habits like drinking alcohol
and taking drugs.). As a result, the context requires narrow-scope reading via ml
placement on the object DP. Context B in (8), on the other hand, requires wide-scope
reading since what is questioned is the fact of whether Ali quit smoking. However, pre-
verbal placement of the question particle on the object is still allowed and yields wide-
scope reading in (8d) (cf. Gracanin-Yuksek & Kirkici, 2016). In (8c-f), wide-scope
reading is impossible. If the particle is not on the predicate or its complement, it can only

have narrow-scope.

8) Context A: Ali is addicted to all sorts of drugs and substances. He recently quit

9



one of his bad habits. You turn to your friend wondering whether it is smoking
cigarettes that he has quit:

a. Ali sigara -yt mui birak-t1 = -@?
Ali cigarette-AcC Q leave-PAST-3SG
Reading 1: ‘Is it smoking cigarettes that Ali has quit?’
#Reading 2: ‘Did Ali quit smoking?’
b.#Ali sigara -y1 birak-ti  -@ m?
Ali cigarette-ACC leave-PAST-3SG Q
‘Did Ali quit smoking?’
c. #Ali mi sigara -yt  birak-tt = -@?
Ali Q cigarette-AcCC leave-PAST-3SG

‘Is it Ali that quit smoking?’

Context B: Ali and you are at a party. Smoking is not allowed inside so smokers
constantly go in and out. You know that Ali is also a smoker, but you don’t see
him going out with others. You turn to your friend wondering whether Ali quit

smoking:

d. Ali sigara -y1 mi1 birak-t1  -@?
Ali cigarette-AcC Q leave-PAST-3SG
‘Did Ali quit smoking?’

e. Ali sigara -yt birak-tt  -@ mi?
Ali cigarette -ACC leave-PAST-3SG Q
‘Did Ali quit smoking?’

f. #Ali mi sigara -y1  birak-t1 = -@?

Ali Q cigarette-ACC leave-PAST-3SG

‘Is it Ali that quit smoking?’

A similar observation is also pointed out by Kamali (2011) regarding idiomatic verbs in
YN questions. Out of the available readings, the only possible reading for the context

given in (9) is the wide-scope reading of the idiomatic verb sinek avlamak ‘to have no
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customers’. This is also in line with the Context B in (8): Although the question particle
occupies a pre-verbal position, the question can still have a wide-scope reading.

9)  A:Iheard Ali owes a lot of money to the bank.
B: Hala sinek mi avl -1yor -@?
still mosquito Q catch-PRES.PROG -3SG
I.  Idiomatic/wide: ‘Is Ali’s business still not doing well?
ii.  #Literal/narrow: ‘Is it mosquitoes that Ali is still catching?’

iii.  #Literal/wide: ‘Is it catching mosquitoes that Ali is still doing?’ (Kamali, 2011: 2)

To sum up, when the question particle is placed on a constituent in the left periphery or
outside of the vP, the only possible reading is the narrow-scope one. However, if it is on
the predicate or its complement, both wide- and narrow-scope readings are possible. It is

the context that determines the suitable reading.

Leaving the functions of ml, exemplified in (7), aside for the moment, the distinct
properties and the flexibility regarding the positions the question particle may occupy raise
a question: “Where does ml originate in the derivation?” In the next section, I will present
the existing structural analyses on the question particle in Turkish and in Chapter 4, | will
present my own proposal, based on the features of the question particle and its relationship
with NPIs.

2.3. BASE POSITION OF ml

The question particle ml in Turkish has been studied extensively and in the following

sections, | will present different analyses that have been proposed.

2.3.1. Besler (2000)

In her thesis, Besler (2000) argues that the base position of the question particle ml in
Turkish is flexible and that the particle behaves both as a suffix and a free morpheme. In

examples (10a-b), ml is analyzed as a free morpheme that originates as a sister to the
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maximal projection that it marks. To be more specific, ml is base-generated as the sister
to the DP Ali in (10a) and as the sister to the DP ¢ocugu ‘the child’ in (10b). However,
when the particle is on the VP as in (10c), then Besler argues that ml behaves like a suffix

on the verb.

10) a. Ali gocug-u  mu gor-du -@? free morpheme ml

Ali child -AcC Q see-PAST-3sG
‘Was it the child that Ali saw?’

b. Ali mi cocug-u gor-di -@? free morpheme ml
Ali Q child -Acc see-PAST-3SG
‘Was it Ali that saw the child?’

c. Ali gocug-u  gor-du -@ mi? suffix ml
Ali child -Acc see-PAST-3sG Q
‘Did Ali see the child?’ (Besler, 2000: 63)

The structures illustrating Besler’s (2000: 69-70) analysis can be seen in (11). In (11a),
ml enters the derivation as a free morpheme and it is the sister to the phrase that it marks
and in (11b), it enters the derivation as a suffix on the verb. More detailed versions of the
derivations can be seen in (12). (12a) corresponds to the structure of (10a), in which the
question particle enters the derivation as the sister to the DP ¢ocugu ‘the child” and (12b)
corresponds to the one of (10c), in which the question particle is the sister to the head of

the verb gordu ‘saw’.

11) a. /\ b. /\ A
XP mli Spec V' E
Spec X V° ml ----- !
/\
YP X°
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According to Besler’s proposal, the question particle is not base-generated in C° The
evidence for this comes from the order of the question particle, Tense/Aspect, and
Agreement markers. The observations that ml cannot appear after the Agreement marker
in (13a) and the Tense/Aspect and Agreement markers in (13b) suggest that the question
particle does not originate in C° according to Besler. If it did, following the Mirror
Principle (Baker, 1985), ml would be expected to surface as the last suffix in a verbal

complex.

13) a. Ankara’ya  gid-ecek mi-yiz? / *gid-eceg-iz mi?
Ankara-DAT go -FUT Q -1PL / go -FUT -1PL Q
‘Will we go to Ankara?’
b. Ankara’ya gid-ecek mi-y -di -k? /*gid-ecek (-i) -ti -k mi?
Ankara-DAT g0 -FUT Q -COP-PAST-1PL / Qo -FUT -COP-PAST -1PL Q

‘Were we going to Ankara?’

Instead, following the proposals by Kural (1993) and Aygen-Tosun (1998) that the verb
in Turkish overtly moves to C°, Besler proposes that the question particle, being a suffix
on the verb, undergoes movement to C° with the verb, as shown in (12a). This, according
to Besler, explains the licensing of NPIs in non-negative YN questions. NPIs like hig

‘ever’ are licensed when ml undergoes movement to C° along with the verb.

2.3.3. Aygen (2007)

Following Hagstrom’s (1998) proposal that in wh-in-situ languages (e.g., Japanese and
Sinhala), wh-words come with a question particle, which is a sister to the wh-word, and
this particle undergoes movement to the clause periphery, Aygen (2007) proposes that this
is also the case in Turkish. In Turkish wh-questions, the question particle ml is not used
except in wh-echo questions, unlike in Japanese and Sinhala. Aygen argues that in Turkish
wh-questions, wh-words come with a null counterpart of the question particle and this
particle undergoes movement to the clause periphery. If, on the other hand, the question
particle ml is present, as in YN questions and wh-echo questions, it moves covertly to the

clause periphery, the position that is thought to be default for the question particle. The
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reason the clause edge is the default position of the question particle is that except for wh-
echo questions and YN questions in which a certain constituent is focused, the canonical

position for ml is the clause periphery.

Since in this thesis, | am not focusing on the usage of ml in wh-questions, here | only
report Aygen’s evidence for covert movement of ml in YN questions. The evidence
involves intervention effects that prevent particle movement by intervenors like
quantifiers and NPIs. This is shown in (14). According to Aygen, the contrast between
(14a-b) is due to the intervention effects caused by the NP1 kimse ‘nobody’ in (14a). The
presence of this element blocks the covert movement of the question particle, which
results in ungrammaticality.® On the other hand, (14b) is grammatical because scrambling
the object DP pizzay: ‘the pizza’ in (14b) along with ml enables the question particle to
launch to the clause periphery. This is because, after scrambling, the scrambled element
would be higher than the intervenor and this enables the covert movement of the question
particle.

14)  a. *Kimse pizza-y1 m ye-me -di -@?
nobody pizza-ACC Q eat-NEG-PAST-3SG
b. Pizza-y1 mi1 kimse ye-me -di -@?
pizza -ACC Q nobody eat-NEG-PAST-3SG
‘Did nobody eat the pizza?’ (Aygen, 2007: 7)

Aygen does not provide much detail regarding the base position of the question particle
since she focuses on the covert movement of the question particle and its null counterpart
that comes with wh-words. However, she assumes that the canonical position of the
question particle is C° and similar to Besler (2000), Aygen also argues that when ml is on
the predicate, it moves to C° with the verb complex based on the proposal that there is an
overt V-to-C movement in Turkish (Kural, 1993).

® The reported judgments are from Aygen (2007). According to my won intuitions (and intuitions of my
informants), (14a) is grammatical.
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2.3.2. Kamali (2011)

Following the proposal of Kahnemuyipour and Megerdoomian (2011) about the auxiliary
verb in Eastern Armenian, Kamali (2011) argues that the question particle in Turkish has
a default place in the structure when it occurs with the VP, which is the second position
in the vP domain. Kamali’s proposal is illustrated in (15). In (15), it is argued that ml
occupies a position between the V0 and the VP. If ml is merged, it expands the spell-out
domain and attracts the low adverb Azl “fast’, base-generated at the edge of the VP, to its
specifier. As explained by Kamali, the motivation behind this movement comes from ml
being a clitic and therefore, needing a host in its specifier. The AdvP hizli “fast’ is the

closest host to ml and is attracted to [Spec mIP] due to Minimal Link Condition (Chomsky,
1995).

15) a. Ali hizli m1 yemek yap -ar -@?
Ali fast Q food make -AOR-3SG

‘Does Ali cook fast?’

b. vP
/\
Spell-out domain Vv
with mIP N 0
mP Y\ v
/\
hizlipast ml'
4
| ml° VP _ Spell-out domain
". < without mIP
“\\ ‘h‘]z'hr—AS—'F // VI
\ — S /\
yemeKroop Ve
yap-po

(Kamali, 2011: 8)

In addition, Kamali proposes that when ml marks a constituent outside the VP, it is base-
generated on that constituent. As illustrated in (10b), repeated here as (16a), ml is base-
generated next to the phrase/element that it marks. Thus, presumably, in (16b), ml

occupies a position similar to what Besler (2000) argues for. This is shown in (16c).
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However, Kamali does not discuss the placement of question particle in negative
sentences and NPI licensing. Regarding NPI licensing, Kamali is also in line with Besler
(2000) in that NPIs are licensed in configurations in which the question particle attaches

to the verb. However, she does not state whether the verb moves with ml or how exactly
NP1 licensing works in such questions.

16) a. Ali mi ¢ocug-u  gor-du -@?
Ali Q child -AccC see-PAST-3SG

‘Was it Ali that saw the child?’ (Besler, 2000: 63)

b. Emre Ali’nin mi beyaz araba -s1 - al -dt -@?
Emre Ali-GEN Q white car -POSS.3SG-ACC buy -PAST-3SG
‘Was it Ali’s white car that Emre bought?’ (Kamali, 2011: 6)
C.
CP
TP o
/\ aldigyy pasT.3sc
DP T A
i
A T !
Emre vP T° ,"
A T abdiguy pastase )
/
[} /7
. PP v A -
[} )
NN T ;
\
\  Emre VP vy
‘\\ I, /\ a'I_B-H¥ ///
~_7 Ae- /s
DP \VARRY
/\ ﬂ'I—B.Hs.c //I
DP DP

Ali’ningigen + Ml beyaz arabasiniywite-car.possAcc
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2.3.3. Yiicel (2012)

Contra Aygen (2007), Yucel argues that the position that ml occupies should be lower
than the Force head and no movement to C%Force® is necessary to type the clause
interrogative. Instead, in order to type a clause interrogative, intonation morpheme

existing in C° checks the Q feature as proposed by Cheng and Rooryck (2000).

Yicel (2012) looks at the relationship between the question particle and declarative
complementizers like ki ‘that’ and diye ‘saying’. The fact that these complementizers can
be placed higher than the question particle in embedded YN questions suggests that ml
does not move to Force® covertly or overtly since Force® seems to be occupied by these
complementizers. This is shown in (17) below. In (17a), the final element in the embedded

clause is diye ‘saying” and in (17b), it is ki ‘that’, and both follow ml.

17) a Ali [okul -a gel -di -k midiye ]sor-du -@.
Ali school-DAT come -PAST-1PL Q saying ask-PAST-3SG
‘Ali asked if we came to school.’
b. [Ali ders ¢alis -ttt -@ mu ki ] simf -i  ge¢ -sin!
Ali lesson study -PAST-3sG Q that course-ACC pass -IMP.3SG
‘As if Ali studied his lessons to pass the course!”’ (Yucel, 2012: 612)

Structurally, Ycel suggests that the question particle moves to FocP at Logical Form (LF)
irrespective of the syntactic position it is base-generated in because of the focus features
of the question particle. Thus, apart from the functional head to which ml moves, the

derivation proposed by Ycel is reminiscent of Aygen’s (2007) account.

2.3.4. Ozyildiz (2015)

Ozyildiz (2015) proposes an analysis similar to that of Kamali’s (2011). He claims that
when a constituent hosts ml, it has moved to ml. It follows then that if a constituent can
host ml, that constituent can move. This is made clear in (18) below. Sentences (18c-d)
show that ml cannot be placed on the constituent araba ‘car’ inside the PP araba igin ‘for
the car’. This is because the DP araba ‘car’ is not available to move independently, as
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(18b) shows. However, the PP is free to move and therefore, can host ml.

18) a. Tung araba icgin gel -di -@.
Tung car for come -PAST-3SG
‘Tung¢ came for the car.’

b. *Tung igin gel -di -@ araba.

Tung for come -PAST-3SG car
INT: ‘Tung came for the car.’

c. Tung araba icin mi gel -di -@?
Tung car for Q come -PAST-3SG
‘Did Tung come for the car?’

d. *Tung araba mu icin gel -di -@?

Tung car Q for come -PAST-3SG (Ozyildiz, 2015: 7)

Ozyildiz’s analysis differs from that of Kamali’s in terms of the position that ml occupies.
Kamali argues that the question particle is a second position clitic in the vP domain, as in
(15). However, Ozyildiz argues that ml must be higher than the TP based on the fact that
it cannot intervene between the verb and the tense marker, as can be seen in (19). Ozyildiz
accounts for the ungrammaticality of (19a) with the claim that verb undergoes V-to-T
movement in Turkish (Graganin-Yuksek & Issever, 2011; Kural, 1993). Thus, when the
verb raises, it first raises to T before raising to the head occupied by the question particle
(since no other head than NegP can intervene between V° an T, it is impossible for the

verb to “pick up” the question particle on its way to T9).

19) a. *Sen araba al -mi-di -n?
you car buy-Q -PAST-2SG
INT: ‘Did you buy a car?’
b. ’Sen zengin (-i) -di -n  mi?
you rich  -COP-PAST-2SG Q
“Were you rich?’ (Ozyildiz, 2015: 9)

Ozyildiz does not discuss the availability of wide- and narrow-scope interpretations, or
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the licensing of polarity items in non-negative YN questions.

2.4. SUMMARY OF PROPOSALS

Of all the proposals reported in this chapter, only Ozyildiz (2015) argues that the question
particle in Turkish has a single base position, which is above the TP regardless of where
it ends up surfacing (on the predicate or on a different constituent). On the other hand,
Besler (2000), Kamali (2011), and Yicel (2012) all argue for different base positions of
ml, depending on its host. Besler argues that ml enters the derivation as the sister to the
maximal projection that it marks if it occurs pre-verbally and it enters the derivation as
the sister to the head of the VP when it is a suffix on the verb. Kamali argues that if ml is
inside the vP (surfacing on the object or a low adverb), it enters the derivation as a second
position clitic in the vP domain; if, on the other hand, it occurs outside of the vP (surfacing
on the subject or a high adverb) then, it is base-generated on the constituent that it focuses.
Yicel does not state explicitly how ml enters the derivation, but she suggests that
“irrespective of the syntactic position it is base-generated” ml moves to FocP covertly
“whenever the clause has an interrogative force” (Yiicel, 2012: 609). In addition, Besler
(2000), Kamali (2011), and Aygen (2007) argue that ml moves to C° if it is suffixed to the
verb. Finally, Kamali (2011) and Ozyildiz (2015) argue that the constituents that are
marked by the question particle move to ml. In Kamali’s account, this movement is more
restricted than in that of Ozyildiz’s. Kamali’s account states that when ml is a second
position clitic in the vP domain, a lower constituent moves to it. However, in Ozyildiz’s
account, if a constituent in the derivation has the ability to move, it can end up moving to

ml.

My proposal, which will be presented in detail in Chapter 4, has some similarities with
the proposals summarized above. | argue that ml has a single base position in the
derivation and that this position is above the TP, like in Ozyildiz (2015). On the other
hand, like Besler (2000), Kamali (2011), and Aygen (2007), | argue that ml moves to C°
with the verb when it is placed on the verb. However, unlike Besler, | do not assume that

ml is base-generated alongside the VP head. Also, unlike Kamali (2011) and Ozyildiz
20



(2015), I argue that constituents that host the question particle (except the verb) do not
move to ml, but rather that ml moves to its host. Before moving on to my proposal, in the
next chapter, I will introduce the notion of NPIs and how they are licensed in different

environments in general and in Turkish in particular.
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CHAPTER 3

LICENSING OF NEGATIVE POLARITY ITEMS

3.1. NPI LICENSING ENVIRONMENTS

Negative Polarity Items (NPIs) are defined as expressions that are licensed in negative
contexts (van der Wouden, 1997). Typical examples of NPIs in English are determiner

any, adverbials ever and at all, and minimizers like lift a finger:

20) a. I don't think we have any potatoes.
b. *1 think we have any potatoes
c. I don't think there will ever be another Aristotle.
d. *I think there will ever be another Aristotle. (von Fintel, 1999: 97)

However, an overt negative marker is not always necessary for NPIs to be licensed. NPIs
ever and any in English can also be licensed in YN questions (Giannakidou, 2002; Herdan
& Sharvit, 2006; Hoeksema, 2000; Israel, 1995; Levinson, 2008), as shown in (21).

21)  Does Mary trust anyone? (Progovac, 1993: 150)

Rhetorical/non-rhetorical wh-questions, illustrated in (22), as well as superlatives and

conditionals, shown in (23) and (24) respectively, also license NPIs.

22) a. Who would ever trust Fred? (Hoeksema, 2000: 116)
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b. Who has seen any students? (Giannakidou, 1998: 11)
23)  The longest book I ever read is War and Peace. (Herdan & Sharvit, 2006: 3)
24)  If you have any idea, please share it. (Levinson, 2008: 6)

NPIs can also occur in the scope of elements like few and rarely, shown in (25), and are

licensed by negative implicative verbs like refuse and forget, as shown in (25) and (26).

25) a. Few of the students who ate any trout dressed well. (Israel, 1995: 167)
b. It is rarely seen anymore. (Levinson, 2008: 60)
26)  Larry regrets that he said anything. (Giannakidou, 2006: 577)

Finally, negative implicative constructions with without and too and the universal every

also serve as NPI licensors, as seen in (27) and (28) respectively.
27)  John finished his homework without any help. (Ladusaw, 1980: 458)

28)  Every student who heard anything should report to the police.
(Giannakidou, 2002: 6)

Given the wide distribution of NPIs across different clauses and their relationship with
other elements within the clause, NPI licensing has been extensively studied from the
perspective of different domains of language. In this chapter, | am going to focus on the

semantic and syntactic analyses regarding NPI licensing.

3.1.1. Semantic Accounts on NPI Licensing

Two of the most influential semantic analyses aiming to account for NPI licensing are
those making reference to Downward Entailment (DE) (Ladusaw, 1979, 1980) and
Veridicality (Giannakidou, 1998, Zwarts, 1995).

3.1.1.1. Ladusaw (1979, 1980)

According to Ladusaw (1979, 1980), NPIs are licensed in the scope of downward entailing
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expressions and disallowed in upward entailing ones. Negation licenses NPIs because it
creates a downward entailing environment. An example of downward entailment is shown
in (29). In downward entailing contexts, a proposition involving a general expression
entails a proposition that contains a more specific expression; in other words, entailment
holds from sets to subsets (Fauconnier, 1975; Ladusaw, 1979; 1980). (29a) downward
entails (29b) because red jacket is a subset of jacket and if someone leaves without a jacket

it would also entail the action of leaving without a red jacket.

29) a. John left without a jacket. downward entailment
b. John left without a red jacket. (Ladusaw, 1980: 463)

On the other hand, (30a) upward entails (30b) because if someone leaves with a red jacket,

it would also entail the action of leaving with a jacket.

30) a. John left with a red jacket. upward entailment
b. John left with a jacket. (Ladusaw, 1980: 463)

The reason why (29) is different from (30) is because while without creates a downward
entailing context, with creates an upward entailing one. Consequently, if Ladusaw (1979,
1980) is correct, then, one would expect sentences that contain without to license NPIs
and those with not to. This is borne out, as shown in (31). The NPI anyone is licensed in
(31a) since without creates a downward entailing context: if John went to Boston without
anyone, then John also did not take his wife with him either. In (32); however, the NP1 is

not licensed since the context is upward entailing.

31)  a. John went to Boston without anyone.
b. John went to Boston without his wife.

32)  *John went to Boston with anyone.

Ladusaw’s theory does not go without challenges. It is generally argued that downward
entailment (DE) is too restrictive and fails to account for the fact that not all downward
entailing contexts can license NPIs and not all contexts that license NPIs are downward

entailing (Giannakidou, 1998; Pietarinen, 2001; Progovac, 1994; von Fintel, 1999). This
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can be seen in (33). Giannakidou points out that although both each and every are
universal quantifiers and their restrictions denote DE (e.g., Each/every student voted
entails John voted), it is expected under Ladusaw’s theory that the NP1 anything should
be licensed both in (33a-b), contrary to fact. Similarly, in (33c), the NPIs ever and any are
licensed despite the fact that only John is not downward entailing (e.g., Only students
voted does not entail John voted).

33) a.Every student who saw anything, spoke to the police.
b.*Each student who saw anything, spoke to the police. (Giannakidou, 1998: 12)
c.Only John ever ate any kale for breakfast. (von Fintel, 1999: 101)

In addition to the aforementioned objections to Ladusaw’s account, it should also be noted
that YN questions, which are the highlight of this study regarding NPI licensing, are also
not downward entailing (Progovac, 1994), but license NPIs nevertheless. For YN
questions, Ladusaw (1980) argues that as questions can be formed from any clause and
they are all compatible with a positive or a negative answer, both negative and positive

polarity items (PP1) can occur in them regardless of the existence of a licensor.
3.1.1.2. Giannakidou (1998, 2002)

Another theory that stands out regarding NPI licensing makes reference to veridicality.
The notion of veridicality was first used by Montague (1969) and developed later on by
Zwarts (1995) and Giannakidou (1998). According to this approach, a proposition can be
veridical or nonveridical. Examples of veridical and nonveridical contexts are shown in
(34). An affirmative declarative proposition is veridical based on the commitment of the
speaker that the proposition is true, as in (34a); if a speaker utters (34a), the speaker
believes that (34a) is true. A proposition may contain operators that make it nonveridical.
A propositional operator is nonveridical if the addition of the operator to a proposition
does not entail truth of the proposition. For example, in (34b), addition of the question
operator to the proposition in (34a), does not entail that the proposition is true. (In fact, it
does not entail a truth value at all.). Therefore, the YN question in (34b) is nonveridical.

Finally, it is possible for an operator added to a proposition to not only not entail the truth
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of the proposition, but to assert the falsity of the proposition, as in (34c), which contains
a negative operator (Brandtler, 2012; Giannakidou, 2002). A negative operator is,

therefore, not only nonveridical, but also antiveridical.

34) a. John bought a new jacket. veridical: p = true
b. Did John buy a new jacket? nonveridical: p = true or false
c. John did not buy a new jacket. antiveridical: p = false

In terms of NPI licensing, veridicality is put forward instead of Ladusaw’s (1979, 1980)
DE theory. Giannakidou (1998, 2002) points out that DE is too restrictive to account for
NPI licensing for both English and other languages since DE cannot account for the NPI
licensing in non-DE contexts and the infelicitous occurrences of some NPIs in DE
contexts. Thus, the notion of entailment to account for NP1 licensing should be broadened.
According to Giannakidou (1998) and Zwarts (1995), downward entailing environments
form a subset of nonveridical environments. In other words, no operator can be downward

entailing and be veridical.

To account for the wide distribution of NPIs in different types of clauses and different
patterns that NPIs follow in different languages, Giannakidou (1998: 162) argues for
different levels of NPIs based on their licensing conditions in nonveridical contexts.” The
levels are weak, strong, superstrong, and hyperstrong. Hyperstrong NPIs are only licensed
by negation. Examples of such are Bosnian/Croatian/Serbian NPIs that begin with ni-
(Giannakidou, 1998; Gracanin-Yuksek, 2017). Superstrong NPIs are licensed only in
antiveridical contexts, so they are not licensed in counterfactual conditionals and
rhetorical questions. As stated by Giannakidou (1998: 156), counterfactual conditionals
and rhetorical questions are not antiveridical semantically but introduce antiveridical
implicature. Examples of such NPIs are Polish n-words (Przepiérkowski & Kups¢, 1997).
Strong NPIs are the kind of NPIs that are licensed in antiveridical contexts and also by

antiveridical implicature. Greek minimizers are NPIs of the strong kind. Lastly, weak

7 Giannakidou (1998) uses the term NPI to refer to items that are licensed by negation and negative like
operators and uses the term API (Affective Polarity Item) to refer to items that are licensed in nonveridical
contexts. She also states that NPIs are a proper subset of APIs. For terminological consistency reasons, |
will use the term NPI to refer to both as | present Giannakidou’s account.
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NPIs are felicitous in nonveridical contexts and they can also be licensed by negative
implicature. Turkish hig ‘at all” and its English counterpart any would be good examples
of weak NPIs.

Giannakidou’s account of NPI licensing seems to predict the distribution of NPIs across
different languages more correctly than that of Ladusaw’s. However, it also faces prima
facie problems when certain constructions are considered (Horn, 2016). Constructions

with, for example, only and barely are veridical. Yet, they license NPIs.

Considering that the current study is about NPIs in YN questions, | will not present
Giannakidou’s account any further. However, it is worth mentioning that although
questions in English typically license weak NPIs, not all constructions seem to be able to
do so. Take wh-questions in (35), for example. Even though both (35a-b) are nonveridical,

the NPI anyone is licensed in (35a) while it is not in (35b).

35) a. Who did Jeff introduce to anyone at the party?
b. *Who did Jeff introduce anyone to at the party? (Nicolae, 2015: 53)

Given that (35a-b) are semantically equivalent in the relevant sense (both are
nonveridical), contrasts of this sort suggest that NPI licensing cannot be reduced only to
semantics, but syntax must also be involved. In the next section, syntactic accounts on

NPI licensing will be presented.

3.1.2. Syntactic Accounts on NPI Licensing

In this section, I will go over two syntactic accounts of NPI licensing. The first one is that
of Linebarger’s (1980, 1987), according to which NPIs are licensed under the scope of a
negative operator. The second one is that of Progovac’s (1994), which argues that NPIs
must be A'-bound by negation in their governing category, like anaphors. In non-negative

contexts, NPIs are licensed by the polarity operator in C°.
3.1.2.1. Linebarger (1980, 1987)

Linebarger (1980, 1987) follows Baker’s (1970a, 1970b) account of NPI licensing, which
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argues that NPIs are licensed through c-command relation between the negation and the
NPI, while in the absence of an overt negation, NPIs are licensed through entailment.
Thus, Linebarger (1980, 1987) argues that NPI licensing in English is dependent on both
syntax and pragmatics. Contra Ladusaw (1979, 1980), Linebarger argues that NPI
licensing can be reduced to the presence of the negation. Syntactically, NPIs are licensed
in the immediate scope of negation and this scope relation is relevant at LF and not at
Surface Structure. This is argued for based on the observed ambiguity in negative clauses
with an embedded because-clause, shown in (36). The sentence in (36) has two different
interpretations: the wide-scope interpretation and the narrow-scope interpretation. The
wide-scope reading is available when not scopes over both the embedded and the matrix
clause. Under the wide-scope interpretation, the sentence means that the movement was
not caused by the action of being pushed but for some other reason. The narrow-scope

reading is obtained when not immediately scopes over the matrix clause.

36) He did not move because he was pushed.

a. ‘His movement was not caused by his being pushed.’ wide-scope
[NOT [CAUSE (he was pushed, he moved)]]

b. “‘His not moving was caused by his being pushed.’ narrow-scope
[CAUSE (he was pushed) [NOT (he moved)]] (Linebarger, 1987: 336)

Now, consider the sentences in (37), below. The ambiguity available in (36) is lost in (37a-
b). Only the wide-scope reading is available in (37a). This is because under narrow-scope
interpretation, not does not scope over the NP1 anyone at LF. Because acts as an intervener
between the negation and the NPI. On the other hand, the only reading available is the
narrow-scope one in (37b) because under the wide-scope reading, the minimizer budge an

inch is not in the immediate scope of not at LF.

37) a. Hedid not move because anyone pushed him. *narrow-scope / wide-scope
b. He did not budge an inch because he was pushed. narrow-scope / *wide-scope
(Linebarger, 1987: 337)

For NPIs that are licensed in non-negative contexts and for NPIs that are licensed even
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though they are not in the immediate scope of negation, Linebarger argues that they are
licensed by negative implicature, as illustrated in (38a). In (38a), the negation does not
immediately scope over the NPI any in the embedded clause. On the other hand, overt
negation is not present in (38b). For Linebarger, grammaticality of the sentences in (38)
is due to the implicature carried by the clauses. In (38a), the NPI any is licensed under the
negative implicature ‘I thought that there was not any beer in the refrigerator.” As for
(38b), the sentence lacks over negation but similarly to (38b), it carries the negative
implicature ‘John wishes he did not talk to anyone.” It is thus negative implicature that

licenses NPIs.

38) a. Idid not know that there was any beer in the refrigerator.

b. John regrets talking to anyone.

However, Linebarger’s analysis also fails to account for some aspects of NPI licensing.
Brandtler (2012) argues that Linebarger’s account is insufficient in explaining NPI
licensing in YN questions since questions like ‘Have you ever been to Paris?’ do not
denote negative implicature. Also, Progovac (1994) states that Linebarger’s account of
NPI licensing at LF cannot predict the ungrammaticality of sentences like *‘Anyone did
not come to the party” since the subject NP1 anyone would be in the scope of negation at
LF.

3.1.2.2. Progovac (1994)

Progovac (1994) argues for a binding approach to polarity item licensing (following the
lines of Generalized Binding of Aoun (1985, 1986)) and bases her analysis on the near-
complementary distribution of NPIs and PPIs. Under her account, NPIs are subject to the
Principle A of the Binding Theory. This means that an NPI is licensed either by negation
or by a polarity operator in the same governing category. In negative polarity clauses,
negation binds the NP1 while in non-negative polarity clauses, the operator binds it. This
polarity operator exists in all non-negative polarity clauses and in order to license NPIs,
its truth value should not be fixed positively. The value must either be unfixed (e.g.,

conditionals and questions) or selected by lexical items like doubt, forget, and without
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(Progovac, 1994: 63). Progovac assumes that this operator is a clitic that must attach to a
lexical material in C°. The material can either be a complementizer or an inverted verb.
Consider the sentences in (39) and (40). NPIs in sentences (39a), (40c), and (40e) are
licensed and they all have something in common: Their C° position is occupied either by
a complementizer or by an inverted auxiliary. The operator is licensed in (39a) through
inversion and thus, the NPI anyone is licensed. By contrast, this is not the case in (39b)
since the question does not feature inversion and the absence of lexical material in C°
means that the operator is not licensed. Inversion is not really necessary in English to mark
YN questions as can be seen in (39c¢), but it is obligatory in the presence of an NPI. As for
(40a), (40b), and (40c), the NPI is only licensed if the complement of matrix predicate
forgot is the CP headed by the complementizer that. Similarly, the NP1 is licensed in (40e)
because the embedded C° is occupied by the auxiliary has. In sum, in matrix YN questions
and embedded clauses in English, NPIs are licensed only when C° is occupied through T-
to-C movement or when it is occupied by a complementizer.

39) a. Did he complain about anything?

b. ”*He complained about anything?

c. He complained about his salary? (Progovac, 1994: 76-77)
40) . Mary forgot [cp where Peter put her books].

a
b. *Mary forgot [cr where anybody put his books].

()

. Mary forgot [cp that anybody visited her on Monday].

o

. *1 forgot anything.
e. [ne Every man [cp who [c has [tp read anything by Chomsky]]]] will attend
the lecture. (Progovac, 1994: 67-68, 70, 77)

However, the polarity operator cannot co-occur with a raised epistemic modal and wh-
agreement. It is argued that epistemic modals always move to C° at LF and if C° is already
occupied by wh-agreement or a complementizer, epistemic modal movement at LF should
not be possible (McDowell, 1987). Examples in (41) are ungrammatical because the
epistemic modal, wh-agreement, and the polarity operator need to take clausal scope and
their co-existence in the clause results in a scope clash.
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41) ?I*Must John know the answer?

o o

. *If John must know the answer, let’s ask him.
*| doubt that John must know the answer.
d. *Who must have killed Yuri? (Progovac, 1994: 77-78)

o

Progovac (1994: 98) also argues that in non-negative wh-questions, wh-agreement must
be suppressed in the presence of an NPI. This happens only in rhetorical questions and
wh-questions with NPIs are obligatorily rhetorical. As can be seen in (42), sentences that
have both wh-words and NPIs are obligatorily rhetorical while the rhetorical reading is

optional if an NPI is not present.®

42)  a. When did Mary insult anyone? *non-rhetorical / rhetorical
b. When did Mary insult Peter? non-rhetorical / rhetorical
¢. Who did Mary ever Kiss on the first date? *non-rhetorical / rhetorical
d. Who did Mary kiss on the first date? non-rhetorical / rhetorical
e. | wondered when Mary insulted anyone. *non-rhetorical / rhetorical
f. 1 wondered when Mary insulted Peter. non-rhetorical / rhetorical

(Progovac, 1994: 97, 100)

Overall, Progovac’s account reduces NPI licensing to syntax. However, like all the
proposals presented in this chapter, it also fails to be generalized cross-linguistically. For
example, in Hindi, NPIs are licensed in subject position where they are outside of the
scope of negation (Kumar, 2006).° Also, in Moroccan Arabic, there are cases in which

NPIs are not licensed even when they are bound by negation (Benmamoun, 1997).

8 Not all wh-questions in which an NP1 is licensed are rhetorical as shown in (22), repeated below as (1a).
While (1a) is grammatical only under the rhetorical interpretation, it is also clear that (1b) is non-rhetorical
and the NPI is licensed regardless.

1) a. Who would ever trust Fred? *non-rhetorical / rhetorical (Hoeksema, 2000: 116)
b. Who has seen any students? non-rhetorical / rhetorical (Giannakidou, 1998: 11)

® Kumar’s (2006) observation is also valid in Turkish. NPIs can be placed after the verb (a position which
is outside the scope of negation) and be licensed nevertheless. This is shown in (2) below.

2) Ali Ankara’ya git-me -di -@ hig.
Ali Ankara-DAT (O-NEG-PAST -3SG ever
‘Ali has never been to Ankara.’
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Additionally, Kritka (1995) points out that Progovac’s account does not seem to allow
NPIs in the non-clausal argument position of a non-negated matrix clause, as illustrated
in (43). The sentence in (43) should be ungrammatical because the NP1 any is not bound

by negation and the operator in C is not overtly realized but the NPI is licensed anyway.
43)  Bill lacks any sense of humor.

In this section, | presented the semantic and syntactic accounts put forward to explain
licensing of NPIs. In the next section, I will present the analyses proposed for NPI

licensing in Turkish.

3.2. LICENSING OF NPIs IN TURKISH

NPIs are typically licensed by the negation in Turkish. However, like English and various
other languages, NPI licensing environments are not limited to negative clauses. Like

English, they can also be licensed in YN questions, as shown in (44).

44)  Kimse -nin anne -Si gel -di -@ mi?
anyone-GEN mother-P0SS.3SG come -PAST-3SG Q
‘Did anyone’s mother come?’ (Besler, 2000: 67)

Rhetorical wh-questions, illustrated in (45), also license NPIs.

45)  Ali’ye neden kimse haber ver -sin -@ (ki)?
Ali-DAT why anyone news give -OPT -3SG (that)

‘Why would anyone let Ali know?’

The adjectival suffix -slz, broadly meaning ‘without’, licenses NPIs as well, as can be seen
in (46).

46) a. Highir aktarma yap -mak-siz -in  Esenler-e  ulag -11 -
any-one transfer make -INF -without -GER Esenler-DAT arrive-PASS-AOR

‘One can arrive at Esenler without making any transfer.” (Gorguli, 2017: 57)
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b.Bizbu Ulke -ye hichir sey -siz gel -di -k
we this country-DAT any-one thing-without come -PAST-1PL
“We came to this country without anything.’ (Kelepir, 2001: 161)

Negative existential yok ‘absent/non-existent’ and the negation word degil ‘not’ license
NPIs, as shown in (47).

47)  a. Kimse kimse -yi sev -iyor degil -@.
anyone anyone -ACC love -PRES.PROG not -3SG
‘It is not the case that nobody likes nobody.’
b.Ben-i  sev -en  kimse yok.
I -AccC love -PART anyone non-existent
‘There is nobody that likes me.’ (Kelepir, 2001: 214)

The subordinating conjunction sanki ‘as if”, as illustrated in (48), licenses NPIs.

48)  Sanki hi¢ havyar ye -mis -@, Ali.
as-if ever caviar eat-PERF-3SG Ali

INT: (Al is talking) As if he has ever eaten caviar.’

However, unlike in English, NPIs in Turkish are not licensed in non-rhetorical wh-
questions, superlatives, conditionals, by negative implicature verbs, and by universals.
This is illustrated in examples from (49) to (51).

49) a. Who has seen any students? non-rhetorical / rhetorical
(Giannakidou, 1998:11)
b. Kim hi¢ 6grenci gor-miis -@? *non-rhetorical / rhetorical

who any student see -PERF-3SG

INT: “Who has seen any students?’

50) a. The longest book I ever read is War and Peace.  (Herdan & Sharvit, 2006: 3)
b. Savas ve  Barig *hi¢ [ daha O0nce oku -dug -um en uzun Kkitap.
War and peace ever / more before read -NMz -1SG most long book.

‘The longest book I read up until now is War and Peace.’
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51) a. Every student who heard anything should report to the police.
(Giannakidou, 2002: 6)
b. *Hickimse-yi gor-Ur -se -n  ban-a  haber ver -@.
anyone -ACC see-AOR-COND-2SG |  -DAT news give -IMP.2SG
INT: ‘Let me know if you see anyone.’ (Kelepir, 2001: 124)
c. *Hichbir sey duy -an  her Ggrenci polis -e  haber ver -meli-@.
any-one thing hear -PART every student police -DAT new give -NEC-3SG
INT: ‘Every student who heard anything should report to the police.’

Another difference between English and Turkish regarding NPI licensing is that NPIs are
not licensed in subject position in English while they are licensed in Turkish.

52) a Kimse uyu -ma -di -@.
anyone sleep-NEG-PAST-3SG
‘Nobody slept.’ (Kural, 1997: 502)
b. *Anyone did not sleep.

Licensing of NPIs in Turkish has not been studied extensively (Gorguli, 2017; Kayabasi
& Ozgen, 2018; Kelepir; 2001; Kornfilt, 1984; 1987; Kural 1997; Zidani-Eroglu, 1997).
Among the researchers that do investigate it, Gorgulu (2017) favors a semantic approach
while Kelepir (2001), Kornfilt (1984, 1997), Kayabas1 and Ozgen (2018), Kural (1997),
and Zidani-Eroglu (1997) focus on the matter syntactically. In the next subsections, I will

go over the semantic and syntactic accounts of NPI licensing in Turkish.

3.2.1. Semantic Accounts on NPI Licensing in Turkish

Gorgulu (2017), proposes that Giannakidou’s (1998, 2002) account of veridicality
uniformly captures the distribution of NPIs in Turkish. NPIs are licensed in nonveridical
contexts in which the truth conditions of the proposition are not entailed or are asserted to
be false. According to Gorgulu, NPIs in Turkish are licensed by negation, by the adjectival
suffix -slz, in conditionals, and YN questions. However, as also argued by Progovac

(1994) for English, not all nonveridical contexts license NPIs. The most prominent
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example of this comes from YN questions. NPIs in Turkish are licensed in non-negative
YN questions, but only if the question particle ml is suffixed to the verb. This is shown in
(2), repeated here as (53). In (53a), where ml is placed on the predicate gitti ‘went’, the
NP1 hi¢ “at all’ is licensed while this is not the case in (53b), where ml occurs pre-verbally.
As both questions are nonveridical, one would expect the sentences in (53) to be
grammatical regardless of the position of the question particle.

53) a. Ali hi¢ Ankara’ya git-ti  -@ mi?
Ali ever Ankara-DAT Qo0 -PAST-3SG Q
‘Did Ali ever go to Ankara?’
b. *Ali hi¢ Ankara’ya mu git-ti  -@?
Ali ever Ankara-DAT Q Q0 -PAST-3SG
INT: ‘Was it Ankara that Ali ever went to?’

I will not discuss Gorgiilii’s (2017) account further since it would be a repetition of
Giannakidou’s veridicality account presented in § 3.1.1.2. In the next section, syntactic

accounts regarding NPI licensing in Turkish will be presented.

3.2.2. Syntactic Accounts on NPI Licensing in Turkish

There are a few studies that rely mostly on syntactic constraints regarding NPI licensing
in Turkish (Kelepir, 2001; Kornfilt, 1984; 1997; Kayabas1 & Ozgen 2018; Kural 1997;
Zidani-Eroglu, 1997). All of the studies argue that NPIs are licensed by a negative operator
only if the NPl is in the scope of negation (with some divergences when different types of
clauses are considered). Kural (1993, 1997) argues that NPIs are licensed under
asymmetric c-command relationship between the NPI and its licensor. The licensor must
be positioned higher than the NP1 under this view. For subject NPIs to be licensed, Kural
argues that the domain of negation must be expanded and this is possible through V-to-C
movement. Since the negation attaches to the verb and the verb movement from V-to-C,
results in the subject NPI to be c-commanded by the negation. This is shown in (54) below.
The NPI kimse ‘anyone’ is licensed in (54a) since it is under the scope of the matrix

negation while it is not licensed in (54b) because when the NP1 raises out of the embedded
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clause it is no longer c-commanded by the negation in the embedded clause.

54) a. Kimsei [cptivur -ul -du ]san -1l -m -1yor -@.
anyone shoot -PASS-PAST think-PASS-NEG -PRES.PROG -3SG
‘No one is thought to have been shot.’
b. *Kimsei [cptivur -ul -ma -di ]Jsan -1l  -1yor -@.
anyone  shoot -PASS-NEG-PAST think-PASS-PRES.PROG -3SG
(Kural, 1993: 37)

On the other hand, Kelepir (2001: 172) argues that NPI licensing in Turkish is subject to
the Immediate Scope Constraint (Linebarger, 1980) which means that NPIs are acceptable
in a sentence if the NPI is in the scope of NOT and there are no logical elements
intervening between the NPI and NOT at LF (Linebarger, 1987: 338). Zidani-Eroglu
(1997: 139) argues that NPI licensing depends on the overt presence of negation or the
matrix question particle. According to her, if a sentence does not contain overt negation
or a question particle that is suffixed to the verb, the NPI is not licensed.

Kelepir (2001) and Kornfilt (1984, 1997) state that NPIs in embedded clauses are not
licensed by the matrix negation if the embedded clause is finite or factive. This is shown
in (55). (55a) is ungrammatical because the embedded clause is finite and (55b) is
ungrammatical because it is factive. On the other hand, (55c) is grammatical because

negation can license the NPI in the non-finite and non-factive embedded clause.

55) a *Kimse ge¢ gel -di -@ san -m -yor -lar.
anybody late come -PAST-3SG think-NEG-PRES.PROG -3PL
INT: ‘“They do not think that anybody came late.’ (Kelepir, 2001:151)
b. ”/*Hasan hicbir yer -e  git-tig -in -i soyle-me -di -@.
Hasan any-one place-DAT go -NMZ -3SG-ACC say -NEG-PAST-3SG
INT: ‘Hasan did not say that he went anywhere.’ (Kornfilt, 1997: 127)
c. Kimse -nin gel -me -si -ni  iste -m -iyor -um.
anyone -GEN come -NMZ -POSS.3SG -ACC want -NEG-PRES.PROG -1SG

‘I do not want anyone to come.’
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Kayabas1 and Ozgen (2018); however, find sentences like (55b) to be grammatical and
my judgement is also in line with theirs. The negation on the matrix predicate can license
NPIs in the embedded -DIK clauses. Kayabas1 and Ozgen (2018) argue that NPIs are
licensed by negation if they are in the same phasal domain with the negation. According
to their account, NPIs in embedded clauses are not licensed by the matrix negation if the
embedded CP is defective and therefore does not form a phase. By the term defective CP,
Kayabas1 and Ozgen mean that the embedded C° lacks one or more o-features (Chomsky,
2001). These features include agreement, tense, aspect, or modality. If the C° lacks one or

more of these features, NPIs in embedded clauses are not licensed by the matrix negation.

None of the studies related to NP1 licensing in Turkish above discusses NP1 licensing in
non-negative YN questions further than stating that in order for NPIs to be licensed in
such questions, ml must appear on the predicate. In the next chapter, | offer my analysis
regarding the structure of YN questions and the way in which NPIs are licensed in YN

questions when they do not contain negation.
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CHAPTER 4

THE ANALYSIS

4.1. THE STRUCTURE OF MATRIX YN QUESTIONS

The question particle ml in Turkish has many properties and developing an analysis that
accounts for all these properties is very challenging. Especially, the fact that ml is very
flexible regarding the position it occupies is highly problematic. In previous chapters, |
discussed its properties and observations regarding ml. They are listed in (56) below:

56) i. ml is a question particle that also functions as a question focus particle,

ii. If ml is attached to an element that is not the predicate or the immediately pre-
verbal constituent, it yields narrow-scope reading and if it is placed on the verb,
the obtained reading is wide-scope,

iii. If ml is on the immediately pre-verbal constituent (e.g., the direct object), the
reading of the question is ambiguous. It can have both a wide- and narrow-
scope reading,

iv. ml licenses NPIs like hic ‘ever’ in non-negative YN questions when it surfaces
on the verb,

v. No element can intervene between the tensed verb and ml.

Examples in (57) illustrate these properties. The examples are all non-negative YN

questions, which do not contain an NPI or any other element that requires a particular
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attachment site of ml. As a result, ml can be positioned after any element in the derivation.
The placement on different elements depends on the information sought by the speaker.

57) a. Ali dun Ankara’ya git-ti  -@ mi?
Ali yesterday Ankara-DAT (0 -PAST-3SG Q
‘Did Ali go to Ankara yesterday?’

b. Ali mi dun Ankara’ya git-ti  -@?
Ali Q vyesterday Ankara-DAT Qo0 -PAST-3SG
‘Was it Ali who went to Ankara yesterday?’

c. Ali din ml Ankara’ya git-ti  -@?
Ali yesterday Q Ankara-DAT Qo -PAST-3SG
‘Was yesterday that Ali went to Ankara?’

d. Ali din Ankara’ya mi git-ti  -@?
Ali yesterday Ankara-DAT Q g0 -PAST-3SG
Reading 1: ‘Was it Ankara that Ali went to yesterday?’
Reading 2: ‘Did Ali go to Ankara yesterday?’

The properties listed in (56) and illustrated in (57) are all syntactic and the aim of this
study is to account for as many of these properties as possible, especially in connection to
NP1 licensing. In this chapter, | am going to propose an analysis that enables us to achieve
this in a relatively minimalistic and economical way. My analysis, in part, shows
similarities to previous proposals about the placement of ml. In line with Ozyildiz (2015),
| argue that ml enters the derivation in a position higher than the TP based on the
observation that ml cannot be placed between the predicate and the tense marker; on my
analysis, ml enters the derivation as the head of the FocP. Similarly to Kamali (2011), the
question particle is analyzed as a clitic, but different from Kamali’s account, I propose
that ml is a clitic generated in the TP domain. There are basically two possible ways in
which ml can be placed in a sentence. On one, ml starts out in its base-generated Foc®
position, and then undergoes movement to C° along with the verb. On the other (if it does
not raise to C°), ml undergoes lowering to the position it ends up occupying. The lowering

of ml follows a precise algorithm that I present in more detail below.
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The first possibility of ml placement is shown in (58). After entering the derivation as the
head of the FocP, the clitic ml waits for the verb to undergo movement from V-to-C. This
movement is argued for by Besler (2000) based on the previous proposals that there is
overt V-to-C movement in Turkish (Aygen-Tosun, 1998; Kural, 1993; see also Kelepir,
2001). The question particle is picked up by the verb and they raise to C°.
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The second route that ml can follow is shown in (59). ml can attach to an element in its c-
commanding domain and the element that it attaches to is determined depending on the
information sought by the speaker. The placement algorithm limits the possible sites
where ml can surface to positions that are adjoined to left daughters of every branching
node in the c-command domain of ml. This is shown in (59), with the possible attachment
positions illustrated with numbers from 1 through 6. The algorithm traverses the tree

downwards starting from the sister of ml (TP), tracing the left branch of every branching
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node that it hits and placing ml as the sister of its left daughter, provided this node hosts
overt material.° If the left daughter is null, the algorithm proceeds with tracing the tree
(along the right daughter) to the next branching node, and then down the left branch again.
This procedure can be repeated until there are no branching nodes left for the algorithm
to traverse. In which of the positions allowed by the algorithm ml actually surfaces
depends on what the speaker wants to focus on in the question. Thus, if we want to form
the question in (57b), the question particle occupies position 1, marking the subject DP
Ali. In (57¢), the particle is attached to the DP diin ‘yesterday’, namely, it occupies position
5. Finally, there are two possible readings for the question in (57c). If ml is in position 6,
it scopes only over the object DP Ankara’ya ‘to-Ankara’, resulting in the narrow-scope
reading (Reading 1). However, if ml is in position 2, then the reading we get is the wide-
scope interpretation (Reading 2) even if the question particle is pre-verbal. This is because
ml scopes over the entire vP.! The algorithm does not allow attachment of the question
particle to right branches. It simply ignores these branches as possible attachment sites

10 The algorithm is based on Gra¢anin-Yuksek and Arsenijevi¢’s (2017) proposal developed for the
positioning of second position clitics in Bosnian/Croatian/Serbian. The authors use the algorithm to account
for the fact that second position clitics in these languages can occupy a position following the first prosodic
word or the first syntactic constituent of the sentence, as shown in (1a) and (1b) respectively.

1) a. Moja ga mama prezire. b. Moja mama ga prezire.
my him mum despises
‘My mum despises him.’

11 The placement algorithm fails to account for the wide-scope reading obtained when ml is placed on the
adverb in (15a), repeated here as (2). This is because ml would only scope over the adverb Aizli “fast’ from
the position it lowers itself to. It seems that the only way to get the wide-scope reading in such conditions
is to assume that the bare object yemek ‘food’ is incorporated with the verb yap- ‘do’ (Kornfilt 2003, among
others) and undergoes movement to C° along with it. Some evidence for that comes from the fact that the
wide-scope reading becomes unavailable when the object is not bare. In fact, the sentence becomes
ungrammatical since Azl can only modify the object yemegi ‘the food’ and ml cannot intervene between a
noun and its modifier as can be seen in (3a). The wide-scope reading becomes available again when ml is
placed in the pre-verbal position. This is expected, since the case-marked object is not incorporated into the
verb and the verb undergoes movement to C° independently.

2)  Ali hizh mu yemek yap -ar -@?
Ali fast Q food make-AOR -3SG
‘Does Ali cook fast?’

3) a *Ali izl mi yemeg-i yap -ar -@? b. Ali hizli yemeg-i muyap -ar -@?

Ali fast Q food -AcC make-AOR -3sG Ali fast food -Acc Q make-AOR -3SG
INT: ‘Does Ali cook fast?’ ‘Does Ali cook the fast food?’
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and only uses them to travel down the structure.!? 3
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In the next sections, | explain how my analysis accounts for possible and impossible
readings of embedded YN questions with and without complementizers and also, how it

2 The lowering process of the question particle must take place prior to the V-to-C movement so that the
question particle is not picked up by the verb along its way to C°. In addition, since the change of the position
of the question particle is overt and has consequences for the meaning, the lowering takes place in syntax.

13 The placement algorithm presented in this chapter seems to me to be more economical than the account
on which the question particle originates in the position where it is observed and moves to C° at LF. First,
the proposed analysis does not require ml to be base-generated in different places for every position in which
it is observed, but postulates a single locus of ml. Also, my analysis requires a single mechanism (overt
movement, either upwards — when ml is picked up by the verb — or downwards — when it undergoes
lowering) to derive both the fact that ml can take wide- or narrow-scope and its ability to license NPIs. The
analysis based on LF movement requires two different mechanisms: LF lowering in cases where ml does
not surface on the verb and overt upwards movement when it does.
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accounts for NPI licensing in non-negative YN questions in Turkish.

4.2. THE STRUCTURE OF EMBEDDED YN QUESTIONS

Turkish does not have overt interrogative complementizers to introduce YN questions in
embedded clauses, like whether and if do in English. Instead, the question particle ml is
used to mark embedded YN questions as well. The position that ml surfaces in plays a
critical role in the interpretation of bi-clausal sentences with ml in some sentence-medial
position because in some cases the matrix clause may remain declarative, while in other
cases, the matrix clause is obligatorily interrogative. This contrast is at its clearest when
ml is at the right edge of the embedded clause. This is shown in (60). When the embedded
clause is a full-fledged tensed CP that can also stand alone as a matrix clause, as in (60a),
the sentence can be both declarative or interrogative at the matrix level; it can be both a
statement and a question. However, this is not the case in (60b), which features a
nominalized embedded clause, headed by the subordinator -DIK.!* Sentence (60b) is
obligatorily interrogative at the matrix level.

60) a. Ali Ankara’ya git-ti  -@ mi bil -iyor -sun?/.
Ali Ankara-DAT Qo -PAST-3SG Q know -PRES.PROG -2SG
Reading 1: ‘Do you know it to be true that Ali went to Ankara?’
Reading 2: ‘You know whether Ali went to Ankara.’
b. Ali’nin Ankara’ya git-tig -in -i mibil -iyor -sun?/*.
Ali-GEN Ankara-DAT (0 -NMZ -P0SS.3SG-ACC Q Kknow -PRES.PROG -2SG
Reading 1: ‘Do you know it to be true that Ali went to Ankara?’

*Reading 2: “You know whether Ali went to Ankara.’

| argue that the reason behind the contrast in (60) is the availability of the C° position in

the embedded clause: In (60a) this position can be occupied by ml, making an embedded

14 _DIK is analyzed as a nominalizer that is followed by Agreement and Case (Kornfilt, 1997). The
agreement holds between the subject and the verb that is marked by -DIK as genitive-possessive. Kornfilt
(1984) analyzes -DIK as a monomorphemic nominalizer indicating the past tense while Kural (1993) argues
that it is bimorphemic, consisting of a past tense marker and a complementizer, as will be presented shortly.
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question reading possible, while in (60b) the embedded C° cannot be occupied by ml,
which is why only the matrix question reading is available. One of the reasons why the
embedded C° is not available to ml in (60b) goes as follows: Kural (1993) argues that
markers which introduce embedded clauses: -DIK, -EcEK, and -mAK all consist of two
parts. While -DIK indicates the past and -ECEK indicates the future, -mAK is infinitival
and -K on these markers acts as a complementizer. According to this proposal, the
nominalizer -DIK, realized as -#ig in (60b), has two components: -DlI is a tense marker and
-K is a complementizer. In (60a), which is not headed by -DIK, ml may be occupying the
embedded C° position, but in (60b), this is impossible, because C° is already occupied by
an overt complementizer -K. This distinction in the availability of the embedded C° readily

accounts for the observed contrast in available readings of the two sentences.

Another difference between tensed embedded clauses, as in (60a), and nominalized
embedded clauses, as in (60b), is the presence versus absence of case and agreement
morphology on the embedded verb. In (60a), the embedded verb is inflected for tense and
agreement with the embedded subject and bears no other morphological marking. In (60b),
on the other hand, the embedded verb also carries case morphology associated with the
embedding clause (assigned by the matrix verb) besides agreement with the embedded
subject. Importantly, in (60b), ml can only follow the accusative marker on the verb and
cannot be placed before it. In other words, ml cannot intervene between the verb and its
markers.® This is illustrated in (61), where the only well-formed sequence is the one in
(61d). If ml occupied the embedded C° position in (60b), we would expect it to surface
within the verbal complex and definitely before the morphology associated with the matrix

clause, namely, before the accusative marker. This is, however, not what we find.

61) a. *git-mi-tig-in-i : VERB + *Q + NMZ + POSS + ACC
b. *git-tig-mi-in -i : VERB + NMZ + *Q + POSS + ACC
C. *git-tig-in -mi-i : VERB + NMZ + POSS + *Q + ACC
d. git-tig-in -i -mi: VERB + NMZ + POSS + ACC + Q

15 This observation is similar to the one that ml cannot be placed between the verb and the tense marker in
the embedded clause (Ozyildiz, 2015) (see § 2.3.4).
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Both the semantic and morphological evidence | discussed above suggest that in (60b),

ml does not originate in the embedded clause (regardless of the existence of a Foc® head

in such clauses). Building on this conclusion, I argue that in (60b) and other nominalized
clauses, ml starts out in the Foc? of the matrix clause and undergoes lowering to the edge
of the embedded CP, just as it does in simple clauses, where the complement of the verb
is a DP. This means that in clauses like (60b), the embedded CP is treated by ml similar
to object DPs, discussed in § 4.1. This is shown in (62). Given the derivation in (62b), it
is not surprising that (60b) can only have a matrix question reading; it is because the
question particle is associated with the matrix rather than with the embedded clause.

62) a. [Ali’'nin Ankara’ya gQit-ti -8 cp]-In -i mi bil
Ali-GEN Ankara-DAT Qo0 -PAST-COMP  -P0SS.3SG-ACC Q know
-iyor -sun?

-PRES.PROG -2SG
‘Do you know it to be true that Ali went to Ankara?’

b. CP
FocP c’
/\ biliyorsunknow.pres proG.2s6
TP Foc® ,'4
/\ ‘m'l //I
pro T ?\ /
/\ :‘\ ’,’
[} \\ ’//
VP T° P
t; I
- N
/\ “ /, \\‘—/,
CP n’

-INlposs 3s6.Acc

Ali’nin Ankara’ya gitti§-a1i GEN ANKARA.DAT GO NOM

By contrast, the ambiguity of embedded clauses with non-nominalized CPs, as in (60a),
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arises because in such clauses, ml can in principle be externally merged in both the
embedded and the matrix clause. This is shown in (63) and (64) respectively. When the
sentence is declarative at the matrix level, as in (63a), ml enters the derivation as the head
of the FocP in the embedded clause and undergoes movement to the embedded C° along
with the verb, which is similar to what happens in matrix YN questions. If the sentence is
interrogative at the matrix level, ml is base-generated in the matrix clause and undergoes

lowering to a position above the embedded CP.

63) a. [Ali Ankara’ya git-ti  -@ mi cp] bil -iyor -sun.
Ali Ankara-DAT g0 -PAST-3SG Q know -PRES.PROG -2SG

‘You know whether Ali went to Ankara.’

b. CP
c’
- biliyorsunknow.rres proG. 256
CP
-
FocP c’
//\ gittisee pasT asc Ml
TP Foc® ?
T i !
DP, T i
/\ :‘\ ,/
Ali vP T A
: A
I| {; v :‘\ "
\\ /I /\ : N /
hal VP v ?
!
DP t A

AnKara’yaankara pAT
64) a. [Ali Ankara’ya git-ti  -@ cp] mi bil -iyor -sun?

Ali Ankara-DAT g0 -PAST-3SG  Q know -PRES.PROG -2SG
‘Do you suppose that Ali went to Ankara?

46



16
b. CP

/\

FocP C°
/\ biliyorsunknow.rresProG.25G
TP Foc’ A
/
/
pro T *1 /I
n ’
\ ’
/\ ‘1\\ ,//
VP T P
ti II
1
CP t; /‘\ /
/ \\ /
\ /, \~-—’

Ali Ankara’ya gittiLi ANkARA.DAT GO.PAST.35G

Supporting evidence for the derivations | proposed for the sentences in (63) and (64),
comes from the fact that both the embedded and matrix clauses in (63) can host question
particles separately, as can be seen in (65). (65a) features two full-fledged CPs that can

also be uttered independently and thus, both clauses can host ml. This is not the case in

(65b). The embedded CP in this sentence is nominalized and the question particle cannot

be placed both on the embedded verb and on the matrix verb.

-@  mi cp] bil  -iyor mu-sun?

65) a. [Ali Ankara’ya git-ti
know -PRES.PROG Q -2SG

Ali Ankara-DAT Qo -PAST-3SG Q
‘Do you know whether Ali went to Ankara.’
cp]-in -i - mi bil

b. *[Ali’nin Ankara’ya git-ti -8
-P0SS.3SG-ACC Q know

Ali-GEN Ankara-DAT g0 -PAST-COMP
-iyor mu-sun?

-PRES.PROG Q -2SG

16 The verb does not contain ml even though it passes through Foc® on its way to C° because the lowering
of the question particle takes place before the verb passes through Foc®.

17 (65a) might not be accepted by all native Turkish speakers as a single sentence that features an embedded
clause and a matrix clause. Instead, these might be two separate sentences independent from one another.
This would not change our current analysis since the two sentences would be expected to host their own

question particles anyway.
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INT: ‘Do you know whether Ali went to Ankara?’

If this analysis is on the right track, it is not unexpected that in examples like (63a) and
(65a), which contain only a single ml, the particle can be placed on a constituent other
than the verb inside the embedded clause. However, when the question particle is placed
after the subject, as in (66a), or the object, as in (66b) inside the finite embedded clause,
the ambiguity shown in (63) and (64) is no longer available. Both sentences in (66) are
obligatorily declarative at the matrix level, suggesting that in these examples ml
obligatorily originates in the embedded clause. This suggests that the embedded CP is
impenetrable for the matrix question particle. Thus, it is impossible for the sentence to

receive interrogative reading at the matrix level.

66) a. [Ali mi Ankara’ya git-ti  -@ cp] bil -iyor -sun./*?
Ali Q Ankara-DAT (0 -PAST-3SG  know -PRES.PROG -2SG
“You know whether it was Ali who went to Ankara.’
b. [Ali Ankara’ya mu git-ti  -@ cp] bil -iyor -sun./*?
Ali Ankara-DAT Q @0-PAST-3SG  know -PRES.PROG -2SG

‘You know whether it was Ankara that Ali went to.’

This is also the case with embedded clauses with a nominalized verb: In such sentences
ml can only be placed on the verb as well.?® This is shown by the ungrammaticality of
examples in (67) and (68). If, as discussed previously, in such sentences ml obligatorily
starts out in the matrix clause and undergoes lowering to the embedded CP, it seems to be
the case that the lowering process has to stop at the edge of the embedded CP, i.e., that
the embedded CP is impenetrable to the lowering of ml.

67) a *Ali’nin is -ten miayrl -di  -§ -1n -1 bil -m
Ali-GEN job-LOC Q leave-PAST-COMP -P0OSS.3SG -ACC know -NEG

-iyor -um.

18 Unfortunately, judgements are unstable for such questions. Native speakers judge such sentences as
irritating but some of them do not judge them unacceptable. Sentences in (67) and (68) are judged to be
ungrammatical and that is why in this study, | assume that nominalized embedded clauses are impenetrable
for ml.
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68)

-PRES.PROG -1SG
INT: ‘I don’t know whether it was his job that Ali quit.’

b. *Ali’nin is -ten mi ayril -aca -g -1n -1 bil -m
Ali-GEN job-LOC Q leave-FUT -COMP -P0OSS.3SG-ACC know -NEG
-iyor -um.

-PRES.PROG -1SG

INT: ‘I don’t know whether it is his job that Ali is going to quit.’

a. *Ali’nin yeni araba mial -d1 -g -1n -1 bil -m
Ali-GEN new car Q buy-PAST-COMP -POSS.3SG-ACC know -NEG
-iyor -um.

-PRES.PROG -1SG
INT: ‘I don’t know whether it was a new car that Ali bought.’

b. *Ali’nin yeni araba m1 al -aca -g -1n -1 bil -m
Ali-GEN new car Q buy-FUT -COMP -P0SS.3SG -ACC know -NEG
-iyor -um.

-PRES.PROG -1SG

INT: ‘I don’t know whether it is a new car that Ali is going to buy.’

So far, we have reached the following generalizations:

A tensed (non-nominalized) embedded clause may host its own question particle,
and this question particle can be placed on any constituent in the embedded clause.
Importantly, however, if ml is placed on a constituent in the embedded clause other
than the verb, the sentence can only be embedded question, indicating that the
question particle in such cases cannot have originated in the matrix clause.

A nominalized embedded clause can only feature the question particle on the
embedded verb and this question particle necessarily originates in the matrix
clause, giving rise to the matrix question reading.

Both of these generalizations suggest that embedded CPs are impenetrable to the

lowering of the matrix clause ml, regardless of their internal make-up.
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A natural question that arises at this point is how ml interacts with embedded clauses with
a free-standing complementizer. One such complementizer is diye ‘saying’. Giindogdu
(2017) argues that there are 3 types of phrases headed by diye ‘saying’. These are
illustrated in (69). The first one is the adjectival diye ‘saying’, which is the head of the PP
Mehmet diye ‘called Mehmet’, as in (69a). In (69b), diye ‘saying’ is an adverbial at the
VP-level. It takes the CP ben geldim ‘I came’ as its complement. The whole phrase,
headed by diye, denotes the manner of the matrix predicate bagird: ‘shouted’. In (69c),

diye is the head of the embedded CP and it denotes the reason of the matrix predicate.

69) a. [Mehmet diye pp] bir ogl-u daha var.
Mehmet saying  one son-POSS.3SG more exist
‘(S)he has got another son, called Mehmet.’ PP = NP-level
(Goksel & Kerslake, 2005: 175)
b. Oya [[ben gel -di -m cp]diye aaqwp] bagir -di  -@.
Oya | come-PAST-1SG  saying shout -PAST-3SG
‘Oya shouted “I came!”. manner adverbial = VP-level
c. Oya [ben gel -di -m diye cp]bagir-di -@.
Oya |  come-PAST-1SG saying  shout -PAST-3SG

‘Oya shouted because I came.’ reason adverbial = CP-level

When diye ‘saying’ is the head of the embedded CP, it can also give rise to the purpose

reading, as shown in (70b).

70) a. [Kedi-ler uyu -yor -@ diye cp]git-ti  -@.
cat -PL sleep-PRES.PROG -3PL saying g0 -PAST-3SG
‘(S)he left because the cats were sleeping.’ reason adverbial = CP-level
b. [Kedi-leruyu -sun-@ diye cp]git-ti -@.
cat -PL sleep-IMP-3PL saying Q0 -PAST-3SG
‘(S)he left so that the cats could sleep.’ purpose adverbial = CP-level
(Giindogdu, 2017: 64, 78)

In this study, | will not be concerned with the use of diye as a postposition and will only
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focus on the CP- and VVP-level diye. Let us consider the sentences in (71), in which the
diye-clause contains the question particle ml. Surprisingly, example (71a), which is
identical to (69b-c) except that it contains ml, is no longer ambiguous: It can only have
the manner interpretation, but not the reason interpretation. If a sentence can receive the
manner interpretation only if diye ‘saying’ is an adverbial that takes a CP as its
complement, the absence of the reason interpretation is expected. In (71a), the embedded
CP position is occupied by ml, so diye cannot be occupying the same position. Instead, it
must occupy the position outside of the embedded clause, which gives rise to the manner

interpretation only.

71) a. Oya [[ben gel -di -m mi cp] diye aqw] bagir -di  -@.

Oya | come-PAST-1SG Q saying shout -PAST-3SG
Reading 1: ‘Oya shouted “Did I come?”. manner
*Reading 2: ‘Did Oya shout because I came?’ *reason

Example (72), however, in which ml follows diye, is again ambiguous: it has both the
manner and the reason reading, as shown by (72a) and (72b) respectively. The manner
reading arises if diye heads an adverbial clause which takes the CP as its complement, and
ml is the matrix clause particle, focusing the adverbial expression within the matrix clause.
The reason reading arises if diye heads the embedded CP, and ml is again the matrix clause
particle, focusing the CP headed by diye. In any case, since the question particle is outside
the embedded CP both the sentence in (72) are obligatorily interrogative at the matrix
level. The unavailability of the reason interpretation in (72a) and the ambiguity in (72b)
suggest that the CP-level diye is incompatible with ml placed on the verb in the embedded

clause.

72) a.Oya[ben gel -di -m cp]diye agp] mi bagir -di  -@?
Oya | come-PAST-1SG  saying Q shout-PAST-3sG
Reading 1: ‘Did Oya shout “I came!”?’ manner
b.Oya[ben gel -di -m diye cp] mi bagir -di -@?
Oya |  come-PAST-1SG saying Q shout-PAST-3SG
Reading 2: ‘Did Oya shout because I came?’ reason
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The same conclusion follows from examples in (73), where ml can precede diye neither
in the reason clause, as shown in (73a), nor in the purpose clause, as shown in (73c).°

73)  a. *[Kedi-ler uyu -yor -@  mudiye cp]git-ti  -@?
cat -PL sleep-PRES.PROG-3PL Q saying (o -PAST-3SG
b. [Kedi -ler uyu -yor -@ diye cp] mi git-ti?
cat -PL sleep-PRES.PROG -3PL saying Q Qo0 -PAST-3SG
‘Did (s)he leave because the cats were sleeping?’
c. *[Kedi-leruyu -sun-@ mu diye cp]git-ti -@?
cat -PL sleep-IMP-3PL Q saying Qo -PAST-3SG
d. [Kedi-leruyu -sun-@ diye cp] mi git-ti -@?
cat -PL sleep-IMP-3PL saying Q Qo0 -PAST-3SG
‘Did (s)he leave so that the cats could sleep?’

Although not as clear as the contrasts presented in (71) and (73), people also judge the
clauses with CP-level diye to be not perfectly grammatical when ml is placed next to
another element in the embedded clause. By contrast, they find perfectly grammatical
sentences in which ml follows diye. This is shown in (74) and (75).2° When we couple this
observation with the observation that embedded clauses with the CP-level diye are
obligatorily interrogative at the matrix level, the generalization emerges that in such
sentences, there is only one Foc? position available that can host ml, and this position is

above the matrix TP.

74) a ”Oya ben migel -di -m diye zil -du -@?
Oya | Q come-PAST-1SG saying become-sad -PAST-3SG
INT: ‘Did Oya become sad because it was I that came?’
b.”Oya sit miiic -ti -@ diye zehirlen -di -@?
Oya milk Q drink-PAST-3SG saying get-poisoned-PAST-3SG

19 (73a-c) are acceptable if they are interpreted as rhetorical or echo questions.

20 Capitalized words in the sentences in (75) indicate the focused constituent in the embedded clause. The
observation that constituents in the embedded clauses can be focused without ml placed on them indicates
that there is another mechanism that enables focusing such constituents (U. Ozge, personal communication,
2019).
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INT: ‘Did Oya get poisoned because it was the milk that she drank?’

75) a. Oya BEN gel -di -m diye mi Gzil -da -@?
Oya | come -PAST-1SG saying Q become-sad -PAST-3SG
‘Did Oya become sad because it was I that came?’
b.Oya SUTi¢ -ti -@ diye mi zehirlen -di  -@?
Oya milk drink-PAST-3SG saying Q get-poisoned-PAST-3SG

‘Did Oya get poisoned because it was the milk that she drank?’

Thus, the discussion so far leads to the conclusion that only tensed embedded clauses in
Turkish, introduced most probably by the null complementizer, can host their own
question particle. Nominalized clauses and clauses introduced by diye cannot contain a
local ml. Moreover, the question particle originating in the matrix clause cannot be placed
inside the embedded clause, only at its edge. The configurations that summarize the
domains where ml can start out from and the ones that are impenetrable for ml are shown
in (76) below. Regardless of whether the embedded CP is nominalized or not, it is
impenetrable for the question particle from the matrix clause, as illustrated in (76a).
Additionally, both the embedded and the matrix CP can host its own question particle only
if the embedded CP is null and non-nominalized, as can be seen in (76b). In other cases,
the embedded CP cannot introduce its own question particle and it is inaccessible by the

matrix question particle.

76) a. CP
FocP C?
TP Foc’
/\ ml
Impenetrable __ VP T
for mi /\\/\
N
CP NV
[+ NMZ] ‘
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FocP c°
TP Foc®
/\ ml
VP T°
CP VO
FocP c®
/\ %)
TP Foc®
/\ ml

ﬁ [- NMZ]

Similar constraints are also valid for purpose denoting postpositions like icin (Ozyildiz,
2015), yuzunden, and dolayisiyla ‘because’. Consider again sentence (71a), repeated
below in (77), along with the data in (78), which show that the placement of ml between
the postpositions igin, yizinden, and dolayisiyla ‘because’ and their (clausal)
complements is infelicitous. The PP-internal clause in (78) is non-finite as opposed to
(77), but is also obligatorily interrogative at the matrix level. This supports the claim that
there is only one position in which ml can start out from and it is a position (Foc®) above

the TP of the matrix clause.

77) Oya [[ben gel -di -m micp] diye advwe] bagir -di  -@.

Oya | come-PAST-1SG Q saying shout -PAST-3SG
Reading 1: ‘Oya shouted “Did I come?”.’ manner
*Reading 2: ‘Did Oya shout because I came?’ *reason
78) a. Oya ben gel -dig -im  (*mi) igin (mi) bagir -di  -@?
Oya |  come-NMZ.PAST-1SG Q because Q  shout -PAST-3SG
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‘Did Oya shout because I came?’

b. Oya ben-im gel -me -m (*mi) ylzinden/ dolayisiyla (m1) bagir
Oya | -GEN come -NMZ -P0SS.1SG Q because Q shout
-t -@?

-PAST-3SG

‘Did Oya shout because of my coming?’

The impenetrability of embedded CPs headed by -DIK and diye (as well as PPs headed by
icin, ylzunden, and dolayisiyla ‘because’ with clausal complements) to the lowering of
the matrix question particle is interesting in its own right, but proposing the explanation
for this phenomenon is outside the scope of this thesis and will leave it for future work.

In the next section, | will build on the conclusions reached in this section, namely, that
biclausal structures contain only one Foc® position available for ml to start out from and
that is the one in the matrix clause and further investigate how the structure of both
embedded and matrix questions interacts with NPI licensing.

4.3. LICENSING OF NPIs IN NON-NEGATIVE YN QUESTIONS

4.3.1. NPI licensing in matrix YN questions

In order for NPIs to be licensed in YN questions in Turkish, the question particle must be
placed on the verb unless there is another element that can license NPIs, like negation or
the expression sanki ‘as-if’. No other placement of ml licenses NPIs in non-negative YN
questions. In order to explain this restriction on NPI licensing by ml, I argue that in order
for an NPI to be licensed in a Turkish non-negative YN question, the interrogative feature
on CY must be spelled out and it has to be spelled out by the question particle. As discussed
previously, the verb in Turkish undergoes movement from its base position and the
movement is often considered to be of the from V-to-T-to-C for both declarative and
interrogative clauses (Kural, 1993). In YN questions, ml spells out the interrogative
feature on C° via V-to-C movement. On its way to C°, the verb passes through the Foc®

head above the TP since it cannot skip an intervening head due to the Head Movement
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Constraint (Travis, 1984). When picked up by the verb, ml moves together with the verb
to C° and this way NPIs are licensed in non-negative YN questions. The movement of the

question particle to C° through verb movement is illustrated in (79D).

79) a. Ali hi¢ Ankara’ya git-ti  -@ mi?
Ali ever Ankara-DAT Qo0 -PAST-3SG Q
‘Did Ali ever go to Ankara?’

b. CP
FocT//\c0
T Qittisee pastase Ml
P Foc? 0
/\ m-l Ill
DP; T *\\

—S———

Ali vP T
? /\ tJ
I v B
|‘ \ :‘\ /
\\ /l /\ : \\ ,/I
Tvp oo
AdvP VP I
AN T
- ,l'
hiCever DP 4o
\ /7
Ankara’yaankara pAt

A similar, although not identical observation is also valid for languages that do not have

a question particle, like English (Progovac, 1994) and Swedish (Brandtler, 2012), as can

be seen in (80) and (81). In these languages, NPIs are licensed in non-negative YN

questions only if the question also features subject-auxiliary inversion, as shown by the

contrast between (80b) and (80c) for English and between (81a) and (81b) for Swedish.

This is reminiscent of the Turkish context observed in (79), where the verb moves to C°.
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80) a. He complained about his salary?
b. ?*He complained about anything?
c. Did he complain about anything? (Progovac, 1994: 76-77)

81) a. Har du nagonsin variti Paris?
have you ever been to Paris?
‘Have you ever been to Paris?’
b. *Du har nagonsin variti Paris?
you have ever been to Paris?
INT: ‘Have you ever been to Paris?’ (Brandtler, 2012: 52-53)
c. Du har variti Paris??
you have been to Paris

‘You have been to Paris?’

The possible reason behind this parallelism is the fact that in all three languages, C° is
overtly realized in a YN question that licenses NPIs: In Turkish, C° is occupied by the
question particle and the verb while Swedish and English more generally form YN

questions through overt auxiliary movement to C°.

In Turkish, V-to-C movement is not sufficient to license NPIs. This is because NPIs would
be licensed whenever the verb undergoes movement to C° and this movement happens
practically all the time (according to Kural, 1993). Consider the examples in (82) below.
When ml occupies a position lower than the C°, the NPI hig is not licensed even though
the verb presumably occupies C° in these sentences. The fact that sentences in (82) are
ungrammatical suggests that it is the question particle spelling out the interrogative feature

in C° that licenses NPIs in non-negative matrix YN questions.

82) a. *Ali hic Ankara’ya mu git-ti -@?
Ali ever Ankara-DAT Q Q0 -PAST-3SG

21 Brandtler (2012) does not give an example of Swedish YN question with V2 word order and without an
NPI but does state “Not all Swedish YN questions are verb initial; they may marginally also have linear V2
word order. And when they do, they do not license NPIs in the absence of overt s (Brandtler, 2012: 53).”
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b. *Ali mi hi¢ Ankara’ya git-ti -@?
Ali Q ever Ankara-DAT Qo -PAST-3SG

4.3.2. NPI licensing in embedded YN questions

Licensing of NPIs in embedded non-negative YN questions follows a similar pattern to
that of the matrix clauses: in order for NPIs to be licensed in these clauses, the question
particle ml must occupy C° in the embedded clause. Supporting evidence for this argument
comes from the interaction of ml with the complementizers discussed in § 4.2. Consider
the examples in (83) and (84). The NPI hi¢ ‘ever’ in the embedded clause is licensed in
(83a) while it is not in (83b). The two clauses differ in that (83a) is a tensed embedded
clause with no nominal morphology, while (83b) is a nominalized embedded clause which
displays nominal morphology typical of Turkish complement clauses. Recall that I follow
Kural (1993) in assuming that the nominal morphology found on embedded clauses with
-DIK is composed of the past tense marker -DI and -K and that | assume that -K is a
complementizer, based on Kural’s analysis. Given this assumption, it is not surprising that
the sentences in (83a) and (83b) differ in whether they license the NPI. This is because
the embedded C° is occupied by ml in (83a), while it is occupied by -K in (83b), so in this

example, ml is not in C° and the NPI is not licensed.

83) a. [Ali hi¢ Ankara’ya git-ti  -@ micp] bil -iyor -um.
Ali ever Ankara-DAT (0 -PAST-3SG Q know -PRES.PROG -1SG
‘I know whether Ali ever went to Ankara.’
b. *[Ali’nin hi¢ Ankara’ya git-ti -g cp]-in -i mi bil
Ali-GEN ever Ankara-DAT g0 -PAST-COMP  -P0SS.3SG-ACC Q know
-iyor -um?

-PRES.PROG -1SG

Similarly, the NPI is licensed in (84a), but not in (84b), both of which contain an
embedded clause introduced by diye. Sentences in (84) differ in what position diye
occupies in them: In (84a), as indicated by the interpretation, diye introduces an adverbial

expression of manner. Recall that in this configuration, diye occupies the head of AdvP

58



which takes a CP as its complement. Thus, in (84a), diye does not block the embedded ml
from occupying the C° position of its complement CP and the NP1 is, therefore, licensed
in this sentence. On the other hand, the NPI is not licensed in (84b) because diye itself
occupies the embedded C°, as again indicated by the fact that the diye-clause in (84b)
denotes reason. Given the discussion in § 4.2, which lead us to conclude that multiple
question particles in multiclausal sentences are not possible if the embedded clause is
nominalized or hosts a CP-level diye, | argue that ml occupies the embedded C° in (83a)
and (84a) because it enters the derivation as the Foc® head in the embedded clause and

raises to C° of its own clause, just as it does in matrix YN questions.

84) a. Oya [[hi¢ sigara i¢  -ti -m micp]diye adqr] bagir -di -@.
Oya ever cigarette smoke-PAST-1SG Q saying shout -PAST-3SG
‘Oya shouted “Did I ever smoke?”.’
b. Oya [[(*hi¢) sigara i¢ -ti -m diye cp] mi bagir -di  -@?
Oya ever cigarette smoke-PAST-1SG saying Q shout-PAST-3SG

Another issue that needs considering is whether an NPI inside the embedded clause is
licensed when the question particle occupies the matrix C°. For clauses with the CP-level
diye, the answer is no. Consider examples (85) and (86). (85) is ambiguous because the
NP1 hic ‘at all’ can be interpreted both as part of the embedded and matrix clause. This is
possible because both clauses have an NPI licensor: The embedded clause contains
negation and the matrix clause contains the sentence-final question particle. As a result,
both meanings given in (85b-c) are possible: the reading in (85b) arises if the NP1 hi¢ ‘at
all’ is licensed by the matrix ml (in C°), and the reading in (85c) arises if the NP1 is licensed
by the embedded negation. However, the ambiguity is not present in (86). The NP1 hig in
(86a) can only be interpreted as part of the matrix clause because the embedded clause

does not contain a licensor.

85) a.Oya hi¢ sigara ¢ -me -di -m diye Dbagr-di -@ m?
Oya ever cigarette smoke-NEG-PAST-1SG saying shout -PAST-3SG Q
b. ‘Did Oya ever shout because | didn’t smoke?’
c. ‘Did Oya shout because I didn’t ever smoke?’
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86) a. Oya hi¢ sigara i¢ -ti -m diye Dbagir-di -@ mi?
Oya ever cigarette smoke-PAST-1SG saying shout -PAST-3SG Q
b. ‘Did Oya ever shout because I smoked?’

¢. **Did Oya shout because I ever smoked?’

The structures corresponding to (86b-c) are shown in (87). (87a) underlies the reading
(86b) and it is grammatical because the question particle and the NPI are both in the matrix
clause and ml licenses the NPI. (87b), on the other hand, is ungrammatical because on that

structure, ml is not local to hi¢ and cannot license it.

87) a. Oya hic [sigara i¢ -ti. -m diye cp]bagir-di -@ mui?
Oya ever cigarette smoke-PAST-1SG saying  shout -PAST-3SG Q
b. *Oya [hi¢ sigara i¢ -ti -m diye cp]bagir-di -@ m?
Oya ever cigarette smoke-PAST-1SG saying  shout -PAST-3sSG Q

The same is true of examples in (88). The NPI is obligatorily interpreted as modifying the
matrix predicate, indicating that it is only licensed by ml when ml occupies a position in
the matrix clause. The word order in (88a) is confusing because the NPI hi¢ appears
between the subject and the locative phrase of the embedded clause, but only modifies the
matrix predicate. This is probably because the subject of the embedded clause A/ 'nin
‘Ali’s’ scrambles around to a position to the left of hi¢ as shown in (88a). The data in (86),

(87), and (88) thus suggest that ml can only license NPIs if they are a part of the same

clause.

88) a. Ali’ninj hi¢ [ti Ankara’ya git-ti  -g cp]-in -i duy -du
Ali-GEN ever  Ankara-DAT Q0-PAST -COMP  -P0OSS.3SG-ACC hear -PAST
-n mu?
-2SG Q

b. ‘Did you ever hear that Ali went to Ankara?’
. *‘Did you hear that Ali ever went to Ankara?’
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4.3.3. Summary and Discussion

In this chapter, | discussed the structure of matrix and embedded YN questions. Based on
the linear ordering of verbal morphology found on the verb, | argued that the question
particle ml enters the derivation as the head of the FocP, which is above the TP since, as
discussed earlier, ml cannot intervene between the verb and the tense marker (Ozyildiz,
2015). Next, | offered an account for the distribution of ml on various elements in the
sentence, namely the object, subject, and the verb itself. According to my proposal, once
ml enters the derivation, it has two options: It either undergoes lowering to the constituent
that is focused in the question, or it is picked up by the verb on its way to C° (Kural, 1993).
Contrary to approaches that employ different base positions for ml depending on whether
it surfaces on the verb or on a different constituent (Aygen, 2007; Besler, 2000; Kamali,
2011; Yicel, 2012), | argued for a single base position that accounts for the properties of
the question particle in a simpler and more economical way. Besler (2000) argues that ml
enters the derivation as sister to V% when it surfaces on the verb and in other cases it is
base-generated as sister to the phrase that it marks. When the relationship between verbal
morphology and the question particle is considered, Besler fails to account for the fact that
ml cannot be placed between the verb and the tense marker. This is not a problem in my
account since | argue that ml starts out from a position higher than the tense marker, so it
seems very plausible that it follows the tense marker. Actually, the impossibility of ml to
precede tense morphology is a problem for all the accounts that | review in this study
except for Ozyildiz’s (2015) since they all follow Besler’s proposal for cases in which the
question particle surfaces on the verb. Kamali (2011) proposes a third configuration in
which the question particle is regarded as a second position clitic in the vP domain. She
does this to also account for the availability of the wide-scope reading when the question
particle is pre-verbal and marks the constituent that immediately precedes the verb. In this
study, I tried to account for this through showing that one of the positions to which ml can
lower is above the vP, thus yielding a wide-scope reading of the question. This explanation
strikes me as more parsimonious because it does not introduce multiple positions for the
base-generation of the question particle. It is therefore simpler and more economical than
that of Kamali’s (2011).
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In this chapter, I also argued for the claim that in order for an NP1 to be licensed in non-
negative YN questions, the question particle must spell out the interrogative feature on
CP. This proposal is based on Progovac’s (1994) argument that in English, an overt
element needs to be present in C° in order for NPIs to be licensed in the absence of another
licensor. Since English does not have a question particle, this is achieved through
complementizers or T-to-C movement. In Turkish; however, neither the complementizers
nor the raised verb license NPIs on their own: only the overt placement of the question
particle on C° can license NPIs in the absence of another licensor. The question particle
comes to occupy C° through V-to-C movement. The verb passes through Foc® and the
question particle is picked up. That way, they move to C° together and NPIs are licensed.
Supporting evidence for this argument comes from data in which we can show (through
interaction with other elements, such as diye and -DIK) that NPIs are licensed only when
ml occupies C° and not otherwise. In other words, | showed that non-negative YN
questions license NPIs only in configurations in which ml is on the verb and no overt

complementizer is present in C°.

Given the analysis that I presented so far of NPI licensing in non-negative YN questions
in Turkish, an interesting question arises as to how native speakers of Turkish acquire a
language where NPIs in such constructions are licensed differently. In the next section, |

examine the second language acquisition of one such language, English.
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CHAPTER 5

THE EXPERIMENT

5.1. INTRODUCTION

Whether the differences and similarities between the syntax of different languages affect
the process of second language acquisition is a highly studied field of research. To this
date, there have been arguments and discussions of how the structure of L1 interferes with
the process of acquisition of an L2. One of the hypotheses that has gained a huge amount
of attention in the field is the Full Transfer Full Access Hypothesis (FTFAH) (Schwartz
& Sprouse, 1994). According to FTFAH, second language acquisition is a process that is
highly affected by the L1s of the learners. Broadly speaking, the structures of L1 are fully
transferred when constructing the basis for the L2. Structural similarities between L1 and
L2 affect the learning process positively, while structural differences delay the acquisition
process since learners need to reconstruct the knowledge they transfer from their L1s. The
full access component of the FTFAH states that the apparatus of Universal Grammar (UG)
is fully accessible while reconstructing the parameters of the L2. However, access to UG
can only be tested when the L2 structure to be acquired is different from L1 and cannot
be detected by learners in the input they are exposed to. Since the use of NPIs can be
acquired through positive evidence in the input, the Full Access component of the

hypothesis is irrelevant for the aim of this study.
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The part of the FTFAH that is related to this study is the Full Transfer part. As will be
made clear in the next section, the overall aim of this study is to see whether L2 learners
of English (with L1 Turkish) transfer their knowledge of NPI licensing in non-negative
YN questions to their L2 English. The two languages are both similar and different
regarding NPI licensing in non-negative YN questions (both matrix and embedded):
While NPI licensing in matrix YN questions is similar in both languages — NPIs are
licensed if an element (auxiliary in English, the question particle ml in Turkish) raises to
CP — the two languages differ in how NPIs are licensed in embedded YN questions since
Turkish does not have interrogative complementizers while English does. This situation
allows us to test whether L1 transfer involves not only transfer of structures, but also of
grammatical mechanisms involved in licensing of various elements. In particular, if L2
learners of English with L1 Turkish transfer their native language mechanism of NPI
licensing into their L2 (at least in the very initial phases of SLA), we would expect them
to perform better on matrix questions than on embedded questions that contain NPIs. |
defer the discussion of the exact predictions of my proposal to section 5.2 of this chapter

and continue with the overview of literature.

5.2. LITERATURE REVIEW

The issue whether speakers’ L1 affects their L2 regarding NPI licensing has been
investigated in the literature. For example, Song (2003) investigated whether the patterns
of NPI licensing are transferred from the learners’ L1 Korean to their L2 English. In
English, NPIs must be in the scope of a local or a long-distance licensor. This is the exact
opposite of Korean. The NPI and the licensor must be clausemates, but no c-command
relation between the licensor and the NPI is necessary in Korean. Song tested whether
NPI licensing configurations from L1 Korean are transferred into L2 English using a
production task in which the participants were shown pictures and were asked questions
related to the pictures that forced the participants to use NPIs in their answers. Song
reports that the differences between the two languages do not affect the L2 of learners. To

be more specific, L2 learners of English with L1 Korean do not use NPIs in the subject
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position, a case that is impossible in English, but possible in Korean. There are two
possible reasons behind this, according to Song. Either this is because learners are not
exposed to such data during their learning process or they receive explicit instruction to

use negative words in subject position rather than NPIs.?2

In a later (2007) study, Song investigates whether L2 Korean learners with L1 English can
follow native-like patterns regarding wh-object questions with NPIs in Korean. Korean is
a wh-in-situ language and canonically, wh-questions have the SOV word order but
scrambling the wh-word and having the OSV word order is also acceptable. Interestingly,
wh-object questions with NPIs have the OSV word order obligatorily, indicating that
scrambling of the wh-object in such questions is compulsory. Relevant Korean examples
are shown in (89) and (90). Based on Beck and Kim (1997), the contrast between (90a)
and (90b) is due to the intervention effect caused by the NPl amwuto ‘anyone’. Simply,
interrogative wh-phrases cannot be c-commanded by NPIs in Korean (Song, 2007; Song
& Schwartz, 2009).

89) a. Swuna-ka mwues-ul sa -ass -ni? SOV
Swuna-NOM what -ACC buy -PAST-Q
‘What did Swuna buy?’
b. Mwues-ul Swuna-ka sa -ass -ni? osv
what -ACC Swuna-NOM buy -PAST-Q
‘What did Swuna buy?’

90) a. *Amwuto mwues-ul sa -ci anh -ass -ni? SOV
anyone what -ACC buy-Ci NEG -PAST-Q

b. Mwues-ul amwuto sa -ci anh -ass -ni? osv
what -ACC anyone buy-Ci NEG -PAST-Q

‘What didn’t anyone buy?’ (Song & Schwartz; 2009: 326)

A parallel intervention effect is not present in English. To see whether L2 Korean learners

22 Song (2003) does not discuss the possibility of access to the UG. To my interpretation, the reason why
English L2 learners with L1 Korean do not use NPIs in subject position can also be due to the accessibility
of the UG to the learners.
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with L1 English show native-like performance, an elicited production task and an
acceptability judgement task were conducted on adult L2 Korean learners. The results
showed that L2 Korean learners with L1 English know that wh-object must be scrambled
as in (90b) in order to obviate the intervention effect. According to Song (2007), the results
indicate that adult L2 acquisition is constrained by the UG in a similar way L1 acquisition

Is since learners are sensitive about an L2 parameter which is non-existent in their L1.

Agcam (2008), and Can and Agg¢am (2011) conducted a study with high and low
proficiency level adult L2 learners of English with L1 Turkish regarding the acquisition
of any-type NPIs. To achieve this, they used a sentence completion task to measure how
proficient the two groups are in using NPIs to complete the sentences. The results of their
study showed that participants with high proficiency levels performed better than the low
proficiency group. Lower-proficiency participants are noted to use anything and nothing
interchangeably more often than the participants with advanced English. The reason
behind the interchangeable use of anything and nothing is probably due to the differences
between the two languages. English does not allow multiple negations in the sentence
while such constructions are permitted in Turkish. As a result, it is possible to take L1

transfer into consideration for learners with low proficiency levels.

Serindag (2001) investigated German learners with L1 Turkish through a translation task
in which the participants were asked to translate Turkish sentences that include hic-type
NPIs into German. Serindag reported that participants were able to translate hi¢-type NPIs
into German with no problems. However, like Ag¢am (2008), and Can and Aggam (2011),
L1 intervention was also detectable through the use of multiple negations, which, like in

English, is also not permitted in German.

Overall, aforementioned studies show some differences and similarities in their results

regarding the acquisition of NPIs in L2 English. Song (2003) reports no L1 transfer effect

while Song and Schwartz (2009), Agcam (2008), and Can and Ag¢am (2011), and

Serindag (2001) report having found a higher rate of L1 intervention in low proficiency

learners than in the high proficiency ones. L2 English learners seem to follow native-like

patterns at the later stages of L2 acquisition. My study is designed to test whether adult
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native speakers of Turkish transfer the NPI licensing mechanism of their native language
(which I argued for in Chapter 4) into their L2 English. In the next section, | describe the

rationale behind the study in some detail.

5.3. BACKGROUND

The aim of the study is to examine possible cross-linguistic influence of Turkish on the
acquisition of English, which may result from the differences in the grammar of the two
languages based on the analysis of NPI licensing that | argued for in Chapter 4. In
particular, | am interested in how NPIs are licensed in non-negative matrix and embedded

YN questions in L2 English.

As discussed in Chapter 4, | argued for an analysis on which the question particle ml in
Turkish enters the derivation as the head of the FocP above the TP and it either undergoes
lowering to the position it occupies or is picked up by the verb and moves to C°. NPIs are
licensed only in the latter case. In English, however, a question particle does not exist.
Matrix YN questions are formed through subject-aux inversion and it is the movement of
the auxiliary that licenses NPIs in the absence of negation or some other NP1 licensor. The
examples that show the contrast between the two languages are given in (91) and (92)
below. In Turkish, ml moves from Foc® to C° (together with the verb) to mark the YN
question in (91a) while in English, this is done through T-to-C movement of the auxiliary
did.?® Thus, the two languages share the general mechanism that licenses NPIs in matrix
non-negative YN questions: the interrogative feature on C° is spelled out through

movement of an element (auxiliary/question particle) to C°.

91) a. Ali Ankara’ya git-ti -@.
Ali Ankara-DAT (0 -PAST-3SG
‘Ali went to Ankara.’
b. Ali Ankara’ya git-ti -@ mi?
Ali Ankara-DAT Qo -PAST-3SG Q

23 See Chapter 2 for detailed information about the question particle in Turkish.
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‘Did Ali go to Ankara?’

92) a. Ali went to Ankara.
b. Did Ali go to Ankara?

Licensing of NPIs in non-negative embedded YN questions is, however, different in the
two languages. In Turkish, ml again raises from Foc® to C° to mark embedded YN
questions; there are no interrogative complementizers in Turkish. In English, however,
embedded YN questions are marked with the interrogative complementizers if and
whether, which are base-generated in C°. Examples of English and Turkish embedded YN
questions are shown in (93). Recall from § 4.2 that ml can originate inside the embedded
clause only if the embedded clause is a full-fledged CP and headed by no overt
complementizer. In (93a), the embedded YN question is constructed the way same as a
matrix question: The question particle enters the derivation as the head of the FocP of the
embedded CP and undergoes movement to the embedded C° along with the verb. English
however, does not feature auxiliary fronting in embedded YN questions. Such questions

are marked by interrogative complementizers whether and if.

93) a. Ali Ankara’ya git-ti  -@ mi merak ed -iyor -um.
Ali Ankara-DAT g0 -PAST-3SG Q curiosity do -PRES.PROG -1SG

‘T wonder if Ali went to Ankara.’

94) a. | wonder if Ali went to Ankara.
b. *1 wonder did Ali go to Ankara.

While the two languages seem to be very different from one another in constructing YN
questions in general, they share some interesting similarities as well, when NPI licensing
is considered.?* Based on the analysis presented in Chapter 4, in Turkish matrix and
embedded YN questions, as well as in English matrix YN questions, NPIs are licensed
through movement to C°. In Turkish, this is the movement of the question particle along

with the verb in both matrix and embedded contexts. In English, on the other hand, this is

24 | refer the reader back to § 4.3 for a detailed discussion regarding NPI licensing in non-negative YN
questions in Turkish.
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achieved through T-to-C movement of the auxiliary in matrix questions, but not in
embedded questions. In English embedded questions, NPIs are licensed without inversion:
no element undergoes movement to C° because the C° position in the embedded clause is
already occupied by if/whether. | assume that since English does not have a question
particle, any element that spells out the interrogative feature on C° licenses NPIs in the
absence of negation (based on Progovac, 1994). Examples (95) and (96) below illustrate

matrix and embedded YN questions without negation in both Turkish and English.

95) a. Ali hi¢ Ankara’ya git-ti  -@ mi?
Ali ever Ankara-DAT Qo0 -PAST-3SG Q
‘Did Ali ever go to Ankara?’
b. Ali hic Ankara’ya git-ti -@ mi merak ed -iyor -um.
Ali ever Ankara-DAT Qo0 -PAST-3SG Q curiosity do -PRES.PROG -1SG

‘I wonder whether Ali ever went to Ankara.’

96) a. Did Ali ever go to Ankara? matrix

b. | wonder whether Ali ever went to Ankara. embedded

These differences between Turkish NPI licensing on the one hand, and English NPI
licensing on the other create interesting predictions for testing whether learners posit their
L1 grammar as the starting point in the acquisition of their L2 and whether a licensing
operation (like movement of an element to C°) as opposed to the resulting representation
(an overt element present in C°) is transferred from L1 to L2. Given that in Turkish
embedded non-negative YN questions, NPIs are licensed by movement (of ml to C°), and
in English they are licensed by base-generating an interrogative complementizer in C°, if
Full Transfer hypothesis is correct and if learners can transfer grammatical operations that
partake in licensing configurations, we might expect beginner level learners of L2 English

to reject NPIs in embedded English questions and accept them in matrix questions.

5.4. THE STUDY

Given the background on NPI licensing in non-negative YN question in English and
69



Turkish in the previous section, the aim of this study is to see whether Turkish native
speakers who are learning English as a second language transfer their L1 knowledge to
their L2 in the early stages of L2 acquisition since it is at this stage that L1 intervention is

more prominent (Odlin, 2003).

5.4.1. Participants

Participants in the experiment were a total of 59 L2 learners of English (32 males, 27
females) who are enrolled in a preparatory school in a state university in Ankara, Turkey.
Age of the participants ranged between 18 and 23 (M = 19.52, SD = 1.03). In the self-
evaluation task, participants rated various aspects of their English proficiency. Self-
evaluation was used in determining the overall proficiency levels of the participants based
on literature indicating that they are as reliable as standardized tests (Blanche & Merino,
1989; Marian, Blumenfeld, & Kaushanskaya, 2007; Ross, 1998). Self-evaluation survey
included 6 questions in which participants were asked to score themselves from 1 (poor)
to 10 (excellent). The questions asked about the participants’ overall proficiency, speaking
skills, listening comprehension, writing skills, reading skills, and how comfortable they
feel while using English. Participants were chosen from a low English proficiency group
because in the earlier stages of L2 acquisition, transfer from L1 to L2 is more likely to
take place (Odlin, 2003).

The participants rated their overall English proficiency at 5.54, their speaking skills at
5.28, their listening skills at 4.77, writing skills at 5.96, and reading skills at 6.42. They
rated their overall feeling of comfort while using English at 5.3. When the mean scores of
these variables are combined, participants’ average rate on this task was 5.55. This is

summarized in Table 2.
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Table 2

Descriptive statistics for the self-evaluation task (n = 59 for all variables)

Overall Speaking Listening Writing Reading Comfort Average
M 554 5.28 4.77 5.96 6.42 5.3 5.55
SD 15 1.91 2.2 1.79 1.72 1.94 1.44

M = means, SD = standard deviation

5.4.2. Materials

A Grammaticality Judgement Task was developed, consisting of 40 English sentences. Of
the 40 items, eight were experimental sentences and 32 were fillers. Experimental items
included four matrix non-negative YN questions in English with an NPI and four
embedded non-negative YN questions in English with an NPI. The NPIs used in these
items were any and ever. Examples of both embedded and matrix experimental items are
given in (97). These items were distributed across two lists, so that if a participant sees

the item in (97a), that participant does not see the item in (97b) and vice versa.

97) a. Do you like any doctors?
b. John often wonders if you like any doctors.

The filler items consisted of both interrogative and declarative items. These items varied
between being grammatical (8 items) or ungrammatical (24 items), affirmative (24 items)
or negative (8 items), biclausal (16 items) or monoclausal (16 items). No NPIs were used
in these items and they remained the same in the two lists. Some examples of filler items
are given in (98).

98) a. Should I open the window?
b. *Does she smokes cigarettes?
. I don’t wonder if the house is on sale.

d. *He believing that | get paid more.

The items in the instrument were pseudo-randomized so that neither list contained more
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than three consecutive items of the same kind.

5.4.3. Procedure

Before the main experiment, participants were asked to complete a questionnaire in which
they were asked to state their age, gender, language background, and self-evaluate their
overall proficiency in English. After the background questionnaire, participants were
asked the judge the given sentences in terms of their grammaticality on a scale from 1
(completely ungrammatical) to 5 (completely grammatical). The data were gathered
through a web-based surveying tool (Google Forms) and participants were only allowed

to complete the task once.

5.4.4. Analysis and Results

After data collection was completed, data from the two lists were merged together and
treated as a single list for analysis. After examining the mean scores of the filler items,
participants who scored on average lower than 70% (3.5 or below) were excluded from
the analysis. Out of 59 participants, 37 obtained a sufficient score on filler items and their
scores on the experimental items were entered into the analysis. The mean scores obtained
by the participants were 3.6 for the matrix non-negative YN questions (SD =.72) and 3.46
for embedded non-negative YN questions (SD =.73). Visual representation of both items

Is shown in Figure 1.

To see if there was a significant difference between the mean scores of the matrix and
embedded experimental items, a paired samples t-test was conducted. The results showed
that the mean difference between embedded and matrix items was statistically non-
significant (t(36) = 1.03, p = .3, r? = .17). This means that participants were equally
successful in rating the grammaticality of matrix and embedded non-negative YN

questions with NPIs.
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Figure 1. Box plots for matrix and embedded items

5.5. DISCUSSION

The aim of this study was to see whether L1 Turkish native speakers in early stages of L2
English acquisition transfer their L1 knowledge regarding NPI licensing in non-negative
YN questions to their L2, based on the analysis presented in Chapter 4. | argued that
English and Turkish follow a similar pattern in NPI licensing in YN questions: both
languages spell out the interrogative feature on C° in order to license NPIs. In matrix YN
questions, it is the auxiliary that spells out the interrogative feature on C° through T-to-C
movement in English. In Turkish, it is done through the movement of the question particle
to C°. In embedded questions in Turkish, the question particle also must move to C° in
order for NPIs to be licensed. However, English does not feature such movement in
embedded questions. They are formed through embedded complementizers whether and
if. It is these elements that spell out the interrogative feature in embedded clauses and are
responsible for NP1 licensing in the absence of negation. Based on this contrast, it was
expected that participants would accept NPIs in matrix YN questions more than the ones
in embedded questions because the licensing pattern in matrix, but not in embedded YN
questions in English parallels the one in Turkish. However, the results indicated that

different NP1 licensing mechanisms in L1 Turkish were not transferred to the participants’
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L2 English. Yet again, it should be noted that L1 intervention on the existing mechanisms
in the learners’ L2 is very challenging to detect and ideally, requires more complex and
detailed experiment designs. As a result, it is unsafe to make generalizations regarding
language transfer at the mechanism level with the experiment design employed in this

thesis since it only focuses on the outcome.?

There are various ways to interpret the results of the study, i.e., the absence of L1 influence
in the licensing of NPIs in L2 English. The first one is that participants may have been
exposed to explicit instruction about how to use NPIs in non-negative YN questions in
English, a possibility which is also put forward by Song (2003). However, given that my
participants were of low proficiency levels or at least they attended classes that are aimed
at low proficiency learners, it seems unlikely that they received explicit instructions about
the use of NPIs in general, let alone in non-negative YN questions. The second possibility
is that the Full Transfer account of the FTFA Hypothesis is simply incorrect. In this sense,
the results of the study are in contradiction with the studies that consistently report L1
intervention effects in NPI licensing (Agg¢am, 2008; Can & Agcam 2011; Song &
Schwartz, 2009).

Yet another possibility is that learners do not transfer grammatical mechanisms from their
native language to their L2, but rather only the resulting representations. There are non-
trivial lexical differences between Turkish and English; namely, Turkish has a question
particle and English does not. Learners might be well aware of this fact — the fact that
English does not have a question particle — so, they assume that it is of no importance
what spells out the interrogative feature on CY; it is the fact that this feature is spelled out
that is sufficient. Whether the mechanism that spells out the relevant feature is movement
or lexical insertion is of no consequence. This may be why no L1 transfer is indicated by

the results.

The last possibility is that my participants were already too advanced in English
proficiency to show the effects of L1 interference (recall that their average mean score on

25 | thank Duygu Ozge for bringing this to my attention.
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the self-evaluation was the 5.55 out of 10). Thus, while the possibility of explicit
instruction on the use of NPIs in the relevant contexts remains unlikely, it is possible that
at an earlier stage in L2 acquisition, the participants would reveal the relevant difference
between NPI licensing in matrix and embedded questions. Given the absence of sufficient
literature regarding NPI licensing in SLA in Turkish and other languages, further studies
are needed to shed light into this particular phenomenon.
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CHAPTER 6

CONCLUSION

The main goal of this study is to account for the distribution of NPIs in non-negative YN
questions in Turkish. | argued that NPIs are licensed in non-negative YN questions only
if the interrogative feature on C° is spelled out by the question particle ml. | based my
arguments on the previous proposal put forward for English by Progovac (1994). The
main challenge while arguing for this was to take into consideration the different
properties of the question particle listed in (56) in § 4.1 and to accommodate them in my
analysis. Unlike the existent literature on the question particle and its relationship with
different elements in the sentence (except for Ozyildiz, 2015), | argued for a unique base-
generation position of ml and | proposed a placement algorithm that accounts for the
different surface positions of the question particle, as well as its interaction with NPI
licensing. | argued that the same mechanism holds for both matrix and embedded YN
questions. Compared to other analyses (Aygen, 2007; Besler, 2000; Kamali, 2011; Ycel,
2012), the analysis | argued for in this study seems to be more economical in explaining
the different properties of the question particle in Turkish, the structure of YN questions,

and the licensing of NPIs in these constructions.

As a secondary objective, based on my analysis on Turkish and the differences and
similarities | identified between English and Turkish in NPI licensing in non-negative YN

questions, an experiment was conducted to investigate if low proficiency L2 English
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learners with L1 Turkish transfer their knowledge of NPI licensing in Turkish into their
L2 English. The difference between the two languages was that in embedded YN
questions, NPIs are licensed through movement of the question particle to C° in Turkish
while in English this is achieved through the insertion of interrogative complementizers if
and whether. In matrix YN questions, however, both languages show similar patterns:
NPIs are licensed through movement to C°.

In order to test this, an acceptability judgement task was administered to low proficiency
learners of L2 English with L1 Turkish and the results showed that they found English
matrix and embedded YN question with NPIs equally acceptable, suggesting that no
transfer of the NP1 licensing mechanism from L1 has taken place. This might be because
the learners are already too proficient and have overcome the phase in which such transfer
would have been detectable, or they may have received explicit instruction regarding the
use of NPIs in YN questions, or because they are aware that English does not have a
question particle, they infer that it does not matter what spells out the interrogative feature
on C° (or how that element gets to occupy C°), as long as the interrogative feature is

spelled out.

One important aspect of the research that needs further attention is the relationship
between the question particle ml and overt complementizers in Turkish. This is because
the boundaries of embedded clauses are not very clear in Turkish since the
complementizer status of various elements like ki ‘that’, diye ‘saying’, and nominalizers
like -DIK, and -ECEK is not entirely settled. Further investigation of these elements will
provide a clearer picture about Turkish clause structure and might provide us with new
insights into NPI licensing. Finally, in order to test the generalizability of the ml-
placement algorithm that | proposed in this thesis, the study should be expanded to

conjunctions, as well as copula constructions. | leave these topics for further research.
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APPENDIX A: PARTICIPANT BACKGROUND QUESTIONNAIRE

Age

Gender : Male Female

Which language(s) have you learned (including your first language, in order of

acquisition)?

English Language Background:

Please indicate your answers to the following questions:

1) How would you rate... poor excellent
your overall proficiency in English? 112|3|4(5]6]7|8]9]10
your speaking skills in English? 112|3|4(5]6]7|8]9]10
your listening comprehensioninEnglish? | 1 |2 |3 |4 |56 |7 8 ]9 |10
your writing skills in English? 112|3|4(5]6|7|8]9]10
your reading skills in English? 112|3|4(5]6|7|8]9]10

extremely extremely

comfortable uncomfortable
2) How comfortable do you feel 112(3(4|5|6|7[8]9]/10
understanding and using English?
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APPENDIX B: ITEMS OF THE GRAMMATICALITY JUDGMENT TASK

1 = Completely Grammatical,
3 = Not Sure,

5 = Completely Ungrammatical

Please read the sentences below and rate their

grammaticality from 1 to 5.

We is getting extra homework. 1 2 4 5

Should I open the window?

The weather isn’t nice today.

She know that the bird is alright.

Ben are late to the meeting.

Martha is asking if they arrested anyone.

James is asking if Jane likes anyone.

I knows that she cries a lot.

I knowing that there is milk in the fridge.

I wonder if | should leave the room.

I am curious if Maria ever loved me.

Do you ever play chess?

Did you speak to any lawyers?

Lilly like to smoke cigarettes.

He wanting more ice-cream.

Do you smell anything?

| believing that Johnny is at school.

She wants to know if | smell anything.

Pl R R R R R R R R R R R R R R R R R
N R NN NN N NN NN NN NN N NN
Wl W W W W W w W w W w w w w w w w w w
N S S T N I S T T S R~ S~ Y & Y - S - IR & [ S N B S I S
gl o ;o ;| ;| ;| ;| ¢l ;| G| ;| G| ;| ;| ;| ;| ;|

He believing that | get paid more.
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| go to cinema often very.

They often wonder if you spoke to any lawyers.

I don’t care if the house is on sale.

Do you want not more chocolate?

They thinks that she is married.

They wonders if Alan got the job.

Julie can’t repairs the bike.

They knows that the weather is nice.

Alex doesn’t like garlic.

She aren’t wondering if Adam still loves her.

Travis have a lovely dog.

I have not an identity card.

Jake is curious if | ever play chess.

Laura wants to know if | said anything.

John often wonders if you like any doctors.

Did you say anything?

Did Maria ever love me?

Does Jane like anyone?

She want to goes home.

| believes that the animals are well-fed.

Don’t they live in a house?

Sally believe that the cat loves to hunt.

I don’t think that he is still at school.

Does she smokes cigarettes?

| think that this camera still works.

I doesn’t think that there is a park there.

Did they arrest anyone?

Do you like any doctors?

Bill should studying more.

A R R R IR I I I I I I I I I I

N[ N N DN DN N DN DN N DN DN DN N DN DN N DN DN DN N DD N DN DN DN N DN

W W W W W W W W W W W W W W W W W W W W W W wWw wWw w w w w w
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ol o o o1y o1y o1 o1 o1y o1 o1 o1 o1 o o1 o1 oy o1l o ol o1l o1 ol o1 o o1 o1 o1 o1 Ol
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TURKISH SUMMARY

1. GIRiS

Bu tez, Turkcede olumsuz olmayan evet - hayir sorularinda olumsuz kutuplanma 6gelerine
izin verilmesini ve bu konunun ingilizcenin ikinci dil olarak edinimiyle ilgili sonuglarini
incelemektedir. Sunulan verilerle, olumsuz kutuplanma 6gelerinin Tlrkgedeki olumsuz
olmayan evet - hayir sorularindaki izin verilebilirlik kosullarin1 ve soru eki ml’nin bu
hususta oynadigi rolii incelemeyi amaglanmaktadir. Tartisma temel olarak olumsuz
olmayan evet - hayir sorularinda olumsuz kutuplanma 6gesi bulunabilirligini belirleyen
s0z dizimsel kisitlamalar etrafinda donmektedir. Olumsuz kutuplanma 6gelerinin negatif
olmayan evet - hayir sorularinda sadece soru eki ml tiimleyici 6beginin basinda agik bir
sekilde bulunuyorsa izin verildigini bazi diller arasi verilere de dayanarak ileri
sirmekteyim. Sonrasinda ise bu konuda ileri siirdiiglim argiimanlart kullanarak bu

konunun Ingilizcenin ikinci dil olarak 6grenimi konusundaki sonuglarini incelemekteyim.

Turkcede yer alan soru eki mI’nin iki temel islevi vardir. Bu islevlerden ilki bir timcenin
soru tumcesi oldugunu gostermek ve ikincisi ise bu soru timcesinin odagini belirlemektir
(Goksel & Kerslake, 2005; Kornfilt, 1997). (1)de goriilebilecegi tizere, soru eki ml timce
igerisinde yer alan neredeyse her kurucu 6geden sonra gelebilmekte ve sorgulanan varlik
veya Onerme soru eki mI’nin bulundugu yere gore degismektedir. (1a)da, soru eki ml
bltun timceyi kapsamina alirken (genis kapsam) (1c)de ise soru dar kapsamlidir. (1b)de
ise sorunun anlami belirsizdir ¢ilinkii soru hem genis ((1b) — Okuma 1) hem de dar
kapsamli ((1b) — Okuma 2) olarak okunabilmektedir.

1) a. Ali Ankara’ya gitti mi?

b. Ali Ankara’ya mu gitti?
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Okuma 1: Ali Ankara’ya gitti mi?
Okuma 2: Ali’nin gittigi sehir Ankara m1?
c. Ali mi Ankara’ya gitti?

Sayet soru olumsuz kutuplanma 6gesi icermekte ise soru eki ml (1)de oldugu gibi
birbirinden farkli kurucularin yanina konuslanamaz. Bu durum (2)de gosterilmistir. (2)de
yer alan timcelerden (2a) hari¢ geri kalani dil bilgisi disidir. Yani bir soru olumsuz
kutuplanma 6gesi icermekte ise, soru eki ml’nin sadece ve sadece tlimcenin sonunda yer

aldig1 durumlarda timce dil bilgisel olarak dogru kabul edilebilmektedir.

2) a. Ali hi¢ Ankara’ya gitti mi?
b. *Ali hi¢ Ankara’ya m1 gitti?
c. *Ali mi hi¢ Ankara’ya gitti?

Peki bu durum neden bdyledir? Neden olumsuz kutuplanma o6geleri evet - hayir
sorularinda sadece soru eki mlI’nin timce sonunda yer aldigi durumlarda timcede
bulunabilmektedir? Tezimde ige yerlesik evet - hayir sorularini inceleyerek olumsuz
kutuplanma &gelerinin bu tarz gevrelerdeki dagilimina agiklama getirmeye ¢alistim ve
bunu yaparken de literatiirde bulunan incelemelerden daha basit ve ekonomik yontemler
kullanmaya ¢alistim. Analizimi sunmadan 6nce soru eki ml’nin tiimcede nasil iiretildigine
deginmek gerekmektedir ¢linkii olumsuz kutuplanma 6gelerine soru eki ml tarafindan izin
verilebilmesi tamamen ige yerlesik ve ana tiimce evet — hayir sorularinin yapisina ve soru

eki mI’nin timce igerisinde nasil iiretildigine baglhidir.

Soru eki mI’'nin tiimce icerisindeki dagilimi ve iretilmesi ile ilgili caligmalara
bakildiginda Besler’in (2000) ¢alismasi 6n plana ¢gikmaktadir. Temel olarak, Besler (2000)
soru eki mlI’nin iki tiirli dretildigini 6ne siirmektedir. Bunlardan birincisi, (3a)da
gosterildigi tizere, sorunun dar kapsamli oldugu durumlarda gegerlidir. Besler’e (2000)
gore bu durumlarda soru eki ml odagina aldig1 kurucunun biiyiik¢iil yansimasina kardes
ve bagimsiz bi¢im birim olarak iiretilmektedir. Ikincisi ise sorunun genis kapsamli oldugu

durumlarda, yani soru eki mI’nin fiilden sonra geldigi durumlarda gegerlidir. Bu
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durumlarda ise, (3b)de goriilebilecegi tizere, soru eki ml eylem (zerinde bir son ek olarak

Uretilmektedir.

3 a T~
Gos E'
T

GOs X'
/\
(Besler, 2000: 63 — 69 — 70)

Bu iki durumu da igeren 6rnekler asagida (4)te verilmektedir. (4a)da yer alan 6rnek soru
eki mI’nin bagimsiz bigim birim olarak belirleyici 6begi ¢ocugunun yaninda tiretilmistir.

(4b)de ise eylem (zerinde son ek olarak iiretildigi ve eyleme birlikte tiimleyici 6begine

dogru tasindig1 durum gosterilmektedir.

4) a. )
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/\
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Soru eki mI’nin eylem 6begi icerisinde yer alip da sorunun genis kapsamli okumaya sahip

oldugu durumlarda ise Kamali (2011) mI’nin eylem 6begi iginde ikinci konum bigimce

oldugunu ileri siirmektedir. Bu duruma o6rnek ise asagida (5)te verilmistir. Kamali’ye

(2011) gore ml durumlarda eylem 6beginin kardesi olarak iiretilir ve eylem 6begi ml’nin

kapsaminda oldugundan dolayr Okuma 1’deki anlam elde edilebilir. Yine Kamali’ye

(2011) gére Okuma 2’deki anlam ise, Besler’in (2000) de ileri siirdiigii gibi, soru eki ml,

odagma aldigi kurucunun biiyiik¢iil yansimasina kardes ve bagimsiz bir bigim birim

olarak Uretilmektedir.

5) a. Ali hizli m1 yemek yapar?
Okuma 1: Ali hizli yemek yapar mi1?
Okuma 2: Ali yemegi hizli m1 yapar?



b. e®

/\
mlO ile dagitim o €
alani N\
mo Y €
/\
hizlh ml'
Comle E®G _ mlO olmadan
: /X/ dagitim alan
bzt |/ E
M. v /\
yemek E°
yap-

(Kamali, 2011: 8)

Soru ekini s6z dizimsel agidan inceleyen bir diger arastirma ise Ozyildiz’dir (2015).
Ozyildiz’a (2015) gore soru eki ml tiimce igerisinde tek bir pozisyonda tiretilmekte ve bu
pozisyon eylem Uzerindeki son ekler goz oniinde bulunduruldugunda zaman &beginin
tizerinde yer almaktadir. (6a)da goriilebilecegi iizere, soru eki ml eylem ve zaman
belirleyicisinin arasinda bir pozisyonda bulunamamaktadir. Bunun yerine, (6b)de
goriildiigii gibi soru eki ml zaman belirleyicisinden sonra gelmelidir. Ozyildiz’a gore soru
eki ml zaman &begi lizerinde odak Obeginin basi olarak iretilmekte ve soru eki ml

tarafindan odaklanan kurucular zaman 6begine dogru yer degistirmektedirler.

6) a *git-mi-di: E+ml+Z
b. git-ti -mi: E+Z + ml

2. INCELEME

Bahsi gecen incelemeler gbz 6nunde bulundurularak, bu tezde temel olarak 3 iddiada

bulunmaktayim:

l. Soru eki ml timce igerisinde zaman 6begini basatlayan bir odak basi olarak
uretilmektedir.

Il. Tumce icerisinde Uretildikten sonra soru eki ml ya al¢altmaya ugrar (Gra¢anin-

Yuksek & Arsenijevi¢, 2017) ya da tasinmasi sirasinda eylem tarafindan
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tiimleyici bagina taginir (Kural, 1993).
. Sadece ve sadece tiimleyici bagina tasinarak bu bastaki sorgulayici ozelligi

acik olarak gergeklestirir ise olumsuz kutuplanma 6geleri timce igerisinde

bulunabilir (Progovac, 1994).

Soru eki mI’'nin izledigi ilk yol asagida (7)de gosterilmektedir. Buna gore soru eki ml
timce icerisinde odak 6beginin basi olarak tiretildikten sonra eylem tarafindan tiimleyici

Obeginin basina tasinir. Gosterilen bu ilk yol soru eki mI’nin fiil Gzerinde bulundugu

durumlarda gecerlidir.

7)  a. Ali diin Ankara’ya gitti mi?

b. TimO
//\
0do Tim®
/\ gitti ml
6 o n
/\ m_l I'I
BeIC")i Z' ?\ //’
1\ 7
JAN _— e
Ali ed Z° !
? /\ tj :l
L e A !
\ '\
\ [} Y 1
\ ) /\ N /l
\\ ’l ] \\',
B EO e’ E
Zar® EO T\-"
]
diin BelO i
: |\’/
Ankara’ya

ml’nin izledigi ikinci yol da asagida (8)de verilmistir. Bu yolda da soru eki ml birinci

yolda oldugu gibi odak 6beginin basi olarak ve zaman 6beginin kardesi olarak tiretilir ve
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1’den 6’ya kadar numaralandirilmis konumlardan birine dogru alcalmaya ugrar. Algalma
soru eki ml’nin dretildigi odak 6begi basimin kardesi olan zaman Obeginin biiytikgiil
yansimasindan baslar ve budagin sol veya sag dalindan gerceklesir. Eger sol dalda soru
eki mI’nin eklemlenip kardes olabilecegi bir budak var ise soru eki ml oraya eklemlenir.
Bu algoritmada sag dallar sadece ve sadece tiiretmede asagi inmek icin kullanilir ve
herhangi bir eklemlenme gergeklestirilemez. Konumu belirleyen konusucudur ve soru eki
ml’nin Ka¢ numarali pozisyona algalacagi konusucunun 6grenmek istedigi bilgiye gore
degismektedir. Eger soru eki ml Konum 1’¢ algalirsa anlam (8a)’ya, Konum 5’¢ algalirsa
anlam (8c)ye ve Konum 6’ya algalirsa anlam (8b)deki Okuma 2’ye tekabiil eder ve bu
durumlarda sorulan soru dar kapsamlidir. Eger ki al¢alinan konum 2 numarali konumsa
bu sefer soru genis kapsamli olmakta ve (8b)deki Okuma 1°deki anlama gelmektedir. Bu
farkliligin sebebi ise 1, 5, ve 6 numarali konularda sadece tek bir kurucu soru eki mI’nin
kapsamindayken 2 numarali konumda hem 6zne hem eylem hem de zarf soru eki mI’nin
kapsaminda olmaktadir. Iste bu yiizden soru eki ml Konum 2’ye algalmissa elde edilen

soru genis kapsamli olmaktadir.

8) a. Ali mi diin Ankara’ya gitti?
b. Ali diin Ankara’ya m1 gitti?
Okuma 1: Ali diin Ankara’ya gitti mi?
Okuma 2: Ali’nin diin gittigi yer Ankara mu1 idi?

c. Ali diin mii Ankara’ya gitti?
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Ancak climle icerisinde olumsuz kutuplanma 6gesi bulunmakta ise, (8)de verilen alcalma
algoritmas1 gegerligini yitirmektedir ¢iinkii bu tarz durumlar soru eki ml yalnizca birinci
yolu takip edebilmektedir (bkz. Ornek (2)). Cunkii sadece bu durumda soru eki ml
tumleyici Obeginin basina tasinmakta ve bu bastaki sorgulayici o6zelligi acikca
gerceklestirmektedir. Buna benzer bir gozlem Ingilizce ve Isvegge gibi dillerde de
mevcuttur. (9)daki Ingilizce &rnekte goriilebilecegi iizere Ingilizce sorular (9a)daki gibi
devrikleme kullanilmadan sorulabilmektedir. Ancak soruda olumsuz kutuplanma 6gesi

bulunuyorsa devrikleme kullanmak zorunlu bir hale gelmektedir.

9) a. He complained about his salary?
b. ?*He complained about anything?
c. Did he complain about anything? (Progovac, 1994: 76 - 77)

Turkcede ise olumsuz kutuplanma ogelerinin cimlede bulunabilmesi icin ml’nin
timleyici 6beginin basina tasinmasi gerektigine dair kanit ise ige yerlesik timcelerden

gelmektedir. (10a) da gorildiigii tizere ige yerlesik soru tumcesinde bulunan olumsuz
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kutuplanma &gesine soru eki ml tarafindan izin verilmektedir. Ancak bu durum ige
yerlesik isim tiimcesi iceren (10b)de gecerli degildir. Ige yerlesik isim timcesinde bulunan
olumsuz kutuplanma 6gesine ml tarafindan izin verilememektedir. Bu iki 6rnek arasindaki
karsithigin nedeni olarak da soru eki mlI’min ige yerlesik isim timcesinde
tiretilememesinden kaynakli oldugunu iddia etmekteyim ve bu iddiami destekleyen 4

farkli kanit sunmaktayim.

10)  a. Ali [hi¢ Ankara’ya gitti mi Tamo] biliyorum.

b. *[Ali’nin hi¢ Ankara’ya gittig- Tume]-ini mi biliyorum?

Bahsettigim kanitlardan ilki adlasmis ve adlagsmamus ice yerlesik tlimcelerde soru eki ml
bulundugu zaman meydana gelen belirsizlikten dolay1 dogmaktadir. Adlagmis ige yerlesik
timceler eyleme -DIK ve -ECEK gibi eklerin gelmesiyle olusturulur ve Kural’a (1993)
gore bu tarz eklerin sonun bulunan -K- tiimleyici 6beginin basinda bulunmaktadir.
Adlagmis ve adlasmamis ige yerlesik tiimcelerdeki anlam belirsizligi fark1 soru eki ml ige
yerlesik tiimcenin eyleminden sonra getirildiginde daha belirgindir. Bu farklar (11)de
gorilebilir. (11a)da bulunan ige yerlesik tiimce adlasmamustir ve bu tiimceyi kapsayan ana
timcedeki anlam belirsizdir ¢iinkii bu ana tiimce hem soru hem de bildirme anlami
tastyabilir. Ote yandan bu durum (11b)de gecerli degildir ¢linkii soru eki ml adlasms ice
yerlesik tlimcede Uretilebilseydi (11b)de de (11a) oldugu gibi ana tiimcede bildirme

anlami almamiz gerekirdi.

11)  a.Ali Ankara’ya gitti mi biliyorsun?/.

b. Ali’nin Ankara’ya gittigini mi biliyorsun?/ *.

Ikinci olarak, eger adlasmamus ice yerlesik bir timcede soru eki ml tretilebiliyorsa ve ana
timcede de zaten halihazirda bu durum mevcut ise hem ana hem de ige yerlesik bir
tiimcede ayni1 anda iki soru eki ml {iretebilmemiz dogal olarak beklenmektedir. Bu durum
ise (12)de gorulebilir. (12a)nin dil bilgisel olarak dogru kabul edilmesi ve (12b)nin ise dil
bilgisi dis1 olmas1 beklentimi dogrulamakta ve adlasmuis i¢e yerlesik bir timcede soru eki

ml’nin iretilemeyecegi iddiami desteklemektedir.

12)  a.[Ali Ankara’ya gitti mi Tamo] biliyor musun?
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b.*[Ali’nin Ankara’ya gittig Tum¢] -ini mi biliyor musun?

Sunacagim bir diger kanit ise eylem iizerinde bulunan belirleyicilerin sirasidir. (13)te
verilen 6rneklerden sadece (13d) dil bilgisel a¢idan kabul edilebilirdir. Eylem Gzerindeki
ekler incelendiginde ve ige yerlesik timceye ve ana timceye dahil olacak sekilde ikiye
ayrildiginda en azindan belirtme durumu (BEL) ekinin ana tiimcede yer aldigini
varsaymamiz gerekmektedir. Bu husus goz oniinde bulunduruldugunda soru eki ml eger
ige yerlesik tiimcede iiretilmis olsa idi en azindan belirtme durumu ekinden énce gelmesi
beklenirdi. Soru eki mI’nin ancak ve ancak belirtme durumu ekinden sonra gelebiliyor

olmasi da soru eki mI’nin ana tiimcede tretilip algcaldigina dair 6nemli bir gostergedir.

13)  a. *git-mi-tig -in -i : EYLEM + *ml + ADL + IYE + BEL
b. *git-tig -mi-in -i : EYLEM + ADL + *ml + IYE + BEL
C. *git-tig -in -mi-i : EYLEM + ADL + IYE + *ml + BEL
d. git-tig-in -i -mi: EYLEM + ADL + IYE + BEL + ml

Sunacagim dordiincii ve son kanit ise bagimsiz timleyicilerle alakali. Giindogdu’ya
(2017) gore U¢ farkl gesit diye bulunmaktadir ancak bunlardan sadece ikisi konumuzla
alakalidir. (14a)da bulunan diye eylem &begi seviyesinde bulunur ve sigara igtim
tiimleyici obegini tumleg olarak alan zarf 6beginin basidir. (14b)deki diye ise tumleyici
Obegi seviyesindedir ve ige yerlesik tiimcedeki tiimleyici 6beginin basidir ve (14c)ye

paralel bir anlam ifade etmektedir.

14)  a. Oya “Sigara igtim.” diye bagirdi. eylem obegi seviyesi
b. Oya sigara igtim diye bagirdi. timleyici obegi seviyesi

c. Oya sigara i¢tigim i¢in bagirdu.

(14a) ve (14b)de bulunan diyelerin 6zellikleri géz 6niinde bulunduruldugunda olumsuz
kutuplanma 6gelerine sadece ve sadece eylem 6begi seviyesindeki diyenin varliginda soru
eki ml tarafindan izin verilmesi beklenmelidir ve (15)teki 6rneklerde gosterilen durum da
bunu yansitmaktadir. (15b)deki diyenin tiimleyici 6begi seviyesinde olmasi soru ekKi
ml’nin tiimleyici 6begi basina tasinmasini engellemekte ve soru eki ml’nin olumsuz

kutuplanma Ggesine izin vermesini engellemektedir. (15a)da is diye eylem &begi
98



seviyesinde bulundugundan ige yerlesik tumcedeki tiimleyici Obeginin basimna eylem
tarafindan tasinabilmekte ve dolayisiyla bu durumlarda soru eki ml olumsuz kutuplanma

Ogelerine izin verebilmektedir.

15) a. Oya [hig sigara igtim mi tume] diye zar¢] bagirdi.
b. *Oya [hig sigara ictim mi diye Tamo] bagirdi?

Incelenen veriler ve yapilan gikarimlar &neriyor ki olumsuz kutuplanma &geleri evet -
hayir sorularinda sadece ve sadece soru eki ml tiimleyici 6beginin basina eylem tarafindan
tasinmasi durumun bulunabilir. Bu durum ana tiimcelerde hep boyle olmakla birlikte ice
yerlesik tiimcelerde tiimleyici Obeginin soru eki ml’nin taginmasimna misait olup
olmamasina baglidir. Eger ki tiimleyici dbeginin basi diye gibi bir bagimsiz tumleyici
iceriyor ise veya ice yerlesik tiimcede yer alan fiil adlasmus bir fiil ise soru eki ml bu tarz

cumlelerde tiretilememekte ve olumsuz kutuplanma 6gelerine izin verilememektedir.

3. DENEY

lleri siirmiis oldugum analizi temel alarak Ingilizce ve Tiirkce arasindaki farklari
incelendiginde iki dilde olumsuz kutuplanma ogelerine ice yerlesik evet — hayir
sorularinda farkli diizenekler kullanilarak izin verildigi goriilmektedir. Iki dilde de
olumsuz kutuplanma 6gelerine tiimleyici 6begi basinin tasinma yoluyla agik olarak
gerceklestirilmesi ile izin verilmektedir. Ingilizcede bu devrikleme ile saglanirken
Tirkcede ise mI’'nin eylem tarafindan tagmmasiyla gerceklesmektedir. Ige yerlesik
sorularda da Tiirkgede durum aynidir ancak Ingilizcede devrikleme olmamakla birlikte
whether ve if gibi timleyicilerin iiretilmesiyle gerceklesir ve tiimleyici basina herhangi
bir tagima bulunmaz ancak bu tumleyiciler olumsuz kutuplanma &gelerine izin
verebilmektedirler. Bu farklilik temel alinarak beklentim Tiirkge ana dilli Ingilizce ikinci
dil konusucularinin Ingilizce ice yerlesik evet — hayir sorularinda olumsuz kutuplanma
Ogelerini daha az kabul edecegi yoniinde olmustur. Bunu temel alarak olusturdugum dil
bilgisellik degerlendirme anketinin sonuglarinda ise herhangi bir farklilik tespit
edilmemistir. Ikinci dil olarak Ingilizce konusuculari kendi anadillerinde bulunan farkli

bir mekanizmada etkilenmemistir. Yine de not edilmelidir ki anadil ve ikinci dil arasinda
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diizenek seviyesinde bir dil aktarimini dil bilgisellik degerlendirme testi kullanarak tespit
etmek oldukga zorlu bir istir ¢linkii bu tarz bir deneyde daha karmagik ve detayli deney
yontemleri kullanilmalidir. Sonug¢ olarak tezimde kullandigim deneyin sonuglar1 baz
alinarak dil aktariminin varhigindan veya yoklugundan s6z etmek veya bu konuda bir

degerlendirmede veya genellemede bulunmak pek dogru degildir.

Yine de bir degerlendirme yapacak olursak elde edilen sonucu birkag¢ farkli sekilde
yorumlayabiliriz. Bunlarin ilki katilimcilarin halihazirda agik olarak bu konu hakkinda
egitime tabi olmus olabilecekleridir. Yani bir devlet liniversitesinde hazirlik 6grencileri
olan katilimcilar isledikleri derslerde bu konu hakkinda bilgilendirilmis olabilirler. Fakat
Katilimcilarin Ingilizee diizeylerinin diisiik oldugu g6z 6niinde bulundurulursa olumsuz
kutuplanma 6geleri hakkinda dogrudan bir 6gretime tabi tutulduklarini beklemek de ¢ok
olas1 degildir. ikincil olarak ise yapabilecegimiz ¢ikarim Dogrudan Transfer Dogrudan
Erisim Kuraminin yanlis oldugudur. Bu baglamda bakacak olur isek, bu ¢alismanin
olumsuz kutuplanma 6gelerine izin verilmesinde anadil aktariminin var oldugunu savunan
bulgulartyla bunu destekleyen calismalarla celiski icinde oldugu sdylenebilir (Agcam,
2008; Can & Agcam 2011; Song & Schwartz, 2009).

Varilabilecek bir baska sonug ise olumsuz kutuplanma 6gelerine izin verilirken kullanila
diizenegin anadilden ikinci dile aktarilmadig, ancak ige yerlesik evet -hayir sorularinda
zaten bu durum mevcut oldugu i¢in konusucularin bu diizenegin yarattig1 sonucu aktarmis
olabilecegidir. Ingilizcede evet — hayir sorularini belirten &zel bir sdzciik olmadigr icin
tiimleyici Obeginin basinda bulunan herhangi bir acik sozciik olumsuz kutuplanma
Ogelerine izin verilmesi saglanabilmektedir. Bu husus goz onilinde bulunduruldugunda
Ingilizce ikinci dil konusuculari igin tiimleyici 6beginin bagindaki herhangi bir kelime bu
izin verilmeyi sagliyor olabilir. Bu da herhangi bir dil aktarimi tespit edilememesinin

sebebi olabilir.

Bulgularla alakali deginmem gereken son nokta ise katilimeilarm Ingilizce seviyesinin
halihazirda yeterli olabilecegidir. Ingilizce yeterlik 6z degerlendirmede elde edilen
ortalama notun 10 tizerinden 5.5 oldugu g6z 6niinde bulunduruldugunda katilimcilarin s6z
konusu yapiy1 zaten igsellestirmis olabilecegi de onemli bir noktadir. Sonug olarak,
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olumsuz kutuplanma 6gelerine izin verilmesi literatiirde deneysel olarak ¢okga caligiimis
bir konu degildir ve bu alana daha iyi 151k tutabilmek i¢in daha ¢ok ¢alisma yapilmasi

gerekmektedir.

4. DEGERLENDIRME

Sonu¢ olarak, bu tez olumsuz kutuplanma Ogelerinin evet — hayir climlelerindeki
dagiliminm1 incelemektedir. Temel olarak amacim soru eki mlI’min soru tiimceleri
icerisindeki dagilimina bakarak bu hususta oynadigi rolii ortaya c¢ikarmak ve bunu
yaparken de olabildigince tutarli, ekonomik, ve basit olabilmek idi. Bu amaclarla birlikte,
soru eki mI’nin tiimce igerisinde odak Obeginin basi olarak iiretildigini ve eylem ile
birlikte tiimleyici Obeginin basina tasindiginda olumsuz kutuplanma ogelerine izin
verildigini O6ne siirdiim. Ciinkii ancak bu konumda tlimleyici Obeginin basindaki
sorgulayici 6zellikler agikga seslendirilebilmekte idi. Soru eki mI’nin bulunabildigi birgok
farkli konumun ve bu konumlarin yaratti§i anlam farkliliginin ise tiimcede iiretildikten
sonra alcalma yoluyla gergeklestigini One slirmekteyim. Ancak One siirdiiglim
arglimanlarin ne derecede genellenebilir oldugunu gérmek i¢in ¢alismanin kapsaminin
genisletilmesi gerektigini diisiinmekteyim. Ozellikle diye ve ki gibi dgelerin gercekten
timleyici olup olmadiklar1 hala tartisilmakta olup ayrica ige yerlesik tiimcelerin sinir
yapisi da tam olarak ¢6ziilebilmis degildir. Bunlara ek olarak soru eki mI’nin kosagla ve
baglaglarla olan iligkisi de gz Oniinde bulundurulmalidir. Bu konular (zerine
yogunlasilarak bu calismada ele aldigim konu ile ilgili daha somut ve genellenebilir

argiimanlar tiretilebilecegi kanisindayim.
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