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In this thesis, a two-layered neural network model named Anonimatik is described. Anonimatik model is developed to automatically detect personal information holding words in plain text that does not contain any metadata. Unlike traditional automatic de-identification systems, Anonimatik neural network model is designed to be used without requiring external knowledge resources (e.g. name lists, medical term lists, common word lists etc.) with the aim of making the model applicable to different languages. Anonimatik model classifies words by processing the local context instead of relying on the dictionary definitions. Anonimatik takes nine-word sequences as input and outputs the classification stating whether the word in the middle of the sequence contains personal information or not. In the first layer of the proposed model, a bi-directional long short term memory (Bi-LSTM) network encodes the local context of the target word. Then in the second layer, a fully connected deep neural network classifies the target word. The model proposed in this thesis is evaluated on the dataset created for the automated de-identification challenge organized by Informatics for Integrating Biology & the Bedside (i2b2) in 2006 and it is shown that proposed model
produces comparable results to other teams participated into the challenge. Anonimatik neural model is the only publicly available automated de-identification model that is designed to be used without requiring any external dictionaries.
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Informatics for Integrating Biology & the Bedside (i2b2) tarafından düzenlenen otomatik anonimleştirme yarışması kapsamında oluşturulmuş derlem üzerinde denenmiş ve yarışmaya katılan diğer takımların elde ettiği sonuçlar ile kıyaslanabilir bir sonuç elde edilmiştir. Anonimatik modeli, hiçbir ekstra sözlük kullanmadan çalışmak üzere tasarlanan ve tüm araştırmacıların kullanılabilmesi için açık kaynak kodlu olarak yayınlanan ilk ve tek otomatik metin anonimleştirmeye modelidir.
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CHAPTER 1

INTRODUCTION

In this thesis, I present Anonimatik, a neural network model that takes a sequence of words from the sentence with their corresponding part of speech (POST) tags and produces a binary result stating whether the word at the middle of the sequence contains personal information or not. In other words, assuming the input sequence contains nine words from $w_1$ to $w_9$, Anonimatik’s result classifies $w_5$ as PHI word or non-PHI word. Once trained, Anonimatik model can be used without requiring any additional knowledge resources unlike most traditional automated de-identification methods. As explained in later chapters, many of the similar applications depend on predefined dictionaries of special words such as lists of cities or lists of names. In contrast, Anonimatik model presented in this thesis is designed to be used without using any dictionaries or knowledge resources.

1.1 Motivation and Problem Definition

De-identification is the task of clearing any information that may connect the data to the related people without compromising the integrity of the data. Data in question can be in any format, but in this thesis I focused on the textual data generated in the hospitals called medical discharge summaries. In medical domain, the information that needs to be removed from patient records is specified by the United States Department of Health & Human Services. According to the new regulations introduced in 1996 titled The Health Insurance Portability and Accountability Act (HIPAA) of 1996, words which contain information on any of the categories below considered as protected health information (PHI). [1]
• All kinds of names including people, hospitals etc.

• All geographic location identifiers more specific than a state, including city names, street names, post codes, municipality names and geographic coordinates.

• All kinds of dates excluding the year for the dates related to people, including the dates of birth, death, admission to hospital, discharge from hospital

• Phone numbers of people and institutions

• Vehicle plates, vehicle identifiers

• Fax numbers

• Device identifiers and serial numbers

• Email addresses

• Webpage links

• Social security identifiers

• IP addresses

• Medical record identifiers

• Biometric identifiers such as fingerprints

• Health insurance identifiers

• Photographs where people’s face are visible and distinguishable and all similar sketches

• Account identifiers

• Any other unique identifying number, characteristic, or code

• Certificate/license identifiers

In plain text format, detecting numbers that complies to strict rules (such as social security numbers, IP addresses) is rather easy to identify since they do not contain
ambiguity. As a result, many researchers used simple rule based methods and regular expressions to detect numerical personal health information as explained in the Chapter 2 of this thesis.

For an automated de-identification process, it is crucial to detect personal information holding words. This is a particularly difficult task for traditional algorithms since meaning of the word may differ in different contexts. An instance of this is shown in Table 1.1 which shows multiple different usages of the word “Hunter”. As shown in the table, same word is used as a common noun and as a proper name. This ambiguity makes it difficult to differentiate words containing personal information from others. Failures in identification stage may result in either loss of necessary information (e.g. disease names) or infringement of personal privacy which defeats the purpose of de-identification.

<table>
<thead>
<tr>
<th>Word</th>
<th>Usage</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>hunter</td>
<td>Common Noun</td>
<td>She is a bargain hunter.</td>
</tr>
<tr>
<td>hunter</td>
<td>Common Noun</td>
<td>He is an avid hunter.</td>
</tr>
<tr>
<td>hunter</td>
<td>Proper Noun</td>
<td>Hunter S. Thompson</td>
</tr>
<tr>
<td>hunter</td>
<td>Proper Noun</td>
<td>Hunter Mountain Airport</td>
</tr>
<tr>
<td>hunter</td>
<td>Proper Noun</td>
<td>Hunter College, CUNY, 695 PA</td>
</tr>
</tbody>
</table>

The ambiguity shown in Table 1.1 must be handled in the deciding stage whether the word contains personal information or not. In order to deal with the ambiguity, automated de-identification systems must consider the neighbouring words around target word.

In this work, my primary motivation was to create an automated neural network model which is able to detect textual private health information in plain text data without using external dictionaries and language specific rules. The model I proposed in this thesis is composed of 2 neural networks. First neural component of my model is a special type of long-short term memory networks which has the ability to process the input in both ways hence named bi-directional network (Bi-LSTM) that is used to
understand the local context of the word [2]. This network component is essentially two LSTM networks together in opposite directions [3]. Using this neural component, my automated de-identification system can eliminate the ambiguity mentioned at the beginning of this chapter. Second neural component of Anonimatik model is a fully-connected deep neural network which has 2 processing layers and a softmax activation at the end to output the probabilities of target word being a personal health information containing word. Whole model is described in detail in Chapter 3 of this document.

1.2 Proposed Methods and Models

There are several works and proposed methods for the automatic de-identification problem. Specifically those attended to 2006 de-identification challenge achieved good results using the dataset specifically prepared for the challenge. These models are described in detail in the Chapter 2 of my thesis.

In order to briefly summarize proposed methods, they mostly depend on pre-defined knowledge resources such as name lists, hospital lists, medical term lists and mostly not available for public use. [4]

1.3 Contributions and Novelties

My contributions to this field of study with the thesis are outlined below:

- Created a publicly available automatic de-identification tool for both research and public use.
- Demonstrated that it is possible to develop an automatic de-identification system without using any predefined knowledge resources.
- Developed an automatic de-identification model which is easily adaptable to different languages.
- Compared and commented on the performance of same model on two different data distributions.
1.4 Outline of the Thesis

Next chapters of this document are summarized below:

- Chapter 2 establishes the terminology on automatic de-identification and summarizes the literature on automated de-identification studies.
- Chapter 3 describes the details of Anonimatik model’s input/output, explains the neural components that composes the model and lists the details of network parameters.
- Chapter 4 illustrates evaluation dataset in detail and shows the results Anonimatik model had on the evaluation dataset.
- Chapter 5 concludes my thesis by briefly summarizing my work.
CHAPTER 2

RELATED WORK

In this chapter, I establish terminology on de-identification in medical field and electronic health records, then summarize previous works on de-identification of medical discharge summaries.

2.1 De-identification in Medical Field

There are several regulations introduced to protect the personal health information of patients throughout the world. In United States any researcher or research team who wants to use medical information of patients must get the informed written consent of patient in addition to approval of the Internal Review Board according to the Health Insurance Portability and Accountability Act (HIPAA). But this obligation can be waived if the data is de-identified which enables research teams to use the data stored in hospitals. [1]

Similar to United States, European Union also introduced a law to protect its citizens data. The law titled General Data Protection Regulations (GDPR) is in effect since May 2018 and it applies to all types of information provided by European Union citizens including their medical records. Unlike HIPAA coverage that only applies to personal data stored in the United States itself, GDPR regulations apply to personal data stored inside and outside of the European Union [5].

Similar to those regulations above, Turkey has a similar law that is in effect since 2016. “6698 Sayılı Kişisel Verilerin Korunması Kanunu” states that patient’s data must be de-identified before using it for research purposes. [6] [7] [8]
Although these regulations are necessary to protect patients’ privacy, it makes it difficult to use patients’ data for research purposes since manual de-identification is a time consuming task.

Having the motivation to ease the burden of future researchers working with patients’ data, researchers throughout the world tried to develop an automatic de-identification tool. Sharing the same concern, Partners Healthcare -a Boston-based non-profit hospital and physicians network- organized an event to challenge all automatic de-identification methods and published their results with their implementation details. All of the automatic de-identification studies focused on narrative text are done after this challenge. Table 2.1 shows the details of automatic de-identification systems that focus on the medical discharge summaries.

Table 2.1: Automatic de-identification systems with focus on medical discharge summaries

<table>
<thead>
<tr>
<th>Primary Author</th>
<th>Availability/License</th>
<th>Knowledge resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aramaki [9]</td>
<td>Not open for public use</td>
<td>Name list, location list, important dates list</td>
</tr>
<tr>
<td>Guo [10]</td>
<td>Not open for public use</td>
<td>Location list, hospital list</td>
</tr>
<tr>
<td>Hara [11]</td>
<td>Not open for public use</td>
<td>None</td>
</tr>
<tr>
<td>Szarvas [12]</td>
<td>Not open for public use</td>
<td>Name list, location list, disease name list and general English words list</td>
</tr>
<tr>
<td>Uzuner [13]</td>
<td>Not open for public use</td>
<td>MeSH term list, name list, location list and hospital list</td>
</tr>
<tr>
<td>Wellner [14]</td>
<td>Open source (BSD)</td>
<td>US states list, month names list and popular words list</td>
</tr>
</tbody>
</table>

As outlined in the Table 2.1, five of the six automatic de-identification systems use predefined dictionaries such as lists of names, lists of hospitals or lists of common English words. These knowledge resources make the system language dependent and cause the system to depend on those lists. It is difficult to adapt these systems into different languages because of the knowledge resource dependency.

In addition to this drawback, only one of those systems is open sourced. Other systems are closed-source and it is impossible for other researchers to use those systems.
in their studies which defeats the purpose of automatic de-identification studies.

First system designed by Aramaki et al. is one of the top performers of the 2006 de-identification challenge organized by institute of Informatics for Integrating Biology to Bedside (i2b2). This system approaches de-identification problem by processing global features and local features together. The system uses lexical features such as capitalization, word length, sentence position in the document and sentence length in addition to part-of-speech tags of the surrounding words and dictionary terms. The system uses conditional random fields (CRF) to correctly label words as PHI or non-PHI. The system uses two passes of CRF. First pass is used to identify local and global features except label consistency. The idea behind label consistency is, if a personal information holding word or phrase occurs more than one time inside the document, it probably shares the same label with the previous ones. Second pass is used to achieve label consistency. In the 2006 de-identification competition, this system performed better than the average score. For overall personal information holding word detection, this model placed third and scored greater than 94% in precision, recall and F-measure scores. [9]

Another system participated into de-identification challenge is designed by Guo et al. This system approaches de-identification as a named-entity recognition (NER) task and classifies named entities into PHI categories. It uses capitalizations, prefixes/suffixes, word lengths, regular expressions, part of speech tags and lists of doctors, hospitals and locations. They use Support Vector Machines (SVM) and GATE open source test processing tool with ANNIE natural language processing framework. ANNIE itself is capable of identifying entity types to words and phrases such as person names and dates. According to authors ANNIE’s entity recognition had to modified since entity types defined in ANNIE does not map to PHI categories. For overall PHI detection, this system performed below average in i2b2 de-identification challenge and scored better results than 86% for precision, recall and F-measure scores. [10]

Unlike these systems explained in this section, the model designed by Hara and others. does not use any knowledge resources. Their system uses capitalizations, regular expressions, part of speech tags of words and sections headings. This system uses Support Vector Machines (SVM) and uses 4 steps to detect personal information con-
taining words. In the first phase, system applies patterns matching to identify headings in the reports. Secondly, system uses regular expression rules to find patterns like dates and phone numbers. In the third phase, a sentence detector that detects sentences containing personal information holding words. In the last stage, a SVM based text-chunker that identifies words with PHI information. The results showed this system achieved average results in the challenge. For overall personal information holding words detection this system scored better results than 92% for precision, recall and F-measure scores. [11]

Forth system to mention here is Svarvas’s de-identification system. This system uses word lengths, capitalizations, regular expressions, term frequencies and part of speech tags. Like majority of these systems, this system uses knowledge resources in addition to these features. System uses lists of person names, states of United States, countries around the world, popular cities and general terms. The general approach of this system is to detect named entities in discharge records and use a continuous learning approach in conjunction with decision trees on top of the result. Svarvas’s approach also utilizes regular expression based rules to detect common patterns of all PHI categories. In the de-identification competition, Svarvas’s system scored better results than 96% for precision, recall and F-measure scores for overall personal information holding words detection. [12]

Another automatic de-identification system is Stat De-id and designed by Uzuner and others. This system uses capitalization, punctuation, word lengths, part of speech tags and lists of names, US states, hospital names as knowledge resources. This system approaches de-identification as a multi-class labelling task. It tries to determine PHI holding words by processing local context of the word. The system examines the surrounding ±2 words of the target word. It uses support vector machines (SVM) and Link Grammar Parser. On the same challenge dataset, Stat De-id scored 98% F-measure score with a precision score of 99% and a recall score of 97%. [13]

The last system participated into i2b2 de-identification challenge is designed by Wellner and others. It uses capitalizations, prefixes/suffixes, regular expressions and knowledge resources for US states and common English words. This system approached automatic de-identification problem as if it is a sequence-classification prob-
lem where classes are assigned to words indicating if the any word is the start of a personal information holding phrase, end of a personal information holding phrase or contained in a personal information holding phrase. The system had the best results in the i2b2 de-identification challenge and scored greater results than 96% as precision, recall and F-measure scores. [14]

The literature review for automatic de-identification of medical discharge records shows that all of these studies use word capitalization as a feature, a great majority of these systems use external knowledge resources and most of them are not publicly available. In fact, there is no publicly available system that does not use external resources to identify personal health information containing words. This is our main motivation for developing the automatic de-identification system we named ‘Anonimatik’. Unlike these systems mentioned above, our proposed system does not use external knowledge resources and it is completely open source.
CHAPTER 3

MODEL

In this chapter of my thesis, I demonstrate the layout of my model. First I briefly explain long short term memory networks for the sake of completeness and explain why I preferred to use bi-directional long short term memory networks. Then, I describe input/output structure with examples. Next, I describe the details of neural components that composes Anonimatik model. Lastly, I explain how I assemble those neural components to build the complete model for automated de-identification.

3.1 Long Short Term Memory (LSTM) Networks

Long short-term memory network (LSTM) is a special type of artificial recurrent neural network architecture used in the field of deep learning [3]. Unlike traditional feed-forward neural network models, LSTM networks contain feedback connections which makes them comparable to Turing machines since they both can make same computations [15]. The feedback connection acts as a memory for this type of networks. Thanks to this artificial memory, LSTM networks can process sequences of data points unlike feed forward neural networks which can only process single data points. This feature of LSTM networks makes them perfect for our de-identification task. In general, LSTM networks are suitable for various tasks as Bloomberg Business Week wrote: "These powers make LSTM arguably the most commercial AI achievement, used for everything from predicting diseases to composing music." [16]

A common LSTM unit is composed of four parts. First one is the cell which includes a hidden state (31) (32), second part is the input connection (33), third part is the output connection (34) and last one is a forget gate (35). The cell in first part of
LSTM unit stores values over and rest of the unit including three gates mentioned above regulate the information flow through the unit. The workflow is summarized with the equations below.

\[
c_s = f_s \cdot c_{s-1} + i_s + \sigma_c(W_c x_s + U_c h_{s-1} + b_c)
\]  
(31)

\[
h_s = o_s \cdot \sigma_h(c_s)
\]  
(32)

\[
i_s = \sigma_g(W_i x_s + U_i h_{s-1} + i_f)
\]  
(33)

\[
o_s = \sigma_g(W_o x_s + U_o h_{s-1} + o_f)
\]  
(34)

\[
f_s = \sigma_g(W_f x_s + U_f h_{s-1} + b_f)
\]  
(35)

In the above equations matrix \(W_q\) contains the weights of the input and matrix \(U_q\) contains the weights of the recurrent connections. Initial values of \(c_0\) and \(h_0\) are equal to zero.

Before creating the model, I checked possible alternative neural network types for sequence labelling problems. In addition to bi-directional LSTM networks, other most promising alternatives were unidirectional LSTM networks, bi-directional recurrent neural networks (RNN) and uni-directional RNNs. After searching the literature, I decided that bi-directional long short term memory network is the best possible solution since this model needs to process the context of the words in both directions and needs to store the state information for a long time to process the long sentences. [17] [18]

Bi-LSTM network I have used in thesis is slightly modified version of the LSTM networks. The difference is, Bi-LSTM networks computes outputs in two directions both forward and backward rather than computing only for forward direction.
3.2 Input/Output Representation

My model takes vectors of nine word sequence \( S = [w_1, \ldots, w_9] \) as an input, which has target word in the middle of the input. Each vector is composed of one-hot representation of the word, one-hot encoded part of speech tag of the token and length of the token.

Input representation is visualized in Figure 3.1.

```
  | w_1 | w_2 | w_3 | w_4 |
  |     |     |     |     |
  |     |     | w_5 |     |
  |     |     |     |     |
  |     |     | w_6 | w_7 |
  |     |     |     |     |
  |     |     | w_8 | w_9 |
```

Figure 3.1: Input representation.

The output of each sequence is the probabilities of output classes which indicate whether the target word in the middle is a PHI word or a non-PHI word. Output is generated by using a softmax function at the end of fully connected neural network.

3.3 Neural Components

In this section of my thesis, I define the neural layers of my model separately. Then, I present whole model in detail and explain the network parameters in detail.

3.3.1 Context Encoder

In our model, context encoder is the first layer and it is a bi-directional LSTM network. Inputs for context encoder is generated by the pre-process step and contains sequences of nine word vectors \( S = (w_1, \ldots, w_9) \) as described in the earlier section of this chapter. Context encoder in the first layer for my model processes the inputs in both directions (forward and backward) and generates a particular embedding vec-
tor for each token in the sequence. Then, we use the unique embeddings generated after the target word in both directions since this model predicts only for the word in the middle. For a word vector $\vec{w}_t$, context embedding $\vec{c}_i$ is created by concatenating embeddings created on forward and backward passes.

$$\vec{c}_i^f = \text{LSTM}_f(w_i, \vec{c}_{(i-1)}^f)$$ (36)

$$\vec{c}_i^b = \text{LSTM}_b(w_i, \vec{c}_{(i+1)}^b)$$ (37)

$$\vec{c}_0^f = \vec{c}_9^b = 0$$ (38)

$$\vec{c}_i = [\vec{c}_i^f ; \vec{c}_i^b]$$ (39)

Since words can be used in different meanings in different contexts, this is the most important component of my model. Figure 3.1 shows an example sentence and visualizes how context encoder explained in this section works.

3.3.2 Decoder

Decoder of my model is designed as a one layer fully connected neural network which calculates the probabilities for whether the word in question is a PHI word or a non-PHI word. Concatenated output of context encoder is used as an input for decoder and softmax activation is applied to the output of decoder layer so that final result can be used as probabilities directly.

$$\vec{y}_i = \vec{c}_i \ast \vec{w}_{512}^c + \vec{b}$$ (310)

$$\vec{y} = \text{softmax}(\vec{y}_i)$$ (311)
3.4 Unified Model

Our model is based on the hypothesis that understanding the context of a word is more important than knowing the meaning of actual word. In order to process the context target word is used in, I have used a context encoder. In the first step, a sequence composed of nine words is processed and feature vectors get created. Then, using these 9-vector sequences context encoder creates a unique representation of the context that target word used in. In the final step, a decoder neural network at the end of neural pipeline processes this representation and outputs probabilities of target word being a PHI or non-PHI word.

\[ L(t) = -\sum_{c=1}^{M} y_{o,c} \log(p_{o,c}) \]  

(312)

In the training stage, calculated probabilities are used in cross entropy loss to calculate the loss after each batch. Then using an adaptive learning rate with Adam optimizer network updates its weights to improve the accuracy.

Figure 3.2 below demonstrates the execution of Anonimatik model with a sample sentence.

3.5 Tuning Network Parameters

As explained in previous sections, it is crucial to detect the context of the target word for de-identification tasks. Anonimatik model depends on the window size parameter to process the context of the target word and hence it is the most important part of this network. In simple terms, window size parameter is the number of words sent into the model. With the window size of \( n \), the network would be able to process \( (n - 1)/2 \) words before the target word and \( (n - 1)/2 \) words after the target word. Therefore, window size must always be an odd number.

During the development of my model, I experimented with different window sizes ranging from 5 to 13. Performance metrics of my network got better until 9 word-window and started to decrease after that. The performance metrics showed that
after 9 words, my network tends to overfit and obtains worse results than 9-words window size. This observation shows that local context of words are encoded in 9 word sequences in English language.

Another network parameter to tune is the number of hidden nodes on the first and on the second layer of the network. For my model, I experimented with different numbers of hidden nodes and obtained the optimal results on 256 hidden nodes. Considering that hidden nodes in the second layer are connected to the hidden nodes in the first layer, increasing number of hidden nodes causes the network to perform slower than before. There were no improvements on the accuracy metrics after reaching to convergence for more than 256 nodes but performance difference was noticeable. As a result, 256 hidden nodes is preferred for this network.

Finally, after experimenting with a wide range of learning rates using classical stochastic gradient descent, I got the best results using a adaptive learning rate of Adam optimizer starting with 0.001 as learning rate. [19]
The unified model explained in this chapter is implemented using Tensorflow open-source machine learning library [20] and visualized using Tensorboard open-source visualization library [21]. Tensorflow provides the methods to create network graphs, activation functions, loss functions, training functions and lot of mathematical operators on the matrices used in this thesis and TensorBoard provides tools to visualize the metrics of the Tensorflow network. In order to make reproducibility easier for future works, all pipeline is implemented using Docker containers. [22]
CHAPTER 4

EXPERIMENTS AND RESULTS

This chapter of my thesis outlines the dataset I used and explains the results of experiments with Anonimatik model. First, I explain the dataset I used to create and evaluate my model in detail. Then, I explain the network training process with some charts to give some insights. Finally, I show my model’s results on the evaluation dataset and comment on the results.

4.1 De-identification Challenge

In 2006, a de-identification challenge is organised by Informatics for Integrating Biology and the Bedside (i2b2) which is a national institute of Health-funded National Center for Biomedical Computing based within Partners Healthcare. [23]

The i2b2 Foundation is a Boston-based non-profit organization aimed to create an open-data community to achieve better collaboration for precision medicine. For that purpose, i2b2 shares their resources and analysis of all data from medical and academic institutions.

The automatic de-identification challenge is aimed at finding the best algorithm to automatically de-identify medical discharge records. Several teams participated into the challenge. Although the best scoring teams achieved considerably good results using rule based methods, identifying ambiguous PHI proved challenging for all teams. [24] Those submissions are reviewed in detail in the Chapter 2 of this document.
4.2 Dataset

Dataset used in the challenge is prepared by Partners Healthcare and it consists of only medical discharge summaries written in plain text format. Partners Healthcare researchers changed personal information holding words (PHI-words) to realistic surrogates and annotated those surrogates. In addition to replacing original PHI-words with their realistic surrogates, annotators also added extra ambiguity to corpus by replacing surrogate names with medical terms. As a result, additional ambiguities are created among PHI tokens and non-PHI tokens within the corpus.

Table 4.1: Number of instances in the corpus grouped by their PHI-type.

<table>
<thead>
<tr>
<th>PHI Categories</th>
<th>Complete Corpus</th>
<th>Training Set</th>
<th>Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-PHI</td>
<td>444,127</td>
<td>310,504</td>
<td>133,623</td>
</tr>
<tr>
<td>Patient Name</td>
<td>1.737</td>
<td>1.335</td>
<td>402</td>
</tr>
<tr>
<td>Doctor Name</td>
<td>7.697</td>
<td>5.600</td>
<td>2.097</td>
</tr>
<tr>
<td>Location Name</td>
<td>518</td>
<td>302</td>
<td>216</td>
</tr>
<tr>
<td>Hospital Name</td>
<td>5.204</td>
<td>3.602</td>
<td>1.602</td>
</tr>
<tr>
<td>Date</td>
<td>7.651</td>
<td>5.490</td>
<td>2.161</td>
</tr>
<tr>
<td>Identifier</td>
<td>5.110</td>
<td>3.912</td>
<td>1.198</td>
</tr>
<tr>
<td>Phone Number</td>
<td>271</td>
<td>201</td>
<td>70</td>
</tr>
<tr>
<td>Age</td>
<td>16</td>
<td>13</td>
<td>3</td>
</tr>
</tbody>
</table>

Following the annotation stage, dataset is divided into two different sets. Training set contains 669 medical discharge summaries and test set contains 220 medical discharge summaries. In total, resulting dataset has 889 annotated medical discharge summaries. Table 4.1 shows number of tokens grouped by PHI categories in each different set of the corpus.

The table clearly shows count of non-PHI words in the dataset is considerably greater than the count of PHI words considering number of non-PHI tokens is equal to 444,127 whereas number of PHI tokens is only 28,204. This difference introduces another difficulty for automated de-identification systems and causes the systems to be skewed over non-PHI classification while decreasing their recall scores greatly.
On top of the dataset I explained in this section, I have also created another dataset by arranging training set in the scope of this work. Although the nature of de-identification problem includes unbalanced data since there are much more non-identifying information than personal information, I wanted to experiment training same network with a balanced training set. In order to do this, I have carefully removed some tokens from training set without breaking the sentence integrity. This way, one is able to see the training and evaluation metrics of the same network with a similar balanced dataset.

Table 4.2: Example sentences from dataset

<table>
<thead>
<tr>
<th>Example sentences within dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discharge Summary name: GIVEN, TIN R</td>
</tr>
<tr>
<td>DISCHARGE NOTIFICATION LONGSWALD, NAER</td>
</tr>
<tr>
<td><em>Shalyo Kaysplass</em> is a 36-year-old male, with metastatic malignant fibrous histiocytoma of bone...</td>
</tr>
<tr>
<td>Dictated By: NALA BEST, M.D.</td>
</tr>
<tr>
<td>The patient was admitted to the <em>Oaksgekesser Memorial Hospital</em> on 7-28-94 for placement of an infusaid...</td>
</tr>
<tr>
<td>ADMISSION DATE: 2004-08-31</td>
</tr>
<tr>
<td>This is to notify you that your patient, NERSLET, BERISS arrived in the Emergency Department...</td>
</tr>
</tbody>
</table>

In order to explain the corpus better, Table 4.2 shows example sentences from the corpus. In the table above, labelled words are highlighted with italic font. These examples might give an insight regarding the ambiguity of corpus and show three different PHI categories.

4.3 Training

In order to train the model, first I pre-processed the data. Pre-process step includes tokenization of plain text records, tagging tokens with their part-of-speech tags and then creating 9-word sequences as explained in Chapter 3 of this document. For tokeniza-
tion and part-of-speech tagging processes, I have used Python’s NLTK module since it is a commonly used tool that provides natural language processing methods and it is possible to tokenize a bulk of text while tagging the tokens with their part-of-speech tags at the same time with NLTK library. [23]

![Loss Value Comparison in Training Stage](image)

Figure 4.1: Loss value after each epoch in training stage.

In Anonimatik model, context encoder module has 256 hidden units. The dimensions of context embedding vectors are set to 512 and used in the decoder module. Initial values of weights and biases are sampled from a normal distribution with mean of 0 and standard deviation of 1. Cross entropy loss is chosen as loss function. The network is trained by using back-propagation through time [26] with Adam optimizer [27].

Both datasets are used as training data but only original testing set is used for testing. The difference in training data makes a huge difference in same network. This difference is clearly visible in the following figures.

Figure 4.1 shows changes in loss value for two different runs with the same network during training stage. In the first run which is shown with a red line, I used balanced training data explained in the previous section of this document. On the other hand,
second run which is shown with a blue line uses whole training data.

The difference between the two loss values in Figure 4.1 shows that number of negative examples in training set affects weight updates and prevents network to change its weights as much as compared to balanced training set. Oscillation of balanced dataset with smaller wave amplitudes in following epochs shows network slowly converges optimized point.

As expected, accuracy percentage chart shown in Figure 4.2 looks similar to loss value chart. They are almost identical to their mirrored version over horizontal axis. For the second run -blue coloured line- accuracy value stays close to one which is expected since most examples in training data are annotated as negative. However, it is clear that first run -red coloured line- fluctuates considerably more than the blue coloured second run showing network trained on the balanced dataset is more prune to false positives.

In training stage, I have calculated the number of true positives, true negatives, false positives and false negatives after each epoch. Figure 4.3 and Figure 4.4 shows those metrics below.
Figure 4.3: Number of true positives after each epoch.

Figure 4.3 shows number of true positives after certain epochs. Similar to charts shown previously in this chapter, this chart also shows two separate runs with different training sets. In addition to those two lines, this chart contains a purple dashed line which shows the target value for number of true positive classifications. True positives chart shows that network trained with balanced dataset tends to change classifications more frequently than the network trained with whole training dataset. This might be the result of loss function penalizing false positives and false negatives equally in balanced dataset. Whereas, in the case with whole training data, false positives are penalized much more than false negatives because of their frequency in the training set.

As shown in Figure 4.3, both runs converged to final state after approximately same epoch. The resulting number of true positive classifications values show balanced training run is more aware of positive samples which results in having a higher recall value. Although there is a huge difference between datasets as explained in the previous section of this chapter, the difference in the result is less than 10% which suggests training with all training data might the better choice. Despite the fact that balanced data gives smaller $F_1$ score, having greater recall values might be preferred
in some cases.

Figure 4.4: Number of true negatives after each epoch.

Figure 4.4 shows another chart visualizing the number of true negative classifications after certain epochs. In contrary to convergence epoch similarity between two runs in previous figures, number of true negative classifications chart shows a huge difference between those in Figure 4.4. While both runs converge after 30th epoch in previous charts, convergence epochs differs slightly in true negatives chart. Obtained results are differs approximately 5% in the end.

Similar to true positives chart, fluctuations in the run with balanced data are considerably greater compared to the run with whole train set. This graph shows the probable precision outcome of the run with whole training data would be better than the balanced run.

Both training runs show my model learn the contexts as it improves after epochs. Although it is easier to track the learning on the balanced set, network updates are visible in both runs.

Having run the same model multiple times with same data, one can conclude that Anonimatik model does not depend on random initialization and it is capable of learning the context and makes better predictions in later epochs.
After checking the results of both runs, network trained with unbalanced original data seems to be most feasible choice. Therefore, next section will be focused on the results obtained with first run.

For real world de-identification systems, recall score might be more important than precision score. In the case of lower precision, one might remove important information from discharge summary. Although it is not wanted, it might be preferred to not removing personal information holding words in the real world usage. The experiment done in this section shows it is possible to use the same network to create alternative de-identification system just by partitioning training data.

4.4 Results

In this chapter of my thesis, I present and comment the results of my model on i2b2 challenge dataset. I have calculated the performance of my model based on 2 main metrics, precision and recall.

\[
Precision = \frac{TruePositives}{TruePositives + FalsePositives} \quad (41)
\]

\[
Recall = \frac{TruePositives}{TruePositives + FalseNegatives} \quad (42)
\]

\[
F_1 = 2 \times \frac{Precision \times Recall}{Precision + Recall} \quad (43)
\]

In our automatic de-identification problem, precision score (also known as positive predictive value) is the fraction of personal information holding words among the positively classified words, while recall score (also called sensitivity) is the fraction of personal information holding words that have been marked correctly over the total amount of personal information holding words. Both precision and recall scores are therefore a measurement of relevancy.

In the most basic terms, greater precision in automatic de-identification means that the system identified substantially more personal information holding words than irrele-
vant words, while greater recall means that the model identified most of the personal information holding words in the whole text.

In the scope of this work, the precision score is calculated by dividing the total count of true positive examples (i.e. the number of personal information holding words correctly marked as PHI-word) by the sum of true positive examples and false positive examples (i.e. total number of words labelled as personal information holding word) as shown in equation (41). Recall in the de-identification context is defined as the number of true positives divided by the sum of true positives and false negatives (i.e. total number of words in the texts that contains personal information) as shown in equation (42). Likewise, $F_1$ score is another metric that takes into consideration both precision and recall I used to compare the performance of my model. Equation (43) shows the formula of $F_1$ score which I used to calculate.

Obtained results on dataset with comparison to others are shown in Table 4.3.

<table>
<thead>
<tr>
<th>Model</th>
<th>F-Score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aramaki</td>
<td>0.94</td>
<td>0.95</td>
<td>0.93</td>
</tr>
<tr>
<td>Guo</td>
<td>0.81</td>
<td>0.83</td>
<td>0.80</td>
</tr>
<tr>
<td>Hara</td>
<td>0.90</td>
<td>0.91</td>
<td>0.90</td>
</tr>
<tr>
<td>Szarvas</td>
<td>0.97</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>Uzuner</td>
<td>0.98</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Wellner</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>Anonimatik[2]</td>
<td>0.91</td>
<td>0.95</td>
<td>0.88</td>
</tr>
<tr>
<td>Anonimatik[1]</td>
<td>0.68</td>
<td>0.53</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison of automatic de-identification systems

As explained previously in this chapter, I present the results of both runs with different training sets.

Results listed in Table 4.3 shows when trained with whole training dataset my model becomes skewed on negative prediction. This skewness decreases the recall score of model from 0.95 to 0.53. Along with the drastic 44% decrease in recall score, my
model achieves a better precision score increasing precision score from 0.88 to 0.95. However when we evaluate the scores all together, the increase in the precision score does not supersede the decrease in recall score. Having lower $F_1$ score in balanced run shows it is better to use the whole training data to train the network.

On the other hand, the reason behind having better $F_1$ score is having a test set that is skewed as much as training set. When trained with the balanced dataset, the skewness of model is eliminated therefore Anonimatik model can not achieve good results in that case.
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Figure 4.5: Comparison with other de-identification models.

Figure 4.5 shows visualized comparison with other automatic de-identification models that focus on the medical discharge summaries. It is ordered by $F_1$-score and both models (first one trained with balanced dataset, second one is trained with whole training dataset) are shown in the figure. Change in precision and recall scores on both runs is clear in the figure.

In spite of having more successful models as comparison, Anonimatik model trained on the whole training set achieves a comparable performance without using any
knowledge resource.

When comparing my model to other model that does not use knowledge resources, Anonimatik model trained on the whole training set achieves a better $F_1$-score and better precision score.
CHAPTER 5

CONCLUSIONS

In the scope of this thesis, I created a two-layered neural network model to automatically identify personal information holding words in plain text data. My model uses a bi-directional long short term memory network to encode local contexts of words and a fully connected neural network to produce the probabilities stating whether target word is a personal information holding word or not. Unlike other approaches, my model does not require using external knowledge resources (e.g. name lists, medical term lists, common word lists etc.) making it easier to train and use with different languages. I have trained and evaluated the performance of my model on the corpus created for the automated de-identification challenge organized by Informatics for Integrating Biology & the Bedside (i2b2) in 2006. My model achieved 0.91 F-score on the test set with 0.88 recall and 0.95 precision scores. Results show that my model performs similar to existing models which depend on external knowledge resources and performs better than the similar model that does not use external knowledge resources. Over the course of this study, I showed that an automatic de-identification model can disambiguate contexts and identify personal information holding words without depending on any external dictionaries. Furthermore, I experimented my model with balanced and unbalanced training sets and compared the differences between the results. Differences between two runs show that when trained with balanced dataset my model becomes skewed which results in greater recall scores. Although it is not ideal for F-score, higher recall score might be preferable in some situations. The model I have created in the scope of this thesis is the only publicly available automatic de-identification model that is designed to be used without requiring any external dictionaries.
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