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ABSTRACT

SOURCE STRENGTHENING IN RECOGNITION MEMORY

Aytag, Sinem
M.S., Department of Psychology
Supervisor: Assist. Prof. Asli Kilig Ozhan

August 2019, 99 pages

This thesis aimed to explore the list-strength paradigm in source recognition
memory. Items can be strengthened through repetition, slower representation or
deeper encoding either in different lists (pure-list) or within the same list (mixed-
list). The strength-based mirror effect is the finding that when items are
strengthened in a pure list, hit rates increase and false alarm rates decrease
compared to the weakly encoded items. When a mixed-strength list is
implemented, weak items’ recognition memory performance is not harmed by the
presence of strong list items and strong items do not benefit from the
accompaniment of weak items. This finding is defined as the null list-strength
effect. The current thesis extended the strength-based mirror effect and the null list-

strength effect to source recognition memory.

Keywords: Recognition memory, source memory, strength-based mirror effect,

null list strength effect, source recognition



0z

TANIMA BELLEGINDE BAGLAM BILGISININ GUCLENDIRILMESI

Aytag, Sinem
Yiiksek Lisans, Psikoloji Boliimii

Tez Yoneticisi: Dr. Ogr. Uyesi Asli Kilig¢ Ozhan

Agustos 2019, 99 sayfa

Bu tezin amaci, liste giliglendirme paradigmasinin kaynak tanima belleginde
incelenmesidir. Giiglendirme tekrar, uzun siireli gosterim veya derin islemeye
diizeyi kullanilarak listeler aras1 (saf liste) veya ayni liste igerisinde (karisik liste)
yapilir. Glice dayali ayna etkisi, listenin tamami giliclendirildiginde, tamami zayif
kalan listeye kiyasla, isabet oranin artmasi yanlis alarm oranin ise azalmasidir.
Listenin yalnizca yaris1 giiglendirildiginde ise, zay1f bilginin tanima bellegi basarist
giiclii bilginin listede bulunmasindan olumsuz etkilenmez. Aym sekilde, giiclii
bilginin taninmas1 zayif bilgiyle ayni listede bulunmasindan yarar saglamaz. Bu
etki anlamsiz liste giiclendirme etkisi olarak tanimlanir. Bu tez, giice dayali ayna
etkisi ve anlamsiz liste giliclendirme etkisinin kaynak tanima belleginde de

gosterilmesini saglamistir.

Anahtar Kelimeler: Tanima bellegi, kaynak bellegi, giice dayali ayna etkisi,

anlamsiz liste gliglendirme etkisi, kaynak tanima
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CHAPTER 1

INTRODUCTION

1.1 Recognition Memory

Episodic memory is first defined by Tulving (1983) as a memory of an event
experienced at a particular time and place. Recognition memory is an episodic
memory task. The task first requires studying a list of items (words, pictures etc.) to
remember. Then, new items (foils) are added to the list of previously learned items

(targets). At test, individuals are required to discriminate targets from foils.

— Targets

CR

Memory Strength

Figure 1.1 Signal detection theory



Signal Detection Theory (SDT; Green & Swets, 1966; Banks, 1970) is a
measurement model applied to human memory to measure the performance. The
application of SDT to human memory defines memory traces as signals that must
be detected to perform the task when there are noises which are, in this case, new
items that must be rejected. Memory evidence for targets and foils are assumed to
be normally distributed with a greater mean evidence for targets since they are
already learned. The distance between target distribution and distractor distribution
gives an information about the discriminability of the set such that greater distance
means greater discriminability. To make a recognition decision, a criterion is set by
subjects which might reveal the best performance in the task (see Figure 1.1). As
Figure 1.1 illustrates, if memory evidence of the test probe exceeds this subjective

criterion, the probe is endorsed; otherwise, it is rejected.

When familiarity value of a target item exceeds the criterion and, therefore,
subjects correctly identify it as old, this is defined as a hit (H). A new item also has
the possibility to have greater familiarity value than the criterion set by subjects.
This might result from the similarity of the item or the context to the information in
memory. False alarm (FA) occurs when a new item is incorrectly accepted as old.
There is also miss (M), a target item which is incorrectly rejected and defined as
new, and correct rejection (CR), a new item which is correctly rejected, that can be

revealed in a recognition memory task (see Table 1.1 and Figure 1.1).

Table 1.1
Type of Memory Distributions

Response/Test Item | Target Foil
Yes H FA
No M CR

Recognition memory performance depends on the proportion of targets which are

correctly endorsed as old - hit rates (HR) - and the proportion of foils which are



incorrectly endorsed as old - false alarm rates (FAR). In the case that a subject sets
more liberal criterion in a typical recognition memory task, both HR and FAR
increase. On the other hand, if a subject sets more conservative criterion, both HR
and FAR decrease.

Memory models assume that there are three different kinds of information that
might have a role in human memory. These are item, context, and associative
information. Item information refers to semantic, orthographic, and phonological
properties of the to-be-remembered item (Murdock & Anderson, 1975). For
example, item information includes semantic, phonetic, or visual properties of a
word or visual content of a photograph. Context information includes both internal
and external factors associated with the situation in which learning occurs. That is,
context information refers to environmental factors such as the experimental room
or time as well as internal factors such as the mood of the participants when the
experiment is run (e.g., Murnane, Phelps, & Malmberg, 1999). Finally, associative
information is the information of co-occurrence of items (Murdock & Anderson,
1975). But mostly the models assert that item and context information have an
effect in recognition memory (Mensink & Raaijmarkers; Shiffrin & Steyvers,
1997).

In recognition memory, retrieval success is determined by the similarity between
the test probe and traces in memory. Different memory models rely on different
sources of information for this similarity. For example, context noise models (e.g.,
Bind Cue Decide Model of Episodic Memory; BCDMEM; Dennis & Humphreys,
2001) assume that context information is the main source of interference whereas
item noise models (e.g., McClelland & Chappell, 1998; Shiffrin & Steyvers, 1997)

assume that the main source of interference is other items in memory.



1.2 The Strength-Based Mirror Effect

A mirror effect refers to an increase in correctly endorsing old items and, at the
same time, a decrease in incorrectly endorsing foils for a particular class of items
compared to the others. Mirror effect can be thought as: “Performance on new
items mirrors performance on old items” (Glanzer & Adams, 1985, p.8). One
common example is the word frequency mirror effect which refers to that low
frequency words (e.g. hippopotamus) are correctly recognized more and incorrectly
false alarmed less than high frequency words (e.g. fish) (Glanzer & Adams, 1985).
Another example is the list-length mirror effect which is the finding that shorter
lists have higher hits and lower false alarms than longer lists (Ratcliff & Murdock,
1976; Murnane & Shiffrin, 1991; Cary & Reder, 2003). The list-length mirror
effect which suggests that adding new items in a list impairs memory performance
is an extremely robust effect. Such that, the list-length mirror effect is not only
found in recognition memory but also in free recall and cued recall (Cary & Reder,
2003).

Strength manipulation is another one that constantly elicits a mirror effect.
Repetition, longer study time, or deeper level of encoding (e.g. focusing on the
semantic information of the item) are the paradigms used to increase the strength of
an item. Strengthening can be manipulated either in different lists (pure list) or
within the same lists (mixed lists). This may result in three types of lists: pure weak
list, pure strong list, and mixed list. Let’s assume that repetition paradigm is used to
increase strength. A pure weak list is when all items in a list are presented only
once. A pure strong list is when all items in a list are presented, for example, five
times. Finally, a mixed list refers to when half of the items in a list are presented
only once and the other half in the list are strengthened with additional study for

five times.

Suppose a group of items are presented only once in a pure weak list and another

group of items are presented five times in a pure strong list. When items are



strengthened in the pure strong list, the likelihood of recognizing these strong items
increases and the likelihood of accepting foils as studied decreases compared to
weakly encoded items (Glanzer & Adams, 1985). This is called the strength-based
mirror effect because as Glanzer and Adams (1985) states that the foils’
performance mirrors the targets’ performance. Significant number of studies has
indicated this strength-based mirror effect (SBME) in item recognition (Cary &
Reder, 2003; Criss, 2006; 2009; 2010; Criss, Aue, & Kilig, 2014; Glanzer &
Adams, 1985; Kilig, Criss, Malmberg, & Shiffrin, 2017; Shiffrin & Stevyers, 1997,
Starns, Ratcliff, & White, 2012; Starns, White, & Ratcliff, 2010; Stretch & Wixted,
1998).

1.3 The List-Strength Effect

Iltems can be strengthened through repetition, longer presentation, or deeper
encoding either in a pure list or in a mixed list. Mixed list strengthening is when
some items in the list are strengthened with one of the strength paradigms but not
the others in the list. The question regarding what happens to the weak items in the
mixed study list when the other items in the same list are strengthened has long
been discussed. The study conducted by Tulving and Hastie (1972) explored this
question in free recall. Their results revealed two important outcomes: weak items
presented only once has impaired memory performance when the other items in the
list are strengthened, and the strong items oppositely elicit higher memory
performance in free recall when the weak items accompany them in the list. This

result is referred to as a (positive) list-strength effect.

Ratcliff, Clark, and Shiffrin (1990) later examined the list-strength effect (LSE) in
a more inclusive study including the tasks of free recall, cued recall, and
recognition memory. After studying a group of strong items with another group of
weak items, a positive LSE in free recall was again clearly revealed as in Tulving
and Hastie (1972) study. That is, weak items studied along with strong items

recalled worse when compared to weak items from pure list. On the other hand,
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strong items took an advantage of being studied with weak items and recalled
better than strong items from pure list. For the cued recall task, similarly, a positive
but less clear LSE was revealed. The most amazing result from this study was that
strength manipulation in the mixed list design revealed completely different effect
for recognition memory: when half of the items in the list was further studied while
the other half was studied only once, recognition accuracy was comparable for
weak/strong items across the mixed- and the pure-list conditions (Ratcliff, Clark, &
Shiffrin, 1990). In other words, weak targets were not worse recognized when they
were presented along with strong targets. Similarly, strong targets were not better
recognized when they were studied in the mixed list compared to being studied in
the pure list. This result is called a null list-strength effect. In order to explain these
results, Shiffrin, Ratcliff, and Clark (1990) proposed that stronger items are
represented by a single episodic memory trace - unlike extra items represented by
different traces — and the activation of strong traces at test is unlikely by an
unrelated item probe in which case is referred to as differentiation. The effect has
been widely replicated since its initial discovery by Ratcliff et al. (1990; Murnane
& Shiffrin, 1991; Yonelinas, Hockley, & Murdock, 1992; Hirshman, 1995) and
memory models have been since developed to explain properly the null LSE in
item recognition (e.g. REM; Shiffrin & Steyvers, 1997, BCDMEM; Dennis &
Humphreys, 2001).

How strengthening a group of information affects memory performance of the
weak information in the same list has since drawn considerable interest for memory
researchers. Investigating the LSE in different types of information has proven its
theoretical importance. For instance, Osth and Dennis (2014) conducted a study to
examine the LSE in associative memory paradigm. There were two experiments in
the study, and they were the same except that the first experiment was conducted
with yes-no recognition task and the second one was conducted with two-
alternative forced choice (2AFC) task. In the condition where all pairs in the list

was kept weak by studying only once, half of the pairs was tested as intact or



rearranged pairs. In the mixed list condition, half of the pairs was studied only
once, and the other half was studied four times. At test after the mixed list study
phase, first weak pairs then strong pairs were tested again either as intact or as
rearranged pairs. Results, as in item recognition, revealed the null LSE which
suggests that associative recognition performance for weak pairs was not affected
by strong pairs. Thus, the null LSE was generalized to associative recognition,

which in fact measures the association among a pair of items.

The list-strength paradigm has been studied numbers of times in item memory to
understand its underlying processes. However, the paradigm has not been
investigated yet in source memory. Exploring the list-strength paradigm in source
memory was important because results obtained from this study would broaden the
knowledge on the effect of additional learning on human memory. More
importantly, this study would give an information about the representation of
source information in memory as well as how additional learning of information in
the same or different source/s affects source memory and its retrieval. Therefore,
this thesis aimed to examine first the effect of source strengthening in a pure list on
source memory, and then the effect of strengthening in a mixed list on recognition
of strong and weak sources.

1.4 Two Accounts for the Strength-Based Mirror Effect

When items are strengthened with either repetition, or slower presentation, or
deeper level of processing in a pure list, it is not surprising that correct
endorsement of strong items as old increases because their memory evidence are
getting increased due to additional learning. However, more puzzling result is the
decrease in the probability of incorrect endorsements of new items. One can
intuitively expect no change in memory evidence of new items because they are
presented for the first time in the test phase. So, why would an encoding
manipulation affect them? Underlying encoding process causing a change in

memory strength and subjective decision criterion are the two factors that current
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theories employ to explain the SBME in recognition memory. There are two
different accounts that accurately explain the decrease in false alarms after an
additional study, namely the differentiation account and the criterion-shift account.
These two accounts are proposed based on how these two factors change across
weak and strong encoding conditions. In order to give the readers a detailed
information about these two accounts, first, the criterion shift account will be
explained in this section and later will be followed by the differentiation account.

1.4.1 Criterion Shift Account

The criterion shift account asserts that the decision mechanism is the only factor
that is responsible from a change in the likelihood of accepting foils as old across
strength conditions (Cary & Reder, 2003; Starns, Ratcliff, & White, 2012; Stretch
& Wixted, 1998; Verde & Rotello, 2007). This account suggests that additional
learning of other items results in strengthened encoding of them in memory, but
this does not affect memory strength of foils which are displayed for the first time
at test. Therefore, memory evidence for foils is assumed to be comparable across
pure strong and pure weak lists. Instead of a change in memory strength of foils,
the criterion shift account specifically proposes a strength-based change in the
subjective decision criterion to explain the decrease in the probability of acceptance
of foils as studied. According to this account, participants set a more stringent
criterion for the strongly encoded items than the weakly encoded items to make a
recognition decision (see Figure 1.2). Eventually, the probability of saying “old” to
the foils decreases because individuals now need more evidence in order to
consider them as “studied” and the familiarity value of them is not likely to exceed

the current stricter criterion (see Figure 1.2).

When looking at the increase in the likelihood of endorsement of the strongly
encoded items specifically, this increase in hits results from the increase in memory

strength after an additional learning as Figure 1.2 illustrates. In other words, the



criterion shift account assumes that additional learning leads items to be encoded in

memory better.

— Weak Targets
==+ Strong Targets
“““ Foils

Memory Strength

Figure 1.2 An illustration of the criterion shift account

Researchers has since conducted several studies to manipulate the decision
mechanism based on list strength. The decision mechanism is suggestible to the
external factors such as costs and rewards or information given by the experimenter
(Criss, 2006). Thereby, the most frequent paradigm is to give an exact information
about the strength of the test list to cause a change in the familiarity criterion. That
is, after participants study a mixed list with varying item strength levels, they are
tested with pure lists including either weak or strong items. More importantly, they
are explicitly informed by the experimenter about the nature of the test content
prior to each test block. Thereby, they are forced to determine a new familiarity

criterion according to the strength of the test list rather than the study list. Results



of these studies reveal the decrease in false alarms — and the increase in hits too —
when testing with only strong items along with foils (pure strong test list)
compared to when testing with only weak items (pure weak test list) even though
those items were studied in the same list (Starns et al., 2010; Kilig et al., 2017). The
criterion shift account explains these results very well without any further need for
additional mechanism. This is because the criterion shift account assumes that the
decrease in false alarms is a result of a change in the decision criterion as the
studies has already demonstrated that false alarms decrease when participants
adjust a new conservative criterion based on the test content which includes only

strong targets.

To conclude, the criterion shift account explains the decrease in the endorsement
probability of foils with a change in the subjective criterion after an additional
study. As a natural consequence of adapting stricter criterion, false alarms decrease.
The probability of accepting targets as studied increases since memory strength of

strong targets increases with an additional study.

1.4.2 Differentiation Account

The differentiation account assumes that both an increase in hits and a decrease in
false alarms after an additional study is a natural consequence of encoding
processes (Shiffrin, et al., 1990; Criss, 2006; 2009; 2010; Criss, Wheeler, &
McClelland, 2013). Specifically, using strength paradigms results in storing more
information in the same episodic image. Such that, each representation of an item
produces a more accurate and a more complete representation of the item in
episodic memory. Thereby, the match between the target probe and its
corresponding episodic memory trace increases with an additional study. Similarly,
the more information stored in the episodic memory image, the less similar the
image becomes to and the more it differentiates from other traces. Therefore, the
match between foils and the episodic traces in memory decreases after

strengthening items compared to the condition in which the items remained weak.
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Unlike the criterion shift account, the differentiation account assumes two different
familiarity distributions for foils based on whether the study list is pure strong or
pure weak. After studying a pure strong list, the familiarity distribution of the foils
moves away from the familiarity distribution of the strong targets because the foils
become more dissimilar to the targets (see Figure 1.3). Thus, the likelihood of
endorsements of foils decreases. As in the criterion shift account, the memory
strength of the strong targets increases with an additional study; therefore, the
probability of hits increases (see Figure 1.3). That is, both the differentiation
account and the criterion shift account suggest that the same factor causes an
increase in the likelihood of the target endorsements but a decrease in false alarms
is explained with an implementation of weak foil distribution to the SDT in the

differentiation account.

— Weak Targets e
- - - Strong Targets

“““ Weak Foils i
-—-- Strong Foils i

Memory Strength

Figure 1.3 An illustration of the differentiation account
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Koop, Criss, and Pardini (2019) recently conducted a study showing the SBME in
recognition memory that can only be explained with the differentiation account (or
the mnemonic account as they refer in their article) because a change in the
subjective decision criterion is impossible due to the design they used. Specifically,
they conducted several experiments as explanatory to test their design before
testing the validity of the differentiation account on the SBME. At the end, the
preregistered fifth experiment was conducted in which a deeper level of processing
(by asking “Is this word pleasant?”’) was applied to increase memory strength and a
shallow level of processing (by asking “Does this word contain the letter €?”) to
keep items weak was used with two short pure lists consisting of only ten items.
They chose levels of processing paradigm for the strength manipulation because
participants should not be aware of the strength in contrast to several studies
demonstrating that participants are very good at repetition judgments (for a review,
see; Koop, Criss, & Pardini, 2019). They also specifically tested participants’
awareness by asking them a single question of how well they would do at test prior
to each test block. The results revealed the SBME in the case that participants were
unaware of the list strength due to the levels of processing strength manipulation.
Participants were also not able to change their decision criterion throughout the test
due to using short lists including only ten items. This experiment well supports that
differentiation is definitely responsible from the SBME when the strength-based

shift in the familiarity criterion is unlikely.

Overall, the differentiation account explains well both an increase in the probability
of acceptance of studied strong items as old and a decrease in the probability of
recognition of non-studied new items by only assuming a change in memory
strength for both foils and targets after an additional learning. The change in foil
distribution is also assumed by the differentiation account like the change in target
distribution because targets and foils become more dissimilar to each other with

additional study of targets.
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1.5 Retrieving Effectively from Memory Model

Retrieving Effectively from Memory (REM; Shiffrin & Steyvers, 1997) model was
developed based on the differentiation account. In the pure item noise version of
the model, memory is assumed to consist of several separate images represented as
vectors, which contain feature values. Feature values represent semantic,
orthographic, or phonological information as well as any information related to the
item itself. During study, each item is stored in memory as an episodic image and
this image is an incomplete and error-prone copy of the studied item. Once a
feature is stored, the REM model assumes that its value does not change
throughout the experiment. But the empty values are replaced by feature values
with an additional study. In other words, an additional learning results in replacing
zeros - representing no information - with the information related to the item.
Therefore, the episodic image becomes more accurate, more complete, and more

similar to the information itself presented at study.

At test, retrieval occurs based on the matching process of the probe item presented
at test - which is either a target or a foil - to all traces representing the studied items
in episodic memory. As a result of the matching process, if the similarity of the
item probe is higher than the subjective decision criterion the item is recognized as
old. On the other hand, if the similarity of the probe is lower than the subjective
decision criterion, a new decision is given for the presented item (Shiffrin &
Steyvers, 1997).

When looking at the outcome of strengthening, the strengthened memory evidence
after additional study leads to an increase in the match between the target probe
and its memory trace because the similarity of the strong target to its memory trace
increases. Similarly, the match between the foil item and memory traces decreases
because memory traces become more dissimilar to the new information after

additional study.
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1.5.1 REM.4

In an alternative version of the REM model (REM.4; Shiffrin & Steyvers, 1997),
context information is also represented as a vector containing feature values. The
vector representing the context information is assumed to concatenate to the item
vector. As a result, concatenated two vectors which consist of features belonging to
both item and context information is stored in episodic memory as a representative

image of specific item information acquired in a specific context (see Figure 1.4).

[context 5] [item ]
[context g] [item ]

[context (] [item 5]

Figure 1.4 Concatenated context information to item information

Since episodic memory contains numerous numbers of images that represent the
information learned up to now, it is unlikely and obviously effortful process that
the probe item matches all the information stored in memory. Therefore, the
REM.4 model proposes a two-step recognition memory model. In the first step, all
images in the relevant list/context are activated based on the context features only.
After the activation of all images in the relevant context, in the second step, a
recognition decision is made by comparing the probe item to each memory trace in
the activated set of images (see Figure 1.5). Let’s come up with an example for
illustrating the two-step recognition memory model. Assume that a group of
pictures belonging to human faces is studied in the laboratory. Two days later,
participants are required to do a recognition task with the list including the human
face pictures they studied two days ago and new faces. In this case, the REM.4
model assumes that memory works like this: first, only the faces learned in the
laboratory two days ago are activated based on the context information. In this

case, the context is where — the laboratory - and when — two days ago - the
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information is learned. Then, each presented picture whether it is a studied human
face, or a new human face is matched against all the faces activated shortly before
based on the context information. Finally, a recognition decision is made based on

that the familiarity value of the test probe exceeds the criterion or not.

[i tem probe]

[context 5] [item ]
[context 5] [item ]
[context A] [item 5]
[context 5] [item 4]

[context ] [item 5]

[context ,] [item (]
[context ] [item ,]
[context ,] [item 5]
[context ,] [item 4]

[context ,] [item 5]

l l

1. Step 2. Step

Activation of all
traces in the
relevant context

Comparison of the
probe item in the
activated set of

Figure 1.5 The two-step recognition memory model (REM.4)

1.6 Source Memory

Source memory represents the ability to specify the context in which the
information is learned. Thereby, source memory refers to a variety of
characteristics including spatial context, temporal context, social context of the
event, through whom the event was perceived, and modality of apprehension. All
these pieces of information help to state how the remembered information was
formed (Johnson, Hashtroudi, & Lindsay, 1993; Lindsay, 2008). Identifying the

source of to-be-remembered information is essential for memory tasks. For
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instance, in recognition memory task, individuals have to differentiate the items
studied in the experiment from the newly presented items at test, which might seem

familiar due to the other sources the particular item was encountered with.

Beyond helping to discriminate studied items from new ones, source memory is
also separately tested to understand its nature. Source memory tasks require the
discrimination between two or more sources. In a typical source memory task,
participants first study a list of items in different contexts; for example, a group of
information is given from a female voice and another group of information is
learned from a male voice. Later, at test participants are asked to identify source
information, which is either male or female voice in this case for the presented
item. Source memory task might also follow an item recognition task including
foils as well at test. In this case, participants are first required to make an item
recognition decision for the test probes. Then, participants are expected to make
source judgments for the test probes recognized as old in item recognition test.

One research conducted by Starns and Ksander (2016) investigated effects of
additional learning of the information either in the same or different source/s on
both item memory and source memory. Specifically, a list of information was
presented only once without any repetition while another list of information was
displayed three times in the same context (same-source repetition), and finally last
group of information was repeated three times in different contexts (different-
source repetition). In the first experiment, participants were required to make a
source discrimination for the presented words using 6-point confidence scale. The
second experiment was similar to the first experiment except that participants first
made an old-new decision and then a source discrimination for each item. Results
of this study revealed that the different-source repetition condition produced the
same improvement in item recognition memory with the same-source repetition
condition. Moreover, repetition of items in different sources decreased performance
on source memory whereas repetition of items in the same source improved source

memory performance when compared with the no-source repetition condition.
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Therefore, results from Starns and Ksander’s (2016) experiments indicated that
strengthening items in a single source improves source memory whereas
strengthening items in multiple sources creates interference in source memory. This
was the first study in the memory literature that reveals additional study of sources
also increases the probability of retrieval of strengthened sources from memory like
item information. It also demonstrated that learning the same information from
different sources creates interference on retrieval of source information and

decreases source memory performance.

1.7 Aims of the Thesis Research

At the most general level, the aim of the current thesis was basically to investigate
source memory performance after an additional study of an item either in the same
source or in different sources in pure (separate) lists, and then to further examine
the effect of strengthening of item information both in the same source and in
different sources in mixed (same) lists. The proposed study might indicate whether
the differentiation account could be generalized to context information by
employing a source recognition task and allow an additional test for the context
noise version of the REM model (REM.4; Shiffrin & Steyvers, 1997). Although the
REM.4 model does not specify any mechanism regarding the retrieval of source
information, its representation of context information is comparable to item
information. Therefore, the list-strength paradigm was explored in source memory

by assigning a recognition task. This was the starting point of this thesis.

In the list-strength paradigm, items are strengthened within the same list context.
Even in pure list conditions, the source of the items is kept constant and only the
item information is assumed to be strengthened. In the proposed study, items were
strengthened either in the same context or in different contexts while item
repetition was kept constant across changing contexts. Thus, firstly, item
recognition task was employed to examine whether strengthening an item in

multiple contexts affects item recognition in general by comparing the probability
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of correctly identifying a studied item across different source strength conditions. It
was hypothesized that the item strength would increase in accordance with the
number of item repetition regardless of the changing context (Starns & Ksander,
2016).

Later, a source recognition task was employed in order to test the list-strength
paradigm in source memory. At study, items were repeated three times but either
three times in the same context or three times in three different contexts or two
times in one context and once in an additional context. Hence, different strength
levels were created for source information while keeping the item strength same
across conditions. In the second phase of the test after item recognition task, items
were again presented but either in the same source they were obtained in the study
phase (source target) or in a new source they have never encountered before at the
study phase (source foil). Participants were required to make a source recognition
decision for the presented sources using a yes-no decision task.

The first goal of the current thesis was to evaluate whether repetition of an item in
a single source results in an increase in the likelihood of acceptance of that source
(HR) as well as a decrease in the likelihood of acceptance of source foils (FAR).
Starns and Ksander (2016) suggest that repetition of items in the same source
increases source memory performance for that particular sources. Thereby, in this
thesis, higher hit rates were expected for strong sources compared to weak sources.
Further, since source recognition task gave the opportunity to examine memory
performance of source foils, a decrease in the probability of identifying source foils
as old after studying for an additional repetition of sources was also expected. In
short, an SBME in source recognition, similar to that in item recognition, was
expected in the contexts that are repeated in the pure strong lists compared to the

weak contexts.

The second goal was to explore source recognition performance when some
information in the list were studied repeatedly in the same context while the others

were studied in multiple context (the mixed list). That is, how strengthening a
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group of contexts while keeping the others weak affects source memory
performance of strong and weak sources would be investigated. The mixed list
strength effect in item recognition has repeatedly revealed a null LSE effect which
demonstrated that the discriminability between the foils and strong targets - or
weak targets - in the mixed list are not different from the discriminability between
the foils and strong targets — or weak targets — learned in the pure lists. This
suggests that memory strength of weak items does not decrease due to the
accompaniment of strong items in the same list compared to weak items in the pure
weak list. Similarly, strong items’ memory performance does not increase because
they are studied along with weak items when compared to being studied in pure

strong lists.
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CHAPTER 2

EXPERIMENT 1

2.1. Method

2.1.1 Participants

52 undergraduate students from Middle East Technical University (METU)
participated in the study and received a partial course credit. Two participants were
removed before running the analysis since they did not comply with the
instructions: One gave no response to and the other always pressed “yes” in source
recognition task. After removing these two individuals, 50 participants (M age=
21.4, SD age = 1.77) were used in the final analysis. 60% of the participants were
females and 74% were right-handed. All participants were native Turkish speakers

with normal color-vision and normal or corrected-to-normal visual acuity.

2.1.2 Materials

The words were randomly selected from Turkish Word Norms (Tekcan & Goz,
2005). The database contains 905 words in total ranging from three to eight letter.
796 words remained after removing less than 4- and more than 7-letter words and
color words such as “blue”, “yellow” or “black”. There were eight blocks each
including 24 study words and 30 test words including six foils along with all
targets. In total, 240 words were randomly sampled for each experimental session.

Thereby, each word was used as a representation of information itself.

Source information is the information where the information itself is obtained from

(Johnson, Hashtroudi, & Lindsay, 1993; Lindsay, 2008). That may refer to variety
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of characteristics including from where/whom or when the information is learned.
In laboratory studies, very broad and different types of scales have been used to
manipulate source information such as colors, locations of computer screen,
woman and man’s voices, faces, or temporal information. In the current thesis,
source was manipulated with both locational and color information. Specifically,
computer screen was divided into four and a different color was assigned to each
quadrant. The reason to use both the color and location information together was to

increase distinctiveness.!

2.1.3 Design and Procedure

Participants were instructed with a written instruction presented on the computer.
They were asked to carefully read the instruction. After reading the instructions and
after completion of the practice phase, if participants had any questions about the
experimental process, the experimenter answered their questions. However, during

the experiment participant were not allowed to ask any questions.

The experiment was a three factor (single-source, two-source, and three-source)
within subject design. The practice phase was exactly the same as the experiment
phase except the number of words. To be able to understand how they would
proceed the experiment, participants practiced in all conditions with a smaller
number of words. Total twelve words in the practice phase were randomly selected
from the rest of the database (Tekcan & Goz, 2005).

In the study phase, all items were presented three times either in the same context
or in different contexts. In one condition, words were presented three times in the
same context (thrice in location A); in the other condition, words were presented
again three times but in two different contexts (twice in location A and once in
location B); and in the final condition, words were presented three times but this

! Several pilot studies were conducted before deciding on source manipulation. Pilots revealed that
using color and location together increased distinctiveness.
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time in three different contexts (once in each location A, B, C) (see Table 2.1 and
Figure 2.1).

During the repetitions, all of the items were shuffled, and all of them were
presented before an additional repetition occurred. That is, if an item was presented
for the second time, all other items were then presented before a third presentation

of any of the item was possible.

Table 2.1

Representation of Each Condition

ConditionTocation Location A Location B  Location C Location D
Single-Source Repetition ®3 - - -
Two-Source Repetition x2 xl - -
Three-Source Repetition x1 x1 x1 -

Source strength was manipulated across lists, meaning that each condition was
presented separately in each block. Out of eight blocks in total, single-source
repetition condition (SSR) and three-source repetition condition (3SR) were
displayed in two blocks for each and two-source repetition condition (2SR) was
presented in four blocks throughout the experiment.

Single-Source Repetition Two-Source Repetition Three-Source Repetition

EEE

Figure 2.1 An illustration of study phase for each condition
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Source and strength were counterbalanced such that each source in each condition
was used in equal by preserving the strength manipulation (see Table 2.2). One
should not be distracted by the fact that the number of distinct words across
conditions was different. Total number of words across conditions was kept equal.
In addition, total word presentation was equal in each location across each
condition (see Table 2.3). Words were presented for 2000 milliseconds (msec) in
their contexts and inter-stimulus interval (ISI) between the presentations was 250

msec.

Table 2.2

Number of Distinct Words Presented in Each Location for Each Condition

ConditionTocation Location A Location B Location C Location D

Single-Source Repetition 6 6 6 6

Two-Source Repetition 12 12 12 12

Three-Source Repetition 18 18 18 18
Table 2.3

Number of Presentations in Each Location for Each Condition

Condition/T.ocation Location A Location B Location C  Location D
Single-Source Repetition 1% 18 18 18
Two-Source Repetition 1% 18 18 18
Three-Source Repetition 1% 18 18 18

A distraction phase for 45 seconds was implemented between the study phase and
the test phase with an aim of putting interval between the study and test phase
while preventing subjects to rehearse the studied items and sources. In the
distraction phase, participants were presented with random digits ranging from one

to nine and required to do cumulative summation.
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The test phase consisted of two stages. In the first stage, item recognition task was
performed with 30 words including 24 targets and six foils presented at the center
of the screen one by one without any source information. Participants were asked
to respond ‘yes’ if the item was old; and they were asked to respond ‘no’ if it was
new. For the items recognized as old, participants continued to the second stage in
which source recognition task was performed. The source recognition task was
assessed immediately after each item recognized as old. In this task, participants
were again asked to respond ‘yes’ if the context in which the item presented at test
was the studied context for that item; and they were asked to respond ‘no’ if the
context in which the item presented at test was a new context for that item (see
Figure 2.2).

yes or no?

yes or no?

yes or no?

yes or no?

Figure 2.2 An illustration of two-stage test phase

Items were presented either in the same context with the study phase (source target)
or in a different context from the study phase (source foil). There were six source
foils and the rest 18 old items were re-presented in the same context with the study

phase as source targets (see Figure 2.3).
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Source Target Source Foil

Single-Source Repetition

Source Target

Two-Source Repetition

Three-Source Repetition

Figure 2.3 An illustration of source targets and foils throughout conditions

Selection of source targets was crucial for the current experiment. For the SSR, the
source target was only one source in which the words were presented thrice. In
other conditions, items were strengthened either in two (2SR) or three (3SR)
different sources. For the 3SR, the source targets were selected from one of the
contexts in which words were presented only once. In other words, since the words
belonging to the 3SR were displayed equally - only once in each source -, any of
the presented sources could be selected as a source target at test. For the 2SR, there
were two source targets: one was the source in which words were presented only
once and the other was the source in which words were presented twice. At study,
the 2SR was studied for four blocks which correspond to two times more than the
other conditions, SSR and 3SR, in which only two blocks were displayed. This was
because both contexts of the 2SR were considered as essential in the present
experiment. Therefore, at test, both source targets of the 2SR were used. Precisely,
the source target was the context in which the 2SR words were presented only once
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in half of the blocks — two blocks - and the source target was the context in which
the words were presented twice in the rest of the two blocks at test.

Throughout the test phase, participants were asked to put their right and left index
fingers on the predetermined keys in order to give yes/no responses for item and
source recognition tasks. Participants were required to respond to each presentation
and there was an upper limit - seven seconds - to be able to give a response. If
participants did not respond within seven seconds, they received a warning
indicating that a response must be given within seven seconds. After the warning
screen, the next stimulus was presented. The reason of determining an upper limit

was to eliminate attention loss during the test.

2.2 Results?

All analysis in this thesis was conducted in R 3.5.1 (R Core Team, 2018). In
addition to the traditional null hypothesis testing, Bayes Factor (BF) was calculated
to further understand how much the alternative hypothesis stating a difference
between the conditions over the null hypothesis stating no difference between the
conditions - or how much the null hypothesis over the alternative hypothesis - was
supported with the data. BF was reported either as a BF1o which is the ratio of the
likelihood of the alternative hypothesis to the likelihood of the null hypothesis and
suggests how much the alternative hypothesis is supported by the data over the null
hypothesis, or as a BFo1 which suggests how much the null hypothesis is supported
by the data over the alternative hypothesis. For example, BF1o = 5 means that the
data is five times more likely under the alternative hypothesis than the null
hypothesis and BFo1 = 81.3 means that the null hypothesis is 81.3 times more likely

than the alternative hypothesis for the data.

2 All the data, MATLAB codes, and R codes for the analysis can be found in this link:
https://osf.io/4ftmb/
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2.2.1 Item Recognition

2.2.1.1 Hit Rates and False Alarm Rates

2.2.1.1.1 Normality Assumption

Before conducting Analysis of Variance (ANOVA) for repeated measures,
normality assumption was checked for the residuals. Visual graphs including
histogram, Q-Q plot and box plot were drawn, Shapiro-Wilk test was performed,
and additionally skewness and kurtosis values were calculated in order to

understand if there was any violation of normality.
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Figure 2.4 Normality analysis for hit rates in item recognition
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According to the results from Shapiro-Wilk normality test, HRs in item recognition
were normally distributed in the SSR condition [W = 0.963, p = 0.118, Skewness =
-0.06, Kurtosis = 0.647], in the strong 2SR condition [W = 0.975, p = 0.374,
Skewness = -0.016, Kurtosis = -0.191], in the 3SR condition [W = 0.989, p = 0.917,
Skewness = 0.077, Kurtosis = -0.336] and finally in the weak 2SR condition [W =
0.959, p =0.077, Skewness = -0.498, Kurtosis = 1.522] (see Figure 2.4).
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Figure 2.5 Normality analysis for false alarm rates in item recognition

On the other hand, Shapiro-Wilk test indicated that the residuals for item
recognition FARs in the SSR condition was non-normally distributed [W = 0.855, p
< 0.001, Skewness = 1.13, Kurtosis = 4.714], as well as the residuals for item
recognition FARs in the strong 2SR [W = 0.811, p < 0.001, Skewness = 1.851,
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Kurtosis = 4.39], as well as those in the 3SR [W = 0.88, p < 0.001, Skewness =
0.125, Kurtosis = 2.884], and finally the residuals for item recognition FARs in the
weak 2SR [W = 0.796, p < 0.001, Skewness = 1.068, Kurtosis = 5.16] (see Figure
2.5).

2.2.1.1.2 Friedman Rank Sum Test

Since the residuals of FARs in item recognition were not distributed normally, a
nonparametric Friedman Rank Sum test was conducted to test whether
strengthening items in the same source or in different sources have an effect on
recognition of foils or not. There was a statistically significant difference in FARS
depending on that items were strengthened in the same source or not, y2 (3) =
8.22, p= 0.042. Further, pairwise post-hoc analysis with Nemenyi test was
conducted to understand that how much repetition of items whether in the same or
different source/s cause a difference in the endorsements of item foils as studied.
Results revealed that there were not statistically significant pairwise differences

between any groups. 3

2.2.1.1.3 One-way Repeated-Measures Analysis of Variance

Mauchly’s Test for Sphericity indicated that the assumption of sphericity has not
been violated for neither item recognition HRs, [* (3) = 0.821, p = 0.095] nor item
recognition FARs, [y (3) = 0.833, p = 0.121]. One-way repeated-measures
ANOVA revealed that neither item recognition HRs between the groups nor item
recognition FARs between the groups did not differentiate from each other, [F (3,
147) = 0.393, p = 0.758] and [F (3, 147) = 1.281, p = 0.283], respectively (see left
column of Figure 2.6).

3 This might be because Nemenyi test has low power to detect a significant difference in any pair
because of lower effect size Friedman Rank Sum test revealed.
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Figure 2.6 The strength-based mirror effect in source recognition memory

2.2.1.2 Distance between the Means of Target and Foil Distributions

Distance between the means of the distributions of the correct and incorrect
endorsements (d") was further calculated in item recognition. In order to avoid an
infinite d', HR and FAR values which exactly equal to 1 and O were converted into
1-1/(2N) and 1/(2N), respectively, where N is the number of trials on which the
proportion is based (Macmillan & Creelman, 2005). After the correction, d' was

computed for all conditions.

2.2.1.2.1 Normality Assumption

Results of Shapiro-Wilk test demonstrated that item recognition d' was normally
distributed in the strong 2SR [W = 0.983, p = 0.703, Skewness = -0.28, Kurtosis =
0.087], in the 3SR [W = 0.981, p = 0.606, Skewness = 0.332, Kurtosis = -0.279]
and in the weak 2SR [W = 0.973, p = 0.305, Skewness = -0.316, Kurtosis = -0.061]
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but not in the SSR, [W = 0.952, p = 0.043, Skewness = -0.842, Kurtosis = 1.236]
(see Figure 2.7).
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Figure 2.7 Normality analysis for d' in item recognition

2.2.1.2.2 Friedman Rank Sum Test

Item recognition discriminability between targets and foils was not statistically
different between conditions in which items were strengthened at an equal level but

either at the same or different sources, y2 (3) = 5.54, p = 0.136.
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2.2.1.2.3 One-way Repeated-Measures Analysis of Variance

Mauchly’s Test for Sphericity indicated that the assumption of sphericity has been
violated for d' [y? (3) = 0.779, p = 0.036]. Therefore, degrees of freedom were
corrected using Huynh-Feldt Corrections (¢ = 0.92). One-way repeated-measures
ANOVA was assessed to reveal whether discriminability in item recognition across
conditions were equal or not. ANOVA results also replicated that there was not a
significant difference in discriminability between targets and foils in item
recognition across conditions, [F (2.76, 135.24) = 2.348, p = 0.081] (see the left

column of Figure 2.8).
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Figure 2.8 The strength effect in d' when pure study lists
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2.2.2 Source Recognition

2.2.2.1 Hit Rates and False Alarm Rates

Source recognition task was employed for each item recognized as old in item
recognition task regardless of whether the item was target or foil. In the analysis;
however, source memory performance was explored for only the target items. Like
in the item recognition analysis, HRs and FARs were calculated for all conditions.
HRs were defined as the correct endorsements to the items presented in their
matched context and FARs as the incorrect endorsements to the items presented in

the mismatched context from the studied context/s.

2.2.2.1.1 Normality Assumption

Residuals of source recognition HRs were normally distributed in each condition as
Shapiro-Wilk test revealed; in the SSR, [W = 0.98, p = 0.575, Skewness = -0.318,
Kurtosis = -0.124], in the strong 2SR [W = 0.969, p = 0.206, Skewness = -0.068,
Kurtosis = -0.007], in the 3SR [W = 0.99, p = 0.945, Skewness = 0.086, Kurtosis =
-0.17] and in the weak 2SR [W = 0.977, p = 0.445, Skewness = -0.041, Kurtosis = -
0.594] (see Figure 2.9).
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Figure 2.9 Normality analysis for hit rates in source recognition

Normality of residuals was also assumed for source recognition FARs in the SSR,
[W=0.981, p = 0.605, Skewness = 0.371, Kurtosis = -0.231], in the strong 2SR [W
=0.972, p =0.278, Skewness = 0.178, Kurtosis = -0.773], in the 3SR [W = 0.988, p
= 0.883, Skewness = -0.309, Kurtosis = 0.093] and in the weak 2SR [W = 0.988, p
=0.886, Skewness = 0.1, Kurtosis = -0.04] (see Figure 2.10).
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Figure 2.10 Normality analysis for false alarm rates in source recognition
2.2.2.1.2 One-way Repeated-Measures Analysis of Variance

Mauchly’s Test for Sphericity indicated that the assumption of sphericity has not
been violated for HRs [y (3) = 0.902, p = 0.426]. One-way repeated-measures
ANOVA results showed that there was at least one significant difference between
the conditions for source recognition HRs, [F (3,147) = 62.15, p < 0.001, n%=
0.559]. Post-hoc comparisons using the t-test with Bonferroni correction indicated
that contexts strengthened three times in the SSR (M = 0.924, SD = 0.085, 95% ClI
=[0.901, 0.948]) had higher HR compared to the context strengthened twice in the
2SR (M =0.840, SD = 0.104, 95% CI =[0.811, 0.869]), (Cohen’s d = 0.714, BF10=
1179.649). The SSR had also higher HR than the contexts presented only once in
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the 2SR (M = 0.692, SD = 0.146, 95% CI = [0.652, 0.732]), (Cohen’s d = 1.54,
BFio = 2634E+8) and in the 3SR (M = 0.735, SD = 0.123, 95% CI = [0.701,
0.769]), (Cohen’s d = 1.499, BF1o = 1074E+8). HR was also higher for the contexts
repeated two times in the 2SR than both weak contexts presented once in the 2SR
(Cohen’s d = 1.063, BF1o = 4371E+3) and the 3SR (Cohen’s d = 0.805, BF1 =
9616.388). However, there was no significant HR difference between the weak
contexts of the 2SR and the 3SR (BFo1 = 1.362) (see right column of Figure 2.6).

Mauchly’s Test for Sphericity indicated that the assumption of sphericity has not
been violated for FARs [y* (3) = 0.847, p = 0.16]. One-way repeated-measures
ANOVA also revealed that FARs were significantly differ across conditions, [F
(3,147) = 25.64, p < 0.001, n? = 0.344]. Post-hoc comparisons using the t-test with
Bonferroni correction indicated that FAR was lower for three-times strengthened
context in the SSR (M = 0.232, SD = 0.244, 95% CIl = [0.164, 0.299]) when
compared to the strong 2SR (M = 0.411, SD = 0.227, 95% CI = [0.348, 0.474]),
(Cohen’s d = -0.744, BF10 = 2333.598), the weak 2SR (M = 0.452, SD = 0.23, 95%
Cl =10.388, 0.516]), (Cohen’s d = -0.947, BF1o = 277118.851), and weak context
in the 3SR (M = 0.512, SD = 0.207, 95% CI = [0.455, 0.57]), (Cohen’s d = -0.99,
BF10 = 773092.533). In addition, the strong 2SR had lower FAR than the 3SR
(Cohen’s d = -0.486, BF10 = 10.015). There was no other significant difference in
FARs between the weak 2SR and the strong 2SR (BFo1 = 7.303) and between the
weak 2SR and the 3SR (BFo1 = 3.253) (see right column of Figure 2.6).

2.2.2.2 Distance between the Means of Target and Foil Distributions

2.2.2.2.1 Normality Assumption

Shapiro-Wilk test revealed that source recognition d' was normally distributed in
the SSR, [W = 0.962, p = 0.107, Skewness = -0.605, Kurtosis = 0.101], in the strong
SSR [W =0.987, p = 0.871, Skewness = 0.024, Kurtosis = 0.374], in the 3SR [W =

36



0.988, p = 0.889, Skewness = 0.218, Kurtosis = -0.146] and in the weak 2SR [W =
0.961, p =0.101, Skewness = -0.242, Kurtosis = 1.876] (see Figure 2.11).
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Figure 2.11 Normality analysis for d' in source recognition
2.2.2.2.2 One-way Repeated-Measures Analysis of Variance

Mauchly’s Test for Sphericity indicated that the assumption of sphericity has been
violated for d' [} (3) = 0.674, p = 0.002]. Therefore, degrees of freedom were
corrected using Huynh-Feldt Corrections (¢ = 0.826). One-way repeated-measures
ANOVA was performed to measure the discriminability in source recognition
across conditions. There was significantly different source recognition
discriminability across conditions, [F (2.478, 121.422) = 83.83, p < 0.001, n?=
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0.631]. Post-hoc comparisons using the t-test with Bonferroni correction detected
that contexts strengthened three times in the SSR (M = 2.554, SD = 1.138, 95% CI
= [2.239, 2.87]) had higher discriminability values than the context strengthened
twice in the 2SR (M = 1.373, SD = 0.809, 95% CI = [1.149, 1.598]), (Cohen’s d =
1.053, BF1o = 3442E+3) and the contexts presented only once in the 2SR (M
0.717, SD = 0.718, 95% CI = [0.518, 0.916]), (Cohen’s d = 1.752, BFio
2398E+10) and in the 3SR (M = 0.662, SD = 0.608, 95% CI = [0.493, 0.830]),
(Cohen’s d = 1.616, BF10 = 1372E+9). In addition, the contexts repeated two times

in the 2SR had higher discrimination than both weak contexts presented once in the
2SR (Cohen’s d = 0.786, BF10 = 6160.65) and the 3SR (Cohen’s d = 0.942, BF10 =
242093.905). However, there was no significant difference in d' between the weak
contexts of the 2SR and the 3SR (BFo1 = 13.722) (see right column of Figure 2.8).

2.2.3 When FARs for The Weak 2SR and The Strong 2SR Are Unified

Although the weak 2SR and the strong 2SR conditions were the pure test lists
including either weak or strong source targets at test, respectively, the study list
was the same for both conditions - half of the studied sources was strong and the
other half was weak. Results above revealed no difference between these two
conditions when the test cue was an item and a source foil and supported the
assumption of the REM model (Shiffrin & Steyvers, 1997): the test cue is
compared with all the contents in memory to make a decision. Therefore,
recognition memory performance of the weak 2SR and of the strong 3SR were

analyzed together when a foil was displayed at test.

2.2.3.1 Item Recognition

Mauchly’s Test for Sphericity indicated that the assumption of sphericity has not
been violated for the conditions when the FARs of the weak 2SR and the strong
2SR conditions were unified [y* (2) = 0.906, p = 0.092]. One-way repeated-
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measures ANOVA indicated no significant difference between groups, [F (2, 98) =
1.736, p = 0.182].

2.2.3.2 Source Recognition

Mauchly’s Test for Sphericity indicated that the assumption of sphericity has been
violated for the source recognition FARs across conditions [y* (2) = 0.72, p <
0.001]; therefore, degrees of freedom were corrected using Huynh-Feldt
Corrections (¢ = 0.802). One-way repeated-measures ANOVA revealed that at least
one group differed from each other significantly, [F (1.604, 78.596) = 39.55, p <
0.001, n? = 0.447]. Post-hoc comparisons using the t-test with Bonferroni
correction indicated that FAR were lower for the SSR (M = 0.232, SD = 0.244, 95%
Cl = [0.164, 0.299]) when compared to the unified 2SR (M = 0.431, SD = 0.198,
95% CI = [0.377, 0.486]), (Cohen’s d = -0.965, BF1o = 593485.136) and the 3SR
(M = 0.512, SD = 0.207, 95% CI = [0.455, 0.57]), (Cohen’s d = -0.99, BFyo =
1096E+3). There was also significant difference in the FARs between the unified
2SR and the 3SR (Cohen’s d = -0.432, BF10 = 5.278).

2.3. Discussion

Experiment 1 was designed to test how additional learning of information in the
same source affects source memory performance compared to learning from
different sources. Item information were strengthened three times but either in the
same source or in different sources. Thereby, item strength level was kept equal
across source strength levels in order to eliminate possible effects of item
strengthening on source information and to observe the clear effect of additional
learning in the same source on source memory. Unlike item information, context
information was strengthened either three times by presenting the items three times
in that context, or two times by presenting the items two times in that context — and
once in other context —, or only once by presenting the items only once in that
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context — and one time in other two contexts. Hence, context strength level varied
between one and three for the particular strong items. Analysis was done for both

item recognition and source recognition.

Results revealed very high acceptance of studied items as old and very low
acceptance of foils as old for item recognition regardless of in which source items
were strengthened; either same or different. That is, item recognition performance
was the same for all conditions. These results were also compatible with the results

from the research by Starns and Ksander (2016).

Source memory results basically showed that recognition of source targets and
rejection of new sources in which items were presented for the first time at test
differed with respect to source repetition times. Information learned three times in
only one source in the SSR revealed the highest recognition of source information
and the lowest acceptance of source foils compared to all the other conditions.
When information learned two times in one source and once in another source in
the 2SR, source recognition had the second highest hits and the second lowest false
alarms. Strong sources in the 2SR had increased hits than weak sources in the 2SR
and those in the 3SR. In addition, strong sources in the 2SR also had decreased
recognition of source foils than the 3SR. In short, source recognition performances
revealed that increasing the number of occurrences in a list of contexts improved
performance on these contexts. These findings can also be labeled as the SBME in

source recognition memory like in item recognition memory.

As the REM.4 model (Shiffrin & Steyvers, 1997) proposes that context information
is stored in memory with its features, this study might demonstrate that repetition
of source information might also result in storing more information about the
particular source. Consequently, more accurate and complete source representation
might be formed in memory and this results in getting much more similar to its

target and dissimilar to the new ones.
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Endorsements of studied sources and sources in which the information never
studied were statistically comparable for the weak source in the 2SR and the weak
source in the 3SR. In addition, when the information was presented in a new source
at test as a source foil, testing those source foils with two-times strengthened
sources or weak sources from the 2SR did not change the probability of acceptance
of those source foils. One can easily recognize that the 2SR was a mixed list design
in its nature. The study list contained both the weak and two-times strengthened
strong sources. Source memory performance on incorrectly endorsing of source
foils was compatible for the weak and strong sources when the study list was a
mixed list (the 2SR) because the list activated for making a recognition decision
was the same. This result is well predicted by the differentiation account.

Since the study list was the same for the weak and strong 2SRs and their source
FARs were also compatible as the results revealed, these two conditions were
unified and further analyzed to compare FARs in both item recognition and source
recognition. Item recognition results demonstrated no difference in FARSs across
three conditions. Source recognition results again revealed the same results with
the previous one: the probability of identifying source foils as studied decreased in
the SSR compared to the performance in the unified 2SR and the 3SR. In addition,
the unified 2SR had lower endorsement of sources in which the information was

never studied relative to the 3SR.

Finally, when information was acquired three times in the same source, this
strengthened source was discriminated from the never-studied sources much more
compared to the conditions in which an information was repeated in different
sources. Additionally, when source recognition was assessed with two-times
strengthened sources and foils, again, discriminability of those strong sources from
the foils was higher than the weak sources in the 2SR and the 3SR. However,
source recognition performance was not different between the weak sources in the

2SR which also includes strong sources and the weak sources in the 3SR.
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The research conducted on the list-strength effect in item recognition has revealed
that strengthening some items in a list while keeping the others weak does not
reduce memory performance for the weak items in item recognition when
compared them with the weak items from the pure weak lists (null list-strength
effect) (Ratcliff et al., 1990; Shiffrin et al., 1990; Yonelinas et al., 1992). The
current study further demonstrated that strengthening of some sources by repetition
of information in the same source while keeping the other sources weak by
presenting information only once in it did not harm weak source recognition.
Precisely, no difference in source memory performance for the weak sources in the
3SR (the pure weak list) and the weak sources in the 2SR (the mixed weak list) was
revealed in this experiment. This was very similar result with the mixed-list

strength results in item recognition revealed previously in the literature.
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CHAPTER 3

EXPERIMENT 2

Experiment 1 revealed an interesting finding in source memory. When source
memory performance in the pure weak list (the 3SR) was compared with that in the
mixed weak list (the weak 2SR), the results revealed a null LSE in source memory.
To further investigate the effect of additional learning from the same source in a
list including the information repeated in multiple sources on source memory,

Experiment 2 was conducted with mixed study lists.

3.1 Method

3.1.1 Participants

50 undergraduate students (M age= 20.98, SD age = 1.62) from METU participated
to the study in exchange for partial course credit. There were 40 females and 10
males, and 44 right-handed and 6 left-handed people. All participants were native
Turkish speakers with normal color-vision and normal or corrected-to-normal

visual acuity.

3.1.2 Materials

The same word pool as in Experiment 1 was used.

In the current experiment, the study phase was divided into eight blocks each
including 24 words. Half of the words were displayed three times in the same
source and the other half three times in three different sources in the same list. The

test phase contained 15 words including three item foils along with the targets
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belonging to either strong sources or weak sources. In total, 216 words were
randomly sampled for each experimental session from the Turkish Word Norms
(Tekcan & Goz, 2005) after removing color words and the words less than 4- or

more than 7- letters.

3.1.3 Design and Procedure

The procedure was almost the same with Experiment 1 but there were vital
differences. The study lists in Experiment 2 were mixed in strength such that weak
sources and strong sources were displayed in the same list. The experiment
followed a two factor (single-source, three-source) within subject design, where
only the SSR condition and the 3SR condition were used in this experiment (see
Table 2.1 in the Chapter 2). Half of the items in a study list was strengthened three
times in the same source (the SSR) and the other half was strengthened in three
different sources (the 3SR). In this way, sources in which items were strengthened
three times were also strengthened three times for that particular items. Sources in
which items were presented only once remained as weak sources. Thereby, the

mixed-list design for source memory was created (see Figure 3.1).

15‘[ 2nd 3rd

Figure 3.1 An illustration of study phase with mixed-list design
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In one block, 12 items were studied in the SSR condition and another group of 12
items were studied in the 3SR condition. Thereby, 24 words were studied in total
which was the same as the total number of words studied across conditions in the
first experiment. Each source information was strengthened equally in and across
each condition (see Table 3.1). To be able to do that; however, the number of
distinct words presented in each context was different across conditions (see Table
3.2).

Table 3.1

Number of Presentations in Each Location for Each Condition in Experiment 2

Condition/Location Location A  Location B Location C Location D

Single-Source Repetition 9 9 9 9

Three-Source Repetition 9 9 9 9
Table 3.2

Number of Distinct Words Presented in Each Location for Each Condition

in Experiment 2

Condition/TLocation Locatton A  LocationB  LocattionC  Location D
Single-Source Repetition 3 3 3 3
Three-Source Repetition 9 9 9 9

The test phase again consisted of two stages. In the first stage of the test, item
recognition task was performed and for the items recognized as old, participants
performed a conditionalized source recognition task (see Figure 2.2 in the Chapter
2). Each test block included half of the targets of the study block - either the SSR or
the 3SR targets - and additional three new items. That is, the studied items from
either the SSR condition or the 3SR condition were chosen to create a pure test list.

In addition, half of the test blocks was a pure strong test list and the other half was
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a pure weak test list. In the conditionalized source recognition task in which
participants made a source recognition for the items recognized as old, nine trials
were tested with source targets and three trials with source foils.

3.2 Results

3.2.1 Item Recognition

3.2.1.1 Normality Assumption

Normality assumption stating that the difference between two groups are normally
distributed or not was checked before conducting a paired-sample t-test. The
graphs including histogram, Q-Q plot and box plot were drawn for visualization of
data, Shapiro-Wilk test was performed to statistically test the normality, and
additionally skewness and kurtosis values were calculated in order to understand if

there was any violation of normality.
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Figure 3.2 Normality analysis for item recognition: Experiment 2
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Shapiro-Wilk test was used to test for the normality assumption on the dependent
variables. Difference between item recognition HR in the SSR condition and item
recognition HR in the 3SR condition was normally distributed, [W = 0.978, p =
0.491, Skewness = -0.048, Kurtosis = 1.29] but not the difference between item
recognition FARs between the groups, [W = 0.821, p < 0.001, Skewness = -1.794,
Kurtosis = 6.806]. Shapiro-Wilk test also revealed that the data for d' difference
between the SSR condition and the 3SR condition was normally distributed, [W =
0.971, p =0.267, Skewness = 0.38, Kurtosis = 0.17] (see Figure 3.2).

3.2.1.2 Wilcoxon Signed Rank Test

To test whether non-normally distributed data for FAR in the SSR condition and
FAR in the 3SR condition were different or not, a nonparametric test A Wilcoxon
Signed Rank Test was further implemented. A Wilcoxon Singed Rank test
indicated that FAR of the SSR condition (Mdn = 0.083) and FAR of the 3SR
condition (Mdn = 0.042) were not statistically different from each other, V = 228.5,
p = 0.818.

3.2.1.3 A Paired-sample T-test

A paired-sample t-test was conducted to compare the SSR condition and the 3SR
condition in terms of evaluation of both HRs and FARs in item recognition. The
paired-sample t-test analysis revealed that there was no statistically significant
difference in HRs between the SSR condition and the 3SR condition, t (49) = -
0.234, p = 0.816, BFo1 = 6.334. Additionally, FAR for the SSR condition and FAR
for the 3SR condition also were not different from each other, t (49) =-0.352, p =
0.726, BFo1 = 6.129 (see left side of Figure 3.3).
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Figure 3.3 The strength-based mirror effect in source recognition memory when

mixed study lists

Further, a paired-sample t-test was again assessed to compare whether the
discriminability values between the SSR condition and the 3SR condition were
different or not in item recognition. The t-test results demonstrated that there was
no statistically significant difference between the SSR condition and the 3SR
condition in terms of the discriminability of targets from foils, t (49) = -0.767, p =
0.447, BFo1 = 4.92 (see left side of Figure 3.4).
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Figure 3.4 The strength effect in d' when mixed study lists

3.2.2 Source Recognition

3.2.2.1 Normality Assumption

Shapiro-Wilk test was used to test for normality on the dependent variables.
Difference between the SSR and the 3SR in source recognition HR was not
normally distributed, [W = 0.932, p = 0.002, Skewness = 0.492, Kurtosis = 4.809].
On the other hand, normality was assumed for FAR [W = 0.97, p = 0.228,
Skewness = -0.05, Kurtosis = -0.103] and d' differences between these two
conditions, [W = 0.964, p = 0.127, Skewness = -0.109, Kurtosis = -0.878] (see
Figure 3.5).
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Figure 3.5 Normality analysis for source recognition: Experiment 2

3.2.2.2 Wilcoxon Signed Rank Test

For the data non-normally distributed, a nonparametric test A Wilcoxon Signed
Rank Test was implemented. A Wilcoxon Singed Rank test indicated that HR of
the SSR condition (Mdn = 0.94) were significantly higher than HR of the 3SR
condition (Mdn = 0.714), V = 1212, p < 0.001, r = 0.901.

3.2.2.3 A Paired-sample T-test

A paired-sample t-test was conducted to compare HRs and FARs in source
recognition in the SSR and the 3SR. There was a significant difference in HRs for
the SSR (M = 0.894, SD =0.107, 95% CI = [0.864, 0.923]) and the 3SR (M = 0.699,
SD = 0.144, 95% CI = [0.659, 0.739]), t (49) = 10.115, 95% CI = [0.156, 0.234], p
< 0.001, d = 1.43, BF1o = 5621E+7. In addition, FAR was significantly lower for
the SSR (M = 0.342, SD = 0.215, 95% CI = [0.282, 0.402]) than the 3SR (M =
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0.403, SD = 0.199, 95% CI = [0.348, 0.458]), t (49) = -2.377, 95% CI = [-0.113, -
0.009], p=0.021, d =-0.336, BF10=1.969 (see right side of Figure 3.3).

A paired-sample t-test was again assessed to compare the discriminability in source
recognition. There was a significant difference between the SSR (M = 1.961, SD =
0.907, 95% CI = [1.71, 2.213]) and the 3SR (M = 0.85, SD = 0.515, 95% ClI
[0.707, 0.992]) in discriminability in source recognition, t (49) = 9.636, 95% CI =
[0.880, 1.343], p < 0.001, d = 1.363, BF10= 1209E+7 (see right side of Figure 3.4).

3.2.3 The List-Strength Effect

2 (Pure List (Experiment 1) vs Mixed List (Experiment 2)) x 2 (Strong vs Weak
Sources) Mixed-Subject ANOVA with repeated measures for the latter variable
was run to examine the LSE in source memory. No significant interaction effect
was revealed for HRs, F (1,98) = 0.037, p = 0.847. On the other hand, FARs
difference between strong and weak sources in the mixed list significantly
decreased when compared to the difference in the pure list, F (1,98) = 51.5, p <
0.001, 2= 0.124 (see left column of Figure 3.6). Further, simple main effect
analysis showed that FARs for strengthened sources in the mixed list increased
compared to those in the pure list, F (1,98) =5.741, p = 0.018, and FARs for weak
sources in the mixed list decreased compared to FARs for weak sources in the pure
list, F (1,98) = 7.172, p = 0.0009.

Difference in d' between the mixed-list strong sources and the mixed-list weak
sources significantly decreased relative to the d' difference in the pure list, F (1,98)
=14.98, p < 0.001, n?=0.045 (see right column of Figure 3.6). A measure used by
Ratcliff et al. (1990) to represent the magnitude of the list strength effect was the
ratio of ratios: The ratio of strong to weak sources in the mixed list divided by the
ratio of strong to weak sources in the pure list. Values greater than 1 represents a
(positive) LSE and lower than 1 represents a negative LSE, and values equal to 1

represents a null LSE. The ratio of ratios was calculated as 0.598 which represents
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a negative LSE. d' decreased for the mixed-list strong sources and increased for the
mixed-list weak sources when compared with their corresponding in the pure list.
However, simple main effect analysis only revealed a significant difference for the
strong sources between the lists, F (1,98) = 8.306, p = 0.005 but not for the weak
sources, F (1,98) = 2.794, p = 0.098.
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Figure 3.6 Slightly negative list-strength effect in source recognition memory

3.3 Discussion

Experiment 2 was conducted to further observe source memory performance of
strong sources, which were the only source information learned repeatedly in, and
weak sources, which were one of the sources information presented in, when these
sources that have different strength levels were studied in the same (mixed) list.
Specifically, the lists included three-times strengthened sources where items

repeated three times and weak sources where items presented only once — but
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repeated twice in two other contexts. Item recognition results revealed that
repetition of item information whether in the same source or in multiple sources
increased memory strength of that information at the same level (see Experiment 1;
Starns & Ksander, 2016). Source recognition results, on the other hand, revealed
different source memory performances. That is, when item information was
obtained from the same source three times, the probability of acceptance of those
sources as old got increased compared to the sources in which item information
was obtained only once but two more times from different sources. As expected,
repetition of item information in the same source increased memory strength of
those sources. In addition to that, source foils were less likely recognized as studied
when tested with strong sources than weak sources, but the difference between
these two groups was small as both the Bayes Factor (BF1o = 1.969) and the effect

size (Cohen’s d = .34) revealed.

There was no significant difference between the probability of saying “old” to
source foils when tested with the strong sources in which information was repeated
two-times, and once in another (the strong 2SR) and when tested with the weak
sources in which items were presented once, and twice in another source (the weak
2SR) in the first experiment. In Experiment 1, an item was repeated two times in
one context and the same item was repeated once in another context. That is, items
were the same for strong contexts and weak contexts in the mixed list. On the other
hand, in the second experiment, different items were used for different strength
levels of contexts. A group of items strengthened three times in the same context
and another group of items strengthened three times in three different contexts.
Thereby, some subjects could understand the test content as soon as the item was
presented in the second experiment even though they were not given any additional
information whereas, in Experiment 1, subjects could not be aware of the test
content because the same item was presented in both strong source and weak
source. As a result, source FAR might differ in Experiment 2 because of an

adjustment of the decision criterion.
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Furthermore, when looking at source memory performance of weak and strong
sources from the pure lists and the mixed lists, the results suggested a slightly
negative LSE which means that the difference between strong and weak sources
from the mixed list was lower compared to the difference in the pure list. This is
because of a decreased performance for strong sources in the mixed list - compared
to the strong sources from the pure list - due to the increase in false alarms in the
mixed list. This result can be explained by both the differentiation and the criterion
shift accounts. The mixed list FAR when tested with only the weak sources was
lower than the pure weak list. Similarly, the FAR for the mixed study list when
tested with only the strong sources was higher than the pure strong list. The
differentiation account explains this result by stating that the mixed list contains
half of the weak source information instead of the full list containing strong
information which eventually results in a less differentiation in the mixed list
compared to the pure strong list. Therefore, the probability of saying old to the
source foils increased in the mixed. This rationale is also the same for the increased
FARs when tested with the mixed list compared to the pure weak list. However, the
differentiation account has a difficulty explaining the small difference in FARS
between the test lists containing only the strong sources or weak sources even
though they have the same study list (the mixed list). Criterion shift account
explains this difference by assuming that individuals may adjust a new criterion

based on the test list containing weak or strong sources rather than the study list.
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CHAPTER 4

EXPERIMENT 3

Because Experiment 2 revealed a small FAR difference between strong sources and
weak sources when the mixed list design was used, Experiment 3 was conducted to
manipulate the decision criterion according to the test content. According to the
criterion shift account, participants adjust a stricter criterion when being tested with
strong sources; as a result, incorrect acceptance of foils as old decreases. In other
scenario, when testing with weak sources, a more liberal criterion is defined and
incorrect endorsement of foils as old increases (Cary & Reder, 2003; Starns,
Ratcliff, & White, 2012; Stretch & Wixted, 1998; Verde & Rotello, 2007). Thus, in
the current experiment, subjective familiarity criterion was manipulated by

informing participants about the nature of the test list.

4.1 Method

4.1.1 Participants

54 undergraduate students from METU participated to the study in exchange of
partial course credit. Four participants were excluded from the analysis since they
could not follow the instructions: Data from two participants were removed since
they did not give any source recognition response and data from two participants
were removed because they always pressed the same particular button throughout
the source recognition task. Finally, data from 50 individuals (M age= 21.98, SD
age = 2.18) were analyzed. There were 28 females and 44 right-handed people. All
participants were native Turkish speakers with normal color-vision and normal or

corrected-to-normal visual acuity.
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4.1.2 Materials

The materials were identical to Experiment 2.

4.1.3 Design and Procedure

The procedure was the same with Experiment 2 except that participants were
informed about the nature of the test phase. That is, they were given information
about whether the test block contains only the items strengthened three times in a
single context or the items strengthened three times in three different contexts. For
the pure strong test list, participants were informed specifically by stating that “The
words going to be tested in the upcoming test will be the words repeated in the
‘same’ location of the computer screen. Press ‘3’ to start the test.”. For the pure
weak test list, they were informed by specifically stating that “The words going to
be tested in the upcoming test will be the words repeated in ‘different’ locations of
the computer screen. Press ‘1’ to start the test.”. The information given before
each test block was always true which means that it was stated the real nature of
the test content. Further, participants were asked to press a specific key on the
keyboard, either “3” or “1” based on the strength of the source information, to be
able to start the test. The rest of the experiment was exactly the same with the

second experiment.

4.2 Results

4.2.1 Item Recognition

4.2.1.1 Normality Assumption

Normality assumption whether the difference between the groups was normally
distributed was checked before conducting a paired-sample t-test. Visual graphs

including histogram, Q-Q plot and box plot were drawn, Shapiro-Wilk test was
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performed, and additionally skewness and kurtosis values were calculated in order

to understand if there was any violation of normality.
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Figure 4.1 Normality analysis for item recognition: Experiment 3

Shapiro-Wilk test was used to test for normality on the dependent variables.
Difference between the SSR and the 3SR conditions in item recognition HR was
normally distributed, [W (50) = 0.955, p = 0.056, Skewness = 0.492, Kurtosis =
1.085] but not in item recognition FAR, [W (50) = 0.882, p < 0.001, Skewness = -
0.05, Kurtosis = 2.516]. Shapiro-Wilk test also revealed normally distributed data
for d' difference between two groups, [W (50) = 0.984, p = 0.739, Skewness = -
0.109, Kurtosis = -0.416] (see Figure 4.1).
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4.2.1.2 Wilcoxon Signed Rank Test

A Wilcoxon Singed Rank test indicated that the FAR of the SSR (Mdn = 0.042) and
the FAR of the 3SR (Mdn = 0.083) were equal, [V = 208.5, p = 0.626].

4.2.1.3 A Paired-sample T-test

A paired-sample t-test was conducted to test the null hypothesis that HRs, FARs
and the discriminability values of the SSR and the 3SR conditions for item
recognition are equal or not. The t-test analysis revealed that these two conditions
did not differ from each other in all three. There were no statistically significantly
differences in HRs, [t (49) = -0.533, p = 0.596, BFo1 = 5.681], and in FARs, [t (49)
=-0.397, p = 0.693, BFo1 = 6.031] (see the left side of Figure 4.2).
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Figure 4.2 The strength-based mirror effect in source recognition memory when
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As well as in d', [t (49) = 0.105, p = 0.917, BFo1 = 6.466] between the SSR and the

3SR conditions in item recognition was not different (see left side of Figure 4.3).
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Figure 4.3 The strength effect in d' when mixed study lists and information about

test content given

4.2.2 Source Recognition

4.2.2.1 Normality Assumption

Shapiro-Wilk test was used to test for normality on the dependent variables
including HR, FAR and d' in source recognition. The HR of the SSR and the HR of
the 3SR difference was normally distributed, [W (50) = 0.985, p = 0.7922,
Skewness = -0.033, Kurtosis = 0.597] as well as the FAR [W (50) = 0.981, p =
0.5806, Skewness = -0.002, Kurtosis = -0.611]. The test also revealed that d' of the
SSR and d' of the 3SR difference also normally distributed, [W (50) = 0.983, p =
0.6828, Skewness = -0.047, Kurtosis = -0.267] (see Figure 4.4).
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Figure 4.4 Normality analysis for source recognition: Experiment 3

4.2.2.2 A Paired-sample T-test

To compare the HRs and the FARs in source recognition between the SSR
condition and the 3SR condition, a paired-sample t-test was again conducted.
Source recognition HR was significantly higher for the SSR condition (M = 0.911,
SD = 0.089, 95% CI = [0.886, 0.936]) than the 3SR condition (M = 0.69, SD =
0.131, 95% CI = [0.654, 0.726]) as the analysis revealed, t (49) = 10.732, 95% CI =
[0.180, 0.262], p < 0.001, d = 1.518, BF10= 3923E+7. Source recognition FAR was
significantly lower for the SSR condition (M = 0.294, SD = 0.252, 95% CI =
[0.225, 0.364]) than the 3SR condition (M = 0.464, SD = 0.228, 95% CI = [0.401,
0.527]), t (49) = -5.56, 95% CI = [-0.231, -0.108], p < 0.001, d = -0.786, BF1o =
14898 (see right side of Figure 4.2).

A paired-sample t-test also revealed that the SSR condition (M = 2.214, SD = 1.043,
95% CI =[1.925, 2.504]) and the 3SR condition (M = 0.633, SD = 0.589, 95% CI =
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[0.469, 0.796]) were significantly different in terms of discriminability of source
targets from source foils, t (49) = 12.151, 95% CI = [1.320, 1.843], p < 0.001, d =
1.718, BF10 = 2898E+7 (see right side of Figure 4.3).

4.2.3 The List-Strength Effect

2 (Pure List (Experiment 1) vs. Mixed List (Experiment 3)) x 2 (Strong vs. Weak
Sources) Mixed-Subject ANOVA with repeated measures for the latter variable
revealed no significant interaction effect for the HRs, F (1,98) = 1.306, p = 0.256
but a significant interaction effect for the FARs, F (1,98) = 4.847, p = 0.03, n?=
0.027. FAR difference between strong and weak sources in the mixed list
decreased compared to the difference in the pure list (see the left column of Figure
4.5). FAR for the mixed strong sources increased compared to the pure strong
sources whereas FAR for the mixed weak sources decreased compared to the pure
weak sources. Simple main effect analysis however neither showed a significant
change in the FARs for the mixed-list and the pure-list strong sources, F (1,98) =
1.595, p = 0.210, nor a change in the FARs for the mixed-list and the pure-list
weak sources, F (1,98) = 1.219, p = 0.272. In addition, no significant interaction
effect for d' was observed, F (1,98) = 2.177, p = 0.143 (see right column of Figure
4.5). The ratio of ratios was 0.907 which represents slightly negative but null list-

strength effect.
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Figure 4.5 The null list-strength effect
4.3 Discussion

The present experiment revealed similar results with Experiment 2 with small but
important differences. Repetition of an item information either in the same source
or in different sources resulted in the same amount of updating of a single memory
trace for that item (see Experiment 1 & 2; Starns & Ksander, 2016). Source
recognition results revealed that when item information was learned repeatedly in
the same source, this results in the increase in recognition of strong sources as well
as the decrease in the acceptance of source foils as old compared to the test in
which weak source information was tested. The most important result from this
study was that the test list containing only strong sources had lower FAR than the
test list containing only weak sources. When looking at the results, one can easily
notice that the effect size (Cohen’s d = .79) demonstrating the FAR difference was

more than twice as big from the second experiment (Cohen’s d = .34). This shows
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that the FAR difference between the strong and weak sources doubled when
information about the nature of the test list was given in order to change subjects’
decision criterion. Additionally, Bayes factor (BFio = 14898) suggested that the
alternative hypothesis, which states that the probability of acceptance of source
foils when tested with strong sources was different from the probability of
acceptance of source foils when tested with weak sources, was 14898 times more
likely than the null hypothesis. Since the subjects knew that they were going to be
tested with only the strong sources at test, they might have chosen more stringent
criterion to decide whether the test probe was studied or not in that context.
Similarly, when participants were going to be tested with only the weak sources at
test, they might have chosen more lenient criterion to perform the required task.
The criterion shift account explains this result very well with a shift in the criterion

after additional encoding of source information by repetition.

On the other hand, the differentiation account has a difficulty in explaining this
result as it does not assume any criterion change. The differentiation account does
not expect any difference in FARs between strong and weak test lists because the
study list is the same for both test lists - a mixed study list in which half of sources
is strengthened, and the other half is remained as weak. When an item is presented
in a source foil at test, the test probe is compared with the whole study list. Hence,
testing with weak or strong contexts does not reveal any difference when the item
is tested in a new source. However, there can be a different process when explicitly
informing participants about the test content. REM.4 (Shiffrin & Steyvers, 1997)
suggested a two-step recognition memory model. All items in the specific list
context are activated first, and then the test probe is compared with each
information in the activated set. Although strength level is not likely to create
different source information, when information about the test content is given to
the participants, only the items and their contexts related to the test content might
be activated during test. As a result, recognition decision might be performed by

comparing the test probe with the set activated based on the information given by

63



the experimenter. That is, when information about the test content which includes
only strong contexts was given, only strong contexts and items learned in that
strong contexts might be activated, and comparison might occur only with pure
strong study list. Similarly, when the experimenter explicitly gave an information
stating that the list would contain only the weak sources, this might cause an
activation of the items learned in different sources repeatedly. Thus, test probes
might be compared with only the weak sources and their items like in the pure
weak lists. This can explain the SBME after studying a mixed list without the
criterion shift assumption. A comparison between the effect sizes of strength
obtained from the second and third experiments might further demonstrate that
when participants consciously adapted a more stringent criterion for strongly
encoded sources, both differentiation and criterion shift played a role in the source
SBME.
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CHAPTER 5

GENERAL DISCUSSION

5.1 Discussion

The vast majority of recognition memory experiments on the list-strength paradigm
has focused on item recognition. Item recognition experiments have revealed that
pure list strength manipulation increases the probability of strong target
endorsement and decreases the probability of acceptance of foils as “studied” when
compared with pure weak lists (Cary & Reder, 2003; Criss, 2006; 2009; 2010;
Criss, Aue, & Kilig, 2014; Glanzer & Adams, 1985; Kilig, Criss, Malmberg, &
Shiffrin, 2017; Shiffrin & Stevyers, 1997; Starns, Ratcliff, & White, 2012; Starns,
White, & Ratcliff, 2010; Stretch & Wixted, 1998).

There are two main accounts making a clear explanation on the SBME in item
recognition memory: the differentiation account and the criterion shift account. The
differentiation account assumes that the more an item is strengthened through
repetition, longer presentation or deeper encoding, the more information is stored
in its memory trace. Thus, the more the target probe becomes similar to its
corresponding memory trace and likewise the foil probe becomes evenly dissimilar
to the traces in memory. On the other hand, the criterion shift account explains the

SBME with a shift in decision criterion after an increase in item strength.

The experiments exploring the SBME in source memory are limited in the
literature (e.g. Starns & Ksander, 2016). Starns and Ksander (2016) conducted a
series of experiments to observe the outcomes of strengthening item information in
the same or different sources, and their research revealed many important findings.
First, their results suggested that repetition of an item information whether in the

same source or in different sources resulted in the same amount of updating of a
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single memory trace for that item. The current thesis brought out the same result in
all three experiments. Second, the results from Starns and Ksander (2016)’s study
demonstrated that repetition of an item in the same source increases source strength
while repetition in different sources increases interference and eventually reduces
source memory performance relative to the condition in which an item is
demonstrated only once in one source. In the first experiment of this thesis, the
SBME in source recognition was examined in three different strength levels. That
is, source information was strengthened three times, two times or none — presented
only once. The results of the first experiment indicated that strength of source
information, as well as source memory performance with an increase in HR and a
decrease in FAR, increased directly proportional to the number of repetitions. This
indicated an SBME in source recognition memory. In addition to that, there was
also no difference between the weak sources from the 2SR and the 3SR conditions.
This demonstrated that repetition of a context twice does not cause an interference
for the accompanying weak context, also known as the null LSE.

In addition to the SBME, when mixed list strength is implemented; that is, some
items in the list are strengthened while keeping the others weak, memory
performance of weak items is not impaired by strengthened items in the list and
strong items do not benefit from that half of the list contains weak items (Ratcliff et
al., 1990; Murnane & Shiffrin, 1991; Yonelinas, Hockley, & Murdock, 1992;
Hirshman, 1995). The null LSE in item recognition was first presented by Ratcliff
et al. (1990) showing that unlike in free call or cued recall, strengthening a group of
items in a list does not harm performance of the remaining weak items in an item
recognition task. Shiffrin et al. (1990) introduced the differentiation mechanism,
which explains how multiple presentations of items are encoded as a single trace in
memory and further becomes more distinct than weak items, rather than being
encoded as separate traces. This theory of differentiation was further developed in
later models (e.g., Shiffrin & Steyvers, 1997; Cox & Shiffrin, 2017). The results
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from the first experiment suggests that the differentiation mechanism can be

generalized to source memory.

Osth, Fox, McKague, Heathcote, and Dennis (2018) recently published a study on
the LSE in source memory to answer the question whether strengthening some
sources in the list would cause a decrease in memory performance of the remaining
weak sources. In Osth et al. (2018) experiments, pure weak lists and mixed lists
were implemented in which weak sources were presented one time and strong
sources three more. After that, item recognition test and/or source judgment test in
which subjects discriminate the source for the recognized/presented item were
performed. Osth et al. (2018) found a null LSE in source memory except their first
experiment where source memory was directly tested without item recognition
first. They explained this unexpected positive LSE revealed in the first experiment
as due to the unrecognized items for which there cannot be a source information at
all (Hautus, Macmillan, & Rotello, 2008). Osth et al. (2018) ultimately concluded
that source memory reveals a null LSE. In the second and the third experiments of
the present thesis, the mixed list strength design was implemented to explore the
LSE in source memory. Specifically, sources were strengthened with repetitions of
items thrice or remained weak with presentations of items only once in these
particular sources. Unlike the study of Osth et al. (2018), item strength was kept
equal across varying source strength in this thesis. Keeping item strength equal was
important to be able to clearly test the context strength. A source recognition task
was implemented with the presentation of items either in the source they had
already studied or in a new source they had never studied before. Therefore, both
item and context information were tested at the same time in source recognition
task as REM.4 (Shiffrin & Steyvers, 1997) assumes the concatenation of an item
and its context information to each other. The results from this thesis similarly
suggested a null LSE in source memory with an opportunity of further testing the
LSE in source memory while keeping item strength level equal across differing

context strength levels.
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After observing a null effect in source memory, Osth et al. (2018) have extended
their memory model (Osth & Dennis, 2015) to explain source memory as well. In
their model, source memory is a global matching process in which familiarity value
is calculated by matching the test cue against all traces in memory. One of the
important points in their model is that source and context information are
represented by different vectors. Context is defined as an episode in which the
information is learned in a specific list, and source is the information including but
not limited to color, location or modality in which an item is learned. Therefore,
there are three dimensions including item, episodic context and source context in
the model and all three information is assumed to be stored as a tensor in memory.
Source information is then retrieved by combining an item and episodic context
with each possible source and matching the combination against all memory traces.
Then, the difference between these different levels of memory strength is used to

decide which source information is more likely.

In their model, Osth et al. (2018) assumes that there are three different noises: other
items learned in the same context with the test cue (item noise), other contexts in
which the test cue has been previously encountered (context noise) and background
noise due to all the other items, different than the cue and the other items in the list,
in all the other contexts, different than the experimental context and the contexts in
which the cue has been learned before. The Osth et al. (2018) model explains very
well a null LSE in both item recognition and source memory because it assumes
that the context noise and the item noise interference are very small and most of the

interference is coming from the background noises.

Beyond the studies conducted on the list-strength paradigm in source memory
(Starns & Ksander, 2016; Osth et al., 2018), this thesis further tested the
differentiation and the criterion shift accounts in terms of how likely they are able
to explain the SBME in source memory. Therefore, the third experiment conducted
with the mixed study lists but specifically subjects were given the exact
information prior to each test block about the test content. The aim of this
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experiment was to allow subjects to change their decision criterion based on the
test list. The SBME in source memory came into light with the third experiment
especially with a decrease in FAR when strong sources were tested. The criterion
shift account explains this result very well with a shift in the decision criterion
based on the strength of the test list. The differentiation account may explain this
result too with an additional implementation of the two-step recognition memory
model proposed by REM.4 (Shiffrin & Steyvers, 1997). Subjects were warned
about the test content by specifically stating that either the test content contained
only the items repeating in the same context or the items repeating in different
contexts. Thereby, the given information might activate only the list of items
studied in one context or the list of items studied in multiple contexts and
comparison may have been made with the activated list of contexts. Further

research is needed to specifically test the plausibility of this explanation.

Ultimately, the current thesis suggested that source memory reveals an SBME
when implemented a pure list strength manipulation and tested with a source
recognition task. After that, a null LSE in source memory was revealed with this
thesis for almost the first time. Sources remained weak in the list was not affected
negatively from the sources strengthened in the same list. Finally, the given
information about test content prior to each test block again proposed the SBME

even the study list was mixed.

5.2 Limitations

Previously, source memory was tested with a recognition task only in Starns and
Hicks’ (2008) study. In their study, items were studied in separate color and
location combinations to be able to explore whether the contexts are bound
together or not. At test in the first experiment, items were tested either in their
studied color/location or in an unstudied source in order to observe item-context
binding. The second experiment was designed to directly test the context binding.

Thereby, items were tested either in their studied color and location combination
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(intact pair) or in a rearranged source combination. Their results demonstrated that
item information is bounded to each context information but there is no binding
between contexts. For Starns and Hicks’ (2008) study, a recognition task was
necessary to be able to directly test the association between the contexts in which

the information is learned.

In this thesis, employment of a source recognition task to measure source memory
performance was also necessary for a number of reasons. First reason was related
to how source information was strengthened in this research. For example, items
were studied once in each three different sources in the 3SR condition. For this
condition, specifying the context at test was important due to the existence of other
two contexts in which the item was studied besides the one presented at test. In
addition, in the 2SR condition, items were repeated in two different contexts by
strengthening the one context while keeping the other one weak. For these items,
both weak and strong sources were intentionally tested to be able to observe
memory performance for both. Second reason to employ a source recognition task
was that item and context information were aimed to be tested with each other as
REM.4 assumes that two vectors representing this two information are
concatenated to each other and stored in memory like that (Shiffrin & Steyvers,
1997). Therefore, item and source information could be tested together similar to
their representations in memory. Finally, the current thesis had only four different
color and location combinations as source information in which all the information
was acquired. Thus, a recognition task allowed to test source memory performance
for the particular strong items by eliminating source similarity. That is, re-
presenting an item in one of the sources at source memory test eliminated the
comparison of the item information against all the source information but ensured

testing of the concatenated item-context information against all memory traces.

However, testing source memory with a recognition task may still be a limitation
because source information may not be kind of an information people recognize in

real life. That is, although people encounter with item information in real life

70



repeatedly and do a recognition judgment to decide whether they have the
information or run up against it for the first time, source information is usually the
information people use additionally to the item retrieval process. For example,
imagine that you see somebody in the university cafeteria, and you are sure that
you met this person before but do not know from where you know this person.
There are several possibilities where you may know this person from such as the
dormitory, the library, or the department. You mentally put that person in each
possible source and decide where you can know this person by comparing the
likelihood of item information in that particular place with the criterion. Finally,
you decide that the library is the place where you met this person before. In that
case, you encounter in real life with the person, which is an item information
recognized in laboratory studies, but possible sources are not presented to you in
real life. Instead, you mentally evaluate these possible sources. For this reason, re-
presenting the item information in its possible sources at test may not be
representing the real-life situations but still a beneficial task for laboratory studies

to be able to perform controlled source memory tasks.

5.3 Future Research

The LSE reveals completely different results in item memory depending on with
which task memory is tested. Strengthening some items while keeping the others
weak in the list causes a decrease in memory performance of weak items while an
increase in memory performance of strong items in free recall. However,
recognition memory testing does reveal completely ineffective LSE. In this thesis,
source recognition test was employed, and a null LSE was revealed as in item
recognition memory. Since different tests bring out different results, the LSE in
source memory might be tested in free recall. Free recall task is not typically used
to test source memory in the literature but employing a free recall task for source
memory would extend the theoretical understanding of the LSE.
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In addition, the second experiment showed a FAR difference between the strong
test list and the weak test list although the study list was the same for both.
However, the mixed list from the first experiment did not reveal such a difference.
The reason behind these two different results might be that the test content was not
obvious in the first experiment since the items were displayed in both sources, but
in the second experiment, the situation was the opposite: items learned in the strong
sources were different from the items learned in the weak sources. This might have
caused a change in the decision criterion based on the test content for some
subjects although no information was given. To be able to test this reasoning, a
further study might be conducted. In that, items might be strengthened three times
in the same source and the same items might also be displayed only once in a
different source. Therefore, source memory performance would be tested in a
condition in which it is not likely to change the criterion to make a recognition
decision because items do not reveal whether strong or weak sources are going to
be tested.

Finally, the mixed list design might be developed by using different strength levels
including once, twice or thrice strengthened sources like in the first experiment.
Thus, memory performance can be observed for sources with different strength

levels studied in the same list.

5.4 Conclusion

To conclude, this study reveals two important results which broaden our
knowledge on source memory. While additional study of information in the same
source increases source recognition, it also decreases the likelihood of acceptance
of source foils as old compared to weak sources, defined as an SBME in source
memory. Further, a null LSE in source memory is highlighted which demonstrates
that strengthening some sources while remaining another group of sources weak in
the same list does not change recognition performance of strong and weak sources

relative to pure lists. These results indicate that source information might be
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representing similar to item information in memory as REM.4 suggests. They also
obviously state that additional learning of sources has the same effect in source
memory as in item memory which may further help us to develop source memory

models.
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B. INSTRUCTION FOR THE EXPERIMENTS

Calismamiza hos geldiniz. Deneyi diizgiin ilerletebilmeniz ve deney sirasinda
herhangi bir aksaklik yasamamaniz i¢in yonergeyi dikkatli bir sekilde okumaniz
gerekiyor. Yonergeyi ilerletebilmek i¢in yukari-asagi ok tuslarini kullanabilirsiniz.

Calismamiz yaklasik 45 dakika siirecek ve 8 boliimden olusacak. Her boliim:
caligma, aritmetik toplama ve test asamalarindan olugsmaktadir.

1)Her bolimiin ilk asamasi, ¢alisma asamasi olacak. Bu asamada bilgisayar
ekraninda arka arkaya kelimeler géreceksiniz. Bilgisayar ekrani dérde boliinmiis ve
farkli renklerle renklendirilmistir. Her kelime dorde boliinmiis ekranin belirli bir
alaninda sunulacak ve biitiin kelimeler mutlaka 3'er defa tekrarlanacak. Fakat,
kelimeler ayn1 alanda veya farkli alanlarda tekrarlanabilir. Daha sonra test
asamasinda kelimeleri ve gosterildikleri alanlar1 hatirlamaniz beklenecektir.

2)Caligma listesinin ardindan toplama asamasi gelecek. Toplama asamasinda,
ekranda sirayla rakamlar goreceksiniz. Bu bolimde goreviniz rakamlarr geldigi
sirayla toplamak. Mesela ilk rakam gosterildiginde, cevap olarak gosterilen rakami
yazacaksiniz (6r, 5). Ardindan gelen ikinci rakami bir Onceki cevabiniza
ekleyeceksiniz. Bu durumda cevabiniz ilk iki rakamin toplami1 olacak. Bir sonraki
rakami tekrar bir onceki cevabiniza ekleyeceksiniz ve cevabiniz ilk {i¢ rakamin
toplami olacak. Bu sekilde boliim bitene kadar devam edeceksiniz. Bu asamada
klavyenin st kismindaki rakamlar1 kullanin. Her seferinde cevabinizi kaydetmek
i¢in "enter" tusuna basin.

3)Toplama islemi bittiginde test asamasina gececeksiniz. Test asamasinda, ayni
boliimdeki calisma asamasinda gosterilen kelimeler ve bunlara ek olarak
calisilmamis yeni kelimeler de goreceksiniz. Sizden ilk 6nce, sunulan bu kelimeleri
daha once g¢alisip ¢alismadiginizi hatirlamaniz beklenecek. Kelimeyi daha once
calisigimiz1 disiinliyorsaniz, "evet" cevabin1 vermek icin "c¢" tusuna basin.
Kelimenin yeni bir kelime oldugu diistiniiyorsaniz, "hayir" cevabini vermek igin
"m" tusuna basin.

Kelimenin daha once calisildigina karar verdiyseniz, sizden bu sefer kelimenin
gosterildigi alan hakkinda tanima gerceklestirmeniz beklenecek. Kelimeler
calisilan alanda veya c¢alisilmadiklar: farkli alanda gosterilebilir. Mesela 3 defa aym
alanda tekrarlanan bir kelime i¢in tekrarlandigi alanda veya diger alanlarda
gosterilebilir. Veya farkli alanlarda tekrarlanan kelime i¢in tekrarlandig:r herhangi
bir alanda veya hi¢ tekrarlanmadig1 yeni bir alanda gosterilebilir. Sizin goreviniz,
kelimenin c¢alisildigr herhangi bir alanda gosterildigini diisiiniiyorsaniz, "evet"
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cevabiniz i¢in "c" tusuna basmaniz. Eger kelimenin hi¢ gosterilmedigi farkli bir
alanda gosterildigini diisiiniiyorsaniz, "hayir" cevabiniz i¢in "m" tusuna basmaniz
gerekiyor.

Test boyunca, sol isaret parmaginizi "c¢" tusunun, sag isaret parmaginizi ise "m"
tusunun tizerinde tutmalisiniz.

Vereceginiz cevaplar bizim i¢in 6nemli. Bu nedenle hem calisma asamasinda
kelimeleri ve gosterildikleri alanlar1 dikkatli bir sekilde takip etmeniz, hem de test
asamasinda cevabinizi verirken 6zenli bir sekilde vermenizi bekliyoruz.

Deneye baglamadan oOnce alistirma asamasi olacaktir. Alistirma asamasina
baslamak i¢in bosluk tusuna basabilirsiniz.

81



C. INFORMED CONSENT FORM

ARASTIRMAYA GONULLU KATILIM FORMU

Bu calisma ODTU Psikoloji Bélimii Yitksek Lisans 6grencisi Sinem Aytag tarafindan Dr. Ogr. Uyesi
Asli Kilig Ozhan danismanhigindaki yiiksek lisans tezi kapsaminda yiiriitiilmektedir. Bu form sizi
arastirma kosullari hakkinda bilgilendirmek igin hazirlanmustir.

Calismanin Amaci Nedir?

Bu calisma yeni bilgiler 6grenirken bellegimize bu bilgileri nasil kaydettigimizi ve daha
sonra naslil hatirladigimizi arastirmaktadir.

Bize Nasil Yardimci Olmanizi isteyecegiz?

Arastirma, Psikoloji B6limi Arastirma Laboratuvari/Dikkat ve Bellek Laboratuvarinda
yapilacaktir. Universite 6grencileri katimci olarak davet edilecek, katiimak isteyenler yaklagik 1
saatlik bir laboratuvar seansina katilacaklardir. Calismada size kelimeler/harfler/resimler
gosterilecektir. Daha sonra bu kelimeleri/harfleri/resimleri hatirlayip hatirlamadiginiz sorulacaktir.

Katiliminizla ilgili bilmeniz gerekenler:

Bu calismaya katilmak tamamen gonlluliik esasina dayalidir. Herhangi bir yaptirima veya
cezaya maruz kalmadan galismaya katilmayi reddedebilir veya ¢alismayi birakabilirsiniz. Arastirma
esnasinda cevap vermek istemediginiz sorular olursa bos birakabilirsiniz.

Arastirmaya katilanlardan toplanan veriler tamamen gizli tutulacak, veriler ve kimlik
bilgileri herhangi bir sekilde eslestirilmeyecektir. Katilimcilarin isimleri bagimsiz bir listede
toplanacaktir. Ayrica toplanan verilere sadece arastirmacilar ulasabilecektir. Bu arastirmanin
sonuglari bilimsel ve profesyonel yayinlarda veya egitim amagli kullanilabilir, fakat katiimcilarin
kimligi gizli tutulacaktir.

Calismaya katilanlar bu duyurunun yapildigi ders i¢in puan alacaklardir. Alinacak puan
dersin 6gretim Uyesi tarafindan belirlenecektir.

Riskler:
Calisma ile ilgili bilinen bir risk yoktur.
Arastirmayla ilgili daha fazla bilgi almak isterseniz:

Calismayla ilgili soru ve yorumlarinizi arastirmaciya aytac.sinem@metu.edu.tr adresinden
iletebilirsiniz.

Yukaridaki bilgileri okudum ve bu ¢alismaya tamamen géniillii olarak katiliyorum.
(Formu doldurup imzaladiktan sonra uygulayiciya geri veriniz).

isim Soyad Tarih imza
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D. TURKISH SUMMARY / TURKCE OZET

BOLUM 1

GIRIS

1.1 Tanima Bellegi

Olaysal bellek ilk kez Tulving (1983) tarafindan belli bir zamanda ve mekanda
edinilen olaymn hatiras1 olarak tanimlanmistir. Olaysal bellegi 6l¢gmek igin
kullanilan laboratuvar testlerinden bir tanesi tanima bellegi testidir. Tanima bellegi
testi, once bir grup bilginin (6rnegin; kelimeler, resimler gibi) ¢alisiimast ve
ardindan bu caligilan listeye yeni bilgiler eklenerek katilimcilarin test edilmesinden
olusur. Bu test sirasinda katilimcilardan calistiklar1 bilgiyi c¢alisilmamis yeni

bilgiden ayirt etmeleri istenir.

Bir 6l¢tim modeli olan Sinyal Tespit Teorisi (Green & Swets, 1966) insan bellegine
uyarlandiginda bellek izleri tespit edilmesi gereken sinyal olarak tanimlanirken
yeni bilgi reddedilmesi gereken giiriiltii olarak tanimlanir. Hedef ve celdirici
bilgilerin normal bir dagilimdan geldigi varsayilarak bu dagilimlardan hedef
bilgiler daha 6nce calisildig icin daha biiylik bir ortalamaya sahiptir. Karar vermek
icin katilimci tarafindan bir kriter belirlenir ve test sirasinda sunulan uyaran bu
kriteri gecerse bilgi ¢alisiimis, gegmezse calisilmamis kabul edilir. Test sirasinda
sunulan hedef bilginin galisilmis kabul edilmesi isabet, yeni bilginin g¢alisilmisg
kabul edilmesi ise yanlis alarm olarak tanimlanir. Tanima bellegi basaris1 da isabet

ve yanlis alarm oranlarina baglidir.
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1.2 Giice Dayah Ayna Etkisi

Ayna etkisi, hedef bilgilerin kabul edilmesinde artigla birlikte yeni bilginin
yanliglikla kabul edilmesinde diisiis goriilmesidir (Glanzer & Adams, 1985). Ayna
etkisi gliclendirme manipiilasyonunda da siklikla gézlemlenmistir (Cary & Reder,
2003; Criss, 2006; 2009; 2010; Criss, Aue, & Kilig, 2014; Kilig, Criss, Malmberg,
& Shiffrin, 2017). Bilginin tekrari, uzun silire gosterimi veya derin kodlama
yontemleriyle 6grenilmesi bilginin bellekte giiglii bir sekilde saklanmasini saglar.
Gliglendirme ayni liste icerisinde (karisik liste) veya listeler arasinda (saf liste)
yapilabilir. Bir listede calisilan biitliin bilgilerin giiclendirilmesi sonucunda saf
giiclii liste, biitiin bilgilerin zayif birakilmasi sonucunda saf zayif liste olusturulur.
Saf giiclii listedeki bilgilerin isabet oranlar1 saf zayif bilgilere kiyasla artarken,

yanlig alarm oranlar1 da azalir. Buna giice dayali ayna etkisi denir.

1.3 Liste Giiclendirme Etkisi

Bir listede ¢alisilan bilgilerin yaris1 gliglendirilir yarisi1 zayif birakilarsa karisik liste
elde edilmis olur. Giiglendirme karisik listede yapildiginda giiglii bilgiyle birlikte
ogrenilen zayif bilginin bellek basarisinda degisim olup olmayacagi merak edilen
konulardan biri olmustur. Hatirlama testlerinde, karisik listede sunulan zayif
bilginin saf zayif listeye kiyasla hatirlama oraninda diisiis gozlenmistir. Ayni
sekilde, giiglii bilgilerin bir grup zayif bilgiyle 06grenilmesi hatirlama
performanslarini saf giiclii listeye kiyasla arttirmistir (Tulving & Hastie, 1972). Bu
etkiye liste giiglendirme etkisi denir. Ratcliff, Clark ve Shiffrin (1990) liste
giclendirme etkisini hatirlama belleginin yam1 sira tanima belleginde de
incelemiglerdir. Yaptiklar1 deneylerin sonucu tanima belleginde liste giiglendirme
etkisinin olmadigin1 gostermistir. Yani, giiclii bilgilerin ayni liste igerisinde zayif
bilgilerle 6grenilmis olmasi tanima basarisini arttirmamis, zayif bilgilerin ayni liste

icerisinde giiclii bilgilerle 6grenilmesi ise tanima basarin1 zayiflatmamastir.
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1.4 Giice Dayah Ayna EtKkisi icin Tki A¢iklama

Listenin tamaminin giiclendirilmesi sonucu, giiclii bilgilerin bellek basarisinin
artmas1 ¢ok da sasirtict degildir ¢iinkli bellek izleri giiglii kodlamayla birlikte
artmistir. Fakat, yeni bilginin yanlighikla ¢alisilmis olarak tanimlanmasindaki diisiis
arastirmacilarin  ilgisini ¢ekmistir. Kodlama sirasinda yapilan giiglendirme
manipiilasyonun neden test sirasinda ilk defa gdsterilen yeni bilginin reddedilme
olasihigini arttirdigimi arastirmacilar iki farkli sekilde agiklamaya calismislardir. ki
kriter degisimi aciklamasidir. Bu aciklamaya gore, giiclii listeyle ¢alisiimasi
sonucunda katilimecilar daha muhafazakar bir kriter belirler ve boylece yeni
bilgilerin bu kriteri ge¢gme olasilifi diiser. Bunun sonucunda da yanlis alarm
oraninda diisiis gozlemlenir (Cary & Reder, 2003; Starns, Ratcliff, & White, 2012;
Verde & Rotello, 2007). Diger aciklama ise ayristirma agiklamasidir. Ayristirma
aciklamasina gore, bilginin giiclendirilmesi sonucu o bilgiyi temsil eden bellek izi
daha dogru ve tamamlanmig bir sekilde bellekte saklanir. Bunun sonucunda, o
bilgiyle test sirasinda karsilasildiginda bilginin ¢alisilmis kabul edilme olasiligt
artar. Ayni sekilde, daha Once c¢alisilmamis yeni bir bilgi test sirasinda
sunuldugunda yeni bilginin bellekteki giiglii izlerle eslesme olasilig1 diiser ve yeni
bilgi ayrismis olur. Nihayetinde, yanlis alarm oraninda diisiis meydana gelir
(Shiffrin, Ratcliff, & Clark, 1991; Criss, Wheeler, & McClelland, 2013; Koop,
Criss, & Pardini, 2019).

1.5 Bellekten Etkin Gerigetirme Modeli

Ayristirma agiklamasina dayanarak gelistirilen Bellekten Etkin Gerigetirme (BEG;
Shiffrin & Steyvers, 1997) modeline gore, bellek her biri farkl bir izi temsil eden
imgelerden olusmaktadir. Bu imgeler 6zellik degerleri icerir ve bu 6zellik degerleri
bilginin anlamsal, fiziksel ve isitsel 6zelliklerini tasir. Calisma sirasinda, her bir
bilgi bellege bir iz olarak kaydedilir ve bu iz bilginin hataya agik ve

tamamlanmamis kopyasidir. Bilginin gili¢lendirilmesi sonucunda bu iz giderek

85



tamamlanir ve bilgiye daha ¢ok benzer. Test sirasinda, sunulan test uyarani bellekte
bulunan tiim izlerle karsilagtirilir. Bu karsilastirma sonucunda elde edilen aginalik
degeri eger katilimecinin belirledigi kriteri gegerse uyaran ¢alisilmis, eger gegcmezse

yeni olarak kabul edilir.

BEG modelinin alternatif bir versiyonunda (BEG.4; Shiffrin & Steyvers, 1997),
bilginin edinildigi baglam tipki bilginin kendisi gibi imgelerle temsil edilir. Bu
baglam imgesi, bilginin kendisini temsil eden imgenin yanina bitistirilerek belli bir
baglamda ogrenilen bilgi bellege kaydedilmis olur. Tanima ise iki asamadan
olusur. Buna gore, ilk asamada yalnizca baglam bilgisine dayanarak belirli bir
baglamda edinilmis bilgiler etkinlestirilir. Ardindan, yalnizca bilginin kendisine
dayanarak BEG’in saf versiyonunda oldugu gibi karsilastirma yapilir ve bir karara

varilir.

1.6 Kaynak Bellegi

Kaynak bellegi, bilginin hangi baglamda 0grenildigini belirleyebilme yetisidir.
Kaynak bellegi birgok seye tekabiil edebilir; 6rnegin, zamansal, mekéansal veya
sosyal baglam, bilginin kim tarafindan verildigi veya nasil verildigi gibi. Bilginin
kaynagimi belirleyebilmek onemli bir bellek yetisidir ¢linkii tanima testlerinde
katilimcilardan ¢alistiklar: bilgileri yeni olanlardan ayirt etmeleri istenir ve bu yeni
bilgiler daha 6nce baska baglamlarda karsilagildiklar1 i¢in tanidik gelebilir. Bu
nedenle, istenilen gorevi yerine getirebilmek igin katilimcilarin laboratuvar
ortaminda Ogrendikleri bilgileri daha oOnce Ogrendikleri bilgilerden ayirt

edebilmeleri 6nemlidir.

Kaynak bellegi testinde, katilimcilar bir grup bilgiyi A baglaminda (6rnegin, bir
kadin sesinden) diger bir grup kelimeyi B baglaminda (6rnegin, bir erkek sesinden)
calisir. Test asamasinda, dnce standart tanima testi gergeklestirilir, ardindan tanima

gerceklestirdikleri her bir bilgi icin bilginin edinildigi baglami ayirt etmeleri
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beklenir. Bu durumda baglam bilgisi bilginin bir kadin m1 yoksa bir erkek

tarafindan m1 verildigidir.

Starns ve Ksander (2016) tarafindan yiiriitiilen bir ¢alismada bir grup bilgi ayni
baglamda tekrar edilmis, diger bir grup bilgi farkli baglamlarda g¢alisilmis ve son
grup bilgi ise yalnizca bir defa ¢alisilmistir. Bunun sonucunda, ayni veya farkli
baglamlarda ¢alisilmis olmasi fark etmeksizin bilginin tekrarla giiclendigi ve bellek
performansinin arttigi gézlemlenmistir. Ayni1 zamanda, bilginin ayni baglamda
calisilmas1 kaynak bellegi basarisini arttirirken farkli baglamlarda calisilmasi

kaynak bellegi basarisini diigiirmiistiir.
1.7 Mevcut Tezin Hedefleri

Temel olarak bu tezde, oncelikle, bir listedeki tiim bilgilerin ayn1 baglamda
giiclendirilmesinin, ardindan ise, bir listedeki bilgilerin yarisinin ayni baglam
icerisinde diger yarisinin farkli baglamlarda giiclendirilmesinin hem zayif hem
giiclii baglamlarin hatirlamasini nasil etkileyecegi arastirilmistir. Oncelikle, tanima
bellegi testiyle birlikte ayn1 veya farkli baglamlarda giiclendirilen bilgilerin bellek
performans: incelenmistir. Ardindan kaynak bellegi tanima testi uygulanmistir.
Kaynak bellegi testinde, saf listede sunulan bilginin ayn1 baglamda tekrar
edilmesinin bu giiclii baglamlarin taninmasini arttiracagr ve giiclii baglamlarla
birlikte test edilen c¢alisiilmamis yeni baglamlarin ise taninma olasiligini azaltacagi,
saf listede sunulan bilginin farkli baglamlarda tekrar edilmesine kiyasla,
beklenmistir. Tipki madde tanima testlerinde ortaya c¢ikan gilice dayali ayna
etkisinin kaynak tanima belleginde de ortaya ¢ikacagi ongoriilmistiir. Saf listede
yapilan giiglendirmenin devaminda, bir listedeki bilgilerin yarisi ayn1 baglamda
tekrar edilirken diger yaris1 farkli baglamlarda tekrar edilerek karisik listeler
olusturulmus. Karisik listelerde bilginin kendisiyle birlikte gii¢lendirilen baglam
bilgisinin kaynak tanima basarisinin saf giiclii listeye kiyasla artmasi
beklenmemistir. Ayni sekilde, karisik listelerde zayif birakilan baglam bilgisinin

kaynak tanima basarisinin ise saf zayif listeye kiyasla azalmasi beklenmemistir. Bu
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sekilde tipk1 madde tanima testlerinde oldugu gibi anlamsiz liste gli¢lendirme etkisi

beklenmistir.
BOLUM 2
DENEY 1
2.1 Yontem
2.1.1 Katihmcilar

Anadili Tiirkge olan ve Orta Dogu Teknik Universitesi (ODTU) lisans dgrencisi
olan 50 katilimcidan aldiklar psikoloji dersinde kismi puan verilmesi karsiliginda

veri toplanmustir.
2.1.2 Veri Toplama Araclari ve Islem

905 kelimelik Tiirkge Kelime Normlari’'ndan (Tekcan & Goz, 2005) 4 ile 7 hece
arasinda degisen kelimeler secilmistir. Buna ek olarak, renk belirten (6rnegin;
kirmizi, sar1 veya yesil gibi) kelimeler de listeden cikartilmigtir. Bu kelimeler
bilginin kendisini temsil etmesi i¢in kullanilmistir. Baglam bilgisi ise bilgisayar

ekran1 dorde boliinerek ve her bir boliime farkli bir renk atanarak olusturulmustur.

Calisma asamasinda, tiim kelimeler ilicer defa ya aymi baglamda ya da farkli
baglamlarda tekrar edildi. Tek-baglam tekrar1 kosulunda (TBT), kelimeler iiger
defa ayn1 baglamda tekrar edildi. Iki-baglam tekrari kosulunda (2BT) ise kelimeler
iki defa ayni baglamda bir defa ise farkli baglamda tekrar edildi. Son olarak {ig-
baglam tekrar1 kosulunda (3BT) ise kelimeler ii¢ defa fakat {i¢ farkli baglamda
tekrar edildi. Bu sekilde listeler arasinda bilginin kendisi ayn1 giice sahip olan fakat
farkli giiclerde baglam bilgileri olusturuldu. Kelimeler 2000 milisaniye herhangi

bir baglamda sunulurken uyaranlar arasi siire 250 milisaniye tutuldu.
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Test asamasina gecilmeden Once 45 saniye siiren dagitict bir gorev verildi.
Ardindan gelen test asamasinda, katilimcilar ilk 6nce madde tanima testine
ardindan kaynak tanima testine tabii tutuldu. Madde tanima testinde, g¢aligilan
kelimelere ek olarak yeni kelimelerden de olusan listeden rastgele segilen kelimeler
ekranin tam ortasinda herhangi bir baglam bilgisi olmaksizin katilimcilara sunuldu.
Eger katilimc1 sunulan kelime i¢in ¢alisildi cevabi verdiyse bu sefer kaynak tanima
testi sunuldu. Kaynak tanima testinde kelimeler ya ¢alisildiklart renkli konumda
(hedef baglam) veya calisilmadiklar1 renkli konumda (geldirici baglam) sunuldu.

Boylece katilimcidan bu sefer baglam bilgisi i¢in tanima gergeklestirmesi istendi.
2.2 Bulgular
2.2.1 Madde Tanima Bulgular

Tek-yonlii varyans analizi sonuglar1 madde tanima belleginde isabet orani (I0) ve
yanlis alarm orani (YAO) i¢in gruplar arasinda anlamli bir fark gdstermemistir.
Hedef ve ¢eldirici bilgilerin ortalama bellek izleri arasindaki farki 6lgmek igin
kullanilan standardize deger d' de ayni sekilde madde tanima belleginde gruplar

arasinda anlamli bir farklilik gostermemistir.
2.2.2 Kaynak Tanima Bulgular:

Tek-yonlii varyans analizi sonuglarmna gére kaynak tamima belleginde [0°da
gruplar arasinda anlamli bir fark vardir. Bu anlamli farkin ardindan hangi gruplarin
birbirinden farklilagtigin1 gérmek igin Bonferroni diizeltmesiyle birlikte post-hoc t-
testi yapilmistir. Buna gore, li¢ defa gili¢lendirilen TBT kosulu diger tiim
kosullardan kaynak tanima testinde daha yiiksek 10’ya sahiptir. Aym sekilde, 2BT
kosulunda iki defa giiglendirilen baglam diger zayif baglamlardan daha yiiksek
[0’ya sahiptir. Fakat, zayif baglamlar arasinda 10°da herhangi bir fark yoktur.
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Ayni sekilde, tek-yonlii varyans analizi kaynak tanima belleginde YAO’da gruplar
arasinda anlamli fark ortaya koymustur. Bonferroni diizeltmesiyle birlikte yapilan
post-hoc t-testi sonuglari gostermistir ki {i¢ defa tekrarlanan baglam diger
gruplardan anlamli olarak daha diisiik YAQO’ya sahiptir. Ek olarak, 2BT kosulunda
iki defa giiglendirilen baglam 3BT kosulundan anlamli olarak daha az YAQO’ya
sahiptir. Fakat, bagka herhangi bir anlamli fark ¢ikmamustir.

Son olarak, kaynak tanima belleginde hedef ve ¢eldirici baglamlarin ortalama
bellek izleri arasindaki farki 6l¢mek i¢in standardize d' degeri hesaplanmis ve tek-
yonlii varyans analizi yapilmistir. Analiz sonuglar1 en az iki grup arasinda anlamh
bir fark oldugunu gostermistir. Bonferroni diizeltmesiyle birlikte yapilan post-hoc
t-testi ise TBT kosulunun diger kosullara kiyasla en yiiksek ayirt edilebilirlik
skoruna sahip oldugunu gostermistir. Ek olarak, 2BT kosulundaki gii¢lii baglam,
2BT kosulundaki zayif baglamdan ve 3BT kosulundaki zayif baglamdan anlamh
olarak daha yiiksek ayirt edilebilirlik skoruna sahiptir. Fakat, zayif baglamlar

arasinda anlamli bir fark yoktur.
2.3 Tartisma

Deney 1’in sonuglarini madde tanima bellegi ve baglam tanima bellegi olarak
inceledigimizde madde tanima belleginde bilginin ayn1 veya farkli baglamlarda
giiclendirilmesi fark etmeksizin bilginin giiciiniin benzer oranda arttig1 bir kez daha
ortaya konmustur (Starns & Ksander, 2016). Baglam tanima bellegi sonuglarini
inceledigimizde ise giice dayali ayna etkisinin baglam bilgisinde de gecerli oldugu
ortaya konmustur. Tekrar sayisiyla dogru orantili olarak baglam bilgisinin giicii ve
kaynak bellegi basaris1 artmistir. Benzer sekilde, baglam bilgisi gii¢lendikce 10°da
bir artig olurken YAQO’da bir azalma olmustur. Diger taraftan, ayristirma agiklamasi
tarafindan da ongoriildiigii gibi aym listede g¢alisilan giiclii ve zayif baglamlarin

Y AOQO’lar1 arasinda anlamli bir fark ¢gikmamustir.
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Bu deneydeki énemli sonuglardan diger bir tanesi, 2BT kosulundaki zayif baglam
ve 3BT kosulundaki zayif baglam arasinda kaynak bellegi basarisinda herhangi bir
fark gozlemlenmemis olmasidir. 2BT kosulu hem gii¢lii hem zayif baglamlarin
ayni liste igerisinde bulundugu bir karisik listedir. 3BT kosulu ise sadece zayif
bilgiyi barindiran saf zayif listedir. Bu iki listenin zayif baglamlarini1 birbiriyle

kiyasladigimizda anlamsiz bir liste gliglendirme etkisi ortaya konmustur.
BOLUM 3

DENEY 2

Deney 1’de ortaya konan kaynak belleginde anlamsiz liste giiclendirme etkisi

sonucunu daha ayrintili incelemek i¢in bu deney tasarlanmaistir.
3.1 Yontem
3.1.1 Katilmcilar

ODTU’de okuyan 50 lisans 6grencisi aldiklari psikoloji dersi i¢in kismi ders puani

karsiliginda bu deneye goniillii olarak katilmistir.
3.1.2 Veri Toplama Araclari ve islem

Deney 1°de kullanilan ayni1 kelime normundan kelimeler rastgele se¢ilmistir ve

baglam bilgisi ayn1 sekilde manipiile edilmistir.

Islem yolu Deney 1 ile kiigiik farkliliklar disinda neredeyse aymidir. Deney 1’den
farkli olarak bu deneyde yalnizca TBT ve 3BT kosullart kullanilmistir. Yani,
yalnizca kelimelerin {i¢ defa aym baglamda tekrar edildigi kosul (TBT) ve
kelimelerin ¢ defa fakat ii¢ farkli baglamda tekrar edildigi kosul (3BT)

kullanilmistir. Diger onemli fark ise saf liste yerine karisik liste kullanilmaistir.
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Diger bir degisle, bir grup baglam zayif birakilirken ayni liste igerisinde diger bir
grup baglam gii¢lendirilmistir. Test agamasi ise yine iki agsamadan olugsmustur ve
bir test boliimii icerisinde ya yalnizca giiclii baglamlar ve bu baglamlarda edinilen
bilgiler ya da yalnizca zayif baglamlar ve bu baglamlarda 6grenilen bilgiler test

edilmistir.

3.2 Bulgular

3.2.1 Madde Tanima Bulgular

Bagimli &rneklem t-testi sonuglarma gére madde tamima belleginde ne 10°da ne
YAO’da iki grup arasinda anlamli bir fark ¢ikmamistir. Ayni sekilde, madde
tanima belleginde ayirt edilebilirlik sonuglar1 kiyaslandiginda iki grup arasinda

anlaml1 bir fark yoktur.

3.2.2 Kaynak Tanima Bulgulan

Kaynak tanima bellegi basarisim 6lgmek igin sirastyla 10, YAO ve d' igin bagiml
orneklem t-testi yapilmistir. Sonuglar tiim bagimli degiskenler icin iki grup
arasinda anlamli bir fark oldugunu ortaya koymustur. Ayrintili olarak baktigimizda,
iic defa tekrarlanan baglam zayif baglamdan anlamli olarak daha yiiksek i0’ya ve
daha diisik YAO’ya sahiptir. Fakat, iki kosul arasindaki YAO farki, etki
biiyiikliigii degerine baktigimizda ¢ok yiiksek degildir. Son olarak, giiglii baglam

bilgisinin ayirt edilebilirligi zayif baglam bilgisinden anlamli olarak daha fazladir.

3.2.3 Liste Giiclendirme Etkisi

Kaynak belleginde liste giiclendirme etkisini incelemek i¢in Deney 1 ve Deney
2’den elde edilen sonuglara karisik desenli varyans analizi uygulanmigstir. Ratcliff
ve digerleri (1990) tarafindan kullanilan oranlarin orani hesabina gore, kiiciik de

olsa negatif liste giiclendirme etkisi ortaya ¢ikmustir.
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3.3 Tartisma

Deney 2 liste giliglendirme etkisinin kaynak tanima belleginde gozlemlemek i¢in
yuriitilmiistiir. Sonuglar bir kez daha madde bilginin ister ayn1 baglamda ister
farkli baglamlarda gii¢lendirilsin ayni sekilde giliclendigini ortaya koymustur
(Deney 1; Starns & Ksander, 2016). Kaynak tanima bellegi sonuglar1 ise giiglii
baglamin bellek basarisinin 10°daki artis YAO’daki diisiisle zayif baglamdan daha
yiiksek oldugunu ortaya koymustur.

Calisma listesi karisik ve her iki grup i¢in de ayni olmasina ragmen, giiclii ve zayif
baglam test listeleri arasinda YAQO’da kii¢iik ama anlamli bir fark ortaya ¢ikmuistir.
Bu sonug Deney 1°le ortiismemektedir. Celisen bu iki sonucun nedeni, Deney 1°de
bilginin kendisi ii¢ defa gii¢lendirilirken ayni bilginin iki kere ayni baglamda bir
defa da farkli baglamda gosterilmis olmasi olabilir. Diger taraftan, Deney 2’de
giiclii ve zayif baglamlarda gosterilen bilgiler farklidir. Bu durum, Deney 2’de
katilimcilara test oncesinde herhangi bir bilgi verilmemesine ragmen test icerigini
ilk asamada gelen madde bilgisi (kelime) ile anlayip kriterlerini degistirmelerine

sebep olmus olabilir.

BOLUM 4

DENEY 3

Karigik listede c¢alisilan giiglii ve zayif baglamlarin YAO’larinda fark c¢ikmasi
sonucu, katilimecilarin kriterlerini kasitli olarak degistirmeye yonelik Deney 3
tasarlanmistir. Bu deneyde katilimcilar her test oncesinde deney yiiriitiiciisii
tarafindan test listesinin igeriginin gili¢lii baglamlardan m1 yoksa zayif

baglamlardan mi1 olusacagi hakkinda bilgilendirilmistir.
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4.1 Yontem
4.1.1 Katihhmcilar

ODTU lisans 6grencisi 50 katilimer kayith olduklar1 psikoloji dersinde alacaklar

kismi ders puani karsilifinda arastirmaya katilmistir.
4.1.2 Veri Toplama Araclari ve Islem

Kullanilan veri toplama araglar1 Deney 2 ile tamamen aynidir.

Islem yolu Deney 2 ile neredeyse aymdir. Tek fark, katilimcilara her test dncesinde
giclic veya zayif baglamlarla test edilecekleri bilgisi verilmistir. Yani, eger
katilimcilar giliglii baglamlarla test edilecekse, teste baslamadan O6nce ekranda
“Birazdan sorulacak kelimelerin hepsi ekranin "aynmi" alaninda tekrarlanan
kelimeler olacak.” uyaris1 gelmis ve yonergeyi okuduklarindan emin olmak icin
test baglamak i¢in “3”e basmalar1 istenmistir. Ayn1 sekilde, eger katilimcilar zayif
baglamlarla test edilecekse, bu sefer “Birazdan sorulacak kelimelerin hepsi ekranin
"farkli" alanlarinda tekrarlanan kelimeler olacak.” uyarisi gelmistir. Ardindan
yonergeyi okuduklarindan emin olmak icin test baslamak i¢in “1”e basmalari
istemistir. Bu sekilde test listesi hakkinda katilimcilara bilgi verilmis ve

katilimcilarin kriterlerini test listesine gore degistirmeleri beklenmistir.
4.2 Bulgular
4.2.1 Madde Tanima Bulgular:

Bagimli 6rneklem t-testi analizi sonuglarina gore, madde tanima belleginde IO,

YAO ve d' bagimli degiskenleri igin iki grup arasinda anlamli bir fark ¢ikmamustir.
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4.2.2 Kaynak Tamima Bulgular

Baglamli 6rneklem t-testi analizi kaynak tanima belleginde iki grup arasindaki
basar1 farki olup olmadigim Slgmek icin kullanilmustir. Giiglii baglam 10, zayif
baglam 10°na kiyasla anlamli olarak daha yiiksektir. Benzer sekilde, gii¢lii baglam
YAOQO, zayif baglam YAO’na kiyasla anlamli olarak daha diisiik ¢ikmistir. Son
olarak, gii¢lii baglamlarin kaynak tanima bellegi basarisi1 zayif baglamlarin bellek

basarisindan anlamli olarak daha yiiksektir.
4.2.3 Liste Giiclendirme EtKisi

Karigik desenli varyans analizi kaynak belleginde liste giiclendirme etkisini
incelemek i¢in Deney 1 ve Deney 3’ten elde edilen sonuglara uygulanmistir. Ayni
zamanda, Ratcliff ve digerleri (1990) tarafindan kullanilan oranlarin orani1 hesabina

gore karisik ve saf listeler arasinda anlamsiz liste giiclendirme etkisi ¢ikmustir.
4.3 Tartisma

Diger iki deneyde de oldugu gibi bir kez daha bilginin ayni veya farkli baglamlarda
giiclendirilmesine bakilmaksizin bilginin kendisinin tanima bellegi basarisinin
arttig1 ortaya konmustur (Deney 1; 2; Starns & Ksander, 2016). Kaynak tanima
bellegi sonuglarina baktigimizda ise, tekrarla dogru orantili olarak gii¢lii baglamin
[0’nda artis YAO’nda ise azalma goriilmiistiir. Deney 2’den farkl1 olarak giiclii ve
zaylf baglamlar arasindaki YAO farki bu deneyde iki katina ¢ikmistir. Bu da
katilimcilara test igerigi hakkinda bilgi verildiginde katilimcilarin giiglii baglam
icin daha muhafazakar bir kriter, zayif baglam i¢inse daha liberal bir kriter
belirledigini gostermistir. Bu sonug Kriter degisimi agiklamasi tarafindan 6ngériilen
bir sonugtur. Giice dayali ayna etkisi kriter degisimiyle de agiklanabilmektedir,

fakat ayrigtirma agiklamasi da hala gecerliligini korumaktadir.
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BOLUM 5
GENEL TARTISMA
5.1 Tartisma

Bellek alanyazininda liste giiglendirme paradigmasi simdiye kadar g¢ogunlukla
madde tanima belleginde incelenmistir. Madde tanima testleri, saf listede
giiclendirilen bilginin kabul edilme olasiliginda artis, giiclii bilgiyle birlikte test
edilen yeni bilgisinin ise kabul edilme olasiliginda diisiis gézlemlemislerdir (Cary
& Reder, 2003; Criss, 2006; 2009; 2010; Criss, Aue, & Kilig, 2014; Glanzer &
Adams, 1985; Kilig, Criss, Malmberg, & Shiffrin, 2017; Shiffrin & Stevyers, 1997,
Starns, Ratcliff, & White, 2012; Starns, White, & Ratcliff, 2010; Stretch & Wixted,
1998). Bu giice dayali ayna etkisi olarak tanimlanmis ve bu etkiyi agiklayan iki
farkli aciklama ortaya atilmistir. Bunlardan ilki olan kriter degisimi agiklamasi,
katilimeilarin test listesinin igerigine gore kriterlerini degistirme karari aldiklarini
one siirmektedir. Katilimcilar, giiglii bilgilerle test edileceklerinde daha
muhafazakar bir kriter segerler. Boylece, yeni bilginin ¢alisilmis kabul edilme
olasilig1 diiser ¢linkii yeni belirlenen bu kriteri gegemez. Diger bir goriis olan
ayristirma agiklamasi ise, daha fazla calisma sonucu daha fazla G6grenme
gergeklestigini savunur. Yani, bellekte bilgiyi temsil eden iz giderek bilginin
kendisine daha fazla yaklasir. Bdylece, test sirasinda bu bilgi soruldugunda
bellekteki izle eslesme olasiligr artar ve IO artar. Ayni sekilde, test sirasinda yeni
bir bilgiyle karsilasildiginda bu sefer bellekteki izler o kadar ayrismig olur ki bu
bilgiyle eslesme olasiliklar1 diiser. Bu da yeni bilginin ¢alisilmis kabul edilme

olasiligini diistirtir.

Giice dayali ayna etkisini kaynak belleginde inceleyen calismalardan bir tanesi
Starns ve Ksander (2016) tarafinda ylriitiilen aragtirmadir. Bu arastirmanin
sonucunda, bilginin ayni1 baglamda gii¢clendirilmesi baglam bilgisi bellek basarisini

arttirirken  bilginin farkli  baglamlarda gliglendirilmesi baglam bilgisi bellek
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basarisin1 diislirmiistiir. Mevcut tez ise giice dayali ayna etkisini daha ayrintili
olarak farkli gii¢c seviyeleriyle incelemis ve YAO’daki degisimimi gézlemlemek
icin tanima testiyle dlgmiistiir. Mevcut tezin sonuglari, giice dayali ayna etkisini ilk

defa 10°daki artis ve YAO’daki diisiisle birlikte kaynak belleginde gostermistir.

Giice dayal1 ayna etkisine ek olarak, karisik listede bir grup bilgi giiclendirilirken
bir grup bilginin zayif birakilmasinin ne giiclii ne de zayif bilgiler i¢in saf listelerle
kiyaslandiginda tanima bellegi basarisini degistirmedigi gézlemlenmistir (Ratcliff
et al., 1990; Murnane & Shiffrin, 1991; Yonelinas, Hockley, & Murdock, 1992;
Hirshman, 1995). Osth, Fox, McKague, Heathcote ve Dennis (2018) tarafindan
yakin zamanda yayinlanan arastirma liste giiclendirme etkisini kaynak belleginde
incelemistir ve yaptiklar1 birinci deney hari¢ anlamsiz liste giliglendirme etkisi
bulmuslardir. Mevcut tezin ikinci ve tgilincii deneyleri kaynak belleginde liste
giiclendirme etkisini incelemek igin yiritilmistir. Mevcut tezde, Osth ve
digerleri’nin (2018) arastirmasindan farkli olarak bilginin kendisinin bellek giicii
farkli gilice sahip baglam bilgisi kosullarinda sabit tutulmustur. Ardindan kaynak
bellegini test etmek iginse tanima testi uygulanmistir. Sonuglar benzer sekilde

anlamsiz liste gliclendirme etkisini kaynak tanima belleginde ortaya koymustur.

Alanyazindaki mevcut ¢aligmalarin da Gtesinde bu tez, giice dayali ayna etkisini
aciklamak igin ortaya atilan Kriter degisimi ve ayristirma agiklamalarin kaynak
belleginde de test edilmesini saglamistir. Bu nedenlle tigiincii deney yliriitilmiistiir.
Ugiincii deneyde katilimeilar karisik listelerde giiglii ve zayif baglamlari birlikte
caligmiglar, ardindan ya yalmizca giiclii ya da yalnizca zayif baglamlarla test
edilmislerdir. Aynm1 zamanda, her test Oncesinde katilimcilarin kriterlerini
degistirmelerini saglamak amaciyla test listesi hakkinda bilgi verilmistir. Uciincii
deneyin sonucunda yeniden giice dayali ayna etkisi kaynak belleginde ortaya
cikmistir. Bu sonu¢ simdilik kriter degisimi agiklamasin1i daha fazla
destelemektedir; fakat ayristirma aciklamasinin bu sonucu nasil yorumlayacag:

gelecek galismalarla test edilebilir.
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5.2 Kisitlamalar

Kaynak bellegi daha 6nce yalnizca Starns ve Hicks (2008) tarafindan yiiriitiilen bir
caligmada tanima testi ile test edilmistir. Genellikle, aragtirmacilar tarafindan
kaynak bellegi kaynak atfi ile test edilir. Bu nedenle kullanilan tanima testi kaynak

bellegini test etmek icin bir kisitlama olabilir.

5.3 Gelecek Calismalar

Liste giliclendirme etkisinin nasil test edildigi farkli sonuglar ortaya koyabilir.
Ornegin, karisik listede calisilan bir grup zayif bilgi hatirlama testiyle test
edildiginde saf zayif listeye kiyasla bellek basarilar1 diiser. Benzer olarak, karisik
listede giiclendirilen bir grup giiclii bilgi ayni liste icerisinde zayif bilginin
bulunmasindan dolay1 saf giiclii listeyle karsilastirildiginda daha iyi hatirlanir.
Fakat, tanima testlerinde liste giiclendirme etkisi anlamsiz ¢ikmistir. Mevcut tez,
kaynak belleginde liste giiclendirme etkisini 6l¢mek i¢in tanima testi uygulamstir;

fakat gelecek arastirmalar ayni etkiyi 6lgmek icin hatirlama testi kullanabilir.

Ek olarak, tipki birinci deneyde oldugu gibi karisik listelerde de birden fazla gii¢
seviyesi kullanilabilir. Yani, baglam bilgisi ayni liste igerisinde bir defa, iki defa ve
i¢c defa caligilabilir. Boylece, farkli bellek giiclerine sahip baglam bilgisi

performansinin test edilme olanagi elde edilmis olur.

5.4 Sonug¢

Sonug olarak, mevcut tezin sonuglart gosteriyor ki saf listede yapilan giiclendirme
giiclii baglamlar icin kaynak bellegi basarisim1 10°da artis ve YAO’da azalma ile
arttinir. Ek olarak, bir grup baglam igerisinde zayif baglamlarin da bulundugu
listede giiclendirildiginde kaynak bellegi performansi saf giiclii listeye kiyasla
artmazken zayif baglamlarin giiclii baglamlarla birlikte calisilmasi saf zay1f listeye

kiyasla kaynak bellegi performansini zayiflatmaz.
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