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ABSTRACT

MINING EYETRACKING DATA TO CHARACTERISE USERS AND THEIR
PATTERNS OF USE

ÖDER, MELİH
M.S., Department of Information Systems

Supervisor : Assoc. Prof. Dr. Aysu Betin Can

Co-Supervisor : Assoc. Prof. Dr. Yeliz Yeşilada

June 2019, 88 pages

Eye tracking studies typically collect an enormous amount of data that encodes a lot
of information about the users’ behavior and characteristics on the web. However,
there are not many studies that mine such data to learn and discover user characteris-
tics and profiles. The main goal of this study is to mine eye tracking data by machine
learning methods to create data models which characterise users and predict their
characteristics, in particular, familiarity and gender. Detecting users’ characteristics
can be used in creating adaptive user interfaces to improve user experience and inter-
action efficiency. In a typical eye tracking study, collected demographics data have
participants’ educational backgrounds, gender, age, and frequency of the web page
use. In this thesis, a model focusing on the users’ familiarity degree and gender is
first created based on an existing eye-tracking dataset, and then a new eye-tracking
study is conducted to validate this model. The main contribution of this thesis is a
machine learning approach that can be used to characterise users, in particular, fa-
miliarity and gender, based on eye-tracking data and also a tool that can be used to
extract features and metrics from an eye-tracking dataset.

Keywords: Eye tracking, user modelling, data mining, familiarity, gender
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ÖZ

VERİ MADENCİLİĞİ YÖNTEMİYLE GÖZ İZLEME VERİLERİNİ İŞLEYEREK
KULLANICILARI VE KULLANIM YÖNTEMLERİNİ KARAKTERİZE ETME

ÖDER, MELİH
Yüksek Lisans, Bilişim Sistemleri Bölümü

Tez Yöneticisi : Doç. Dr. Aysu Betin Can

Ortak Tez Yöneticisi : Doç. Dr. Yeliz Yeşilada

Haziran 2019 , 88 sayfa

Göz izleme çalışmalarında toplanan veriler, kullanıcıların web üzerindeki davranış-
ları ve karakterleri hakkında bol miktarda bilgi içermesine rağmen bu verileri işleye-
rek kullanıcı profillerini tahmin etmeye çalışan çok fazla çalışma bulunmamaktadır.
Bu çalışmanın ana amacı, göz izleme verilerini makine öğrenmesi yöntemleriyle iş-
leyerek kullanıcı özelliklerini karakterize eden veri modelleri çıkarmak ve özellikle
kullanıcıların web sayfasına aşinalığını ve cinsiyetlerini tahmin etmeye çalışmaktır.
Kullanıcı özelliklerini tahmin etmek, adaptif web sayfaları tasarlayarak kullanım ko-
laylığı sağlamaya yarayabilir. Göz izleme çalışması sırasında, kullanıcıların eğitim
geçmişleri, cinsiyetleri, yaşları ve çalışma sırasında kullanılan web sayfalarını kul-
lanım sıklıkları sorulmuştur. Bu çalışma sırasında, öncelikle var olan veri seti kul-
lanılarak veri modelleri çıkartıldı ve tekrardan göz izleme çalışması yapılarak, veri
modelleri doğrulandı. Çalışmanın, göz izleme verilerini makine öğrenme yöntemle-
riyle işleyerek, kullanıcıların web sayfalarına aşinalığını ve cinsiyetlerini karakterize
etmesi ve eğitilecek veri setini hazırlayan bir araç geliştirmiş olması literatüre sağla-
dığı katkılardır.

Anahtar Kelimeler: Göz izleme, kullanıcı modelleme, veri madenciliği, aşinalık, cin-
siyet
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CHAPTER 1

INTRODUCTION

The web plays an important role in our daily lives. In order to attract more users
and make them revisit web pages, user-friendly design is important as much as the
content. Eye-tracking studies have been widely used to assess web design and in
particular their usability to enhance them to user-friendly designs [3]. In most of these
studies, a web usability specialist creates sample scenarios over a specific site which
needs to represent usage profiles of that site. Then, users are invited to implement
specific tasks on that site.

After that, in ordinary web usability tests, the usability specialist evaluates whether
objectives of the scenario are achieved or not. While evaluating, a checklist is gen-
erally used which is prepared according to the scenario. Furthermore, outputs of
the eye tracker may be used to show some specific achievements. Gaze points map
and heatmap are mostly used outputs to understand users’ eye movements and inter-
ests. Based on the usability specialist’s evaluation and report, web design may be
improved to be more user-friendly. This is the most common purpose of conducting
eye-tracking studies in Turkey[4].

This work differs from ordinary eye-tracking studies because it is not conducted for
a usability test; however, it is conducted to model users’ familiarity and gender and
predict them from eye movement data. This study intends to create eye-tracking data
models by data mining techniques in order to determine if users are familiar to a web
page and classify users simply based on their gender as male or female. Determining
a user’s familiarity and gender from their eye movement data could enable us to the
design of more user-friendly pages based on user’s familiarity and gender and even
adapt pages based their profiles to better meet their needs.

In this thesis, first we would like to clarify what I mean by familiarity and also the
scope of gender classification. When I say familiarity, actually it is referred to as
familiarity to a web page as “close acquaintance with or knowledge of a particular
web page”1. According to the definition, familiarity implies a degree of knowledge.

1 Adopted from Oxford Dictionary definition: https://en.oxforddictionaries.com/
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In eye-tracking studies, for each web page, it is asked to the participants as "how often
do you visit the web site?" and they answer this question by choosing a number from
an ordinal scale from 1 to 5. By the way, it is intended to decrease the subjectivity
of their familiarity. This thesis intends to classify the participants based on their
familiarity and gender.

1.1 Proposed Method and Models

Eye-tracking data consists of a sequence of fixations and saccades which are detected
and recorded by eye-tracking equipment. It is possible to make inferences about user
perception by analyzing those fixations and saccades. There are some papers which
show that there are variations in eye-tracking metrics between different familiarity
and also gender [5, 6, 7, 2]. Furthermore, other studies show that fixations and sac-
cades of a user construct a complex pattern which can be detected and analyzed by
data mining techniques [8, 9].

In the modeling study, for each web page, existing eye-tracking data are trained sep-
arately and data models are created. Each participant looks at each web page twice;
browsing and searching purposes. Data models are also created for each purpose sep-
arately. Furthermore, each dataset is trained by two data mining techniques; Logistic
Regression and Support Vector Machines. Besides the raw dataset, each dataset is
preprocessed by both resampling and oversampling to smooth datasets. Therefore,
there are 3 web pages and 36 data models for familiarity in total. Moreover, there are
6 web pages and 72 data models for gender in total and each data model is evaluated
separately.

In validation study, eye-tracking study is conducted again to collect new eye move-
ment data and another 20 participants participated in this study. These participants’
eye movement data is used to validate extracted data models of modeling study. This
validation is conducted in two ways. Firstly, new eye movement data is added to the
existing one and re-train datasets to create data models with more instances. It is
expected that their 10-fold cross-validation results are better than the data models of
modeling study. Secondly, by using the data models of modeling study, familiarity
and gender factors of the new eye movement data are predicted. Thus, it is expected
that prediction results need to be as high as 10-fold cross-validation modeling results.

1.2 Contributions

The contributions of the thesis are two-fold. Firstly, the eye movement data is trained
by data mining techniques and modeled to detect user’s familiarity and gender which

definition/familiarity.
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could lead to user-adaptive web designs. This method is not unique, but its approach
is new. The proposed approach is Predicting user’s familiarity and gender from their
eye movement data in order to cause user-adaptive web design. Secondly, in order to
prepare an eye-tracking dataset from raw eye movement data, a tool is developed and
published as open-source which can be utilized and enhanced by other researchers.
This is another contribution to the literature. In the scope of the thesis, research ques-
tions are constructed based on related work. Although they are presented in this chap-
ter, after completing the modeling and validation of the data models, in conclusion,
they will be discussed in detail. There are two research questions of this thesis.

Research Questions;

• Can a familiar user to a web page predicted from the user’s eye-tracking data
by using data mining techniques?

• Can a user predicted as male or female from the user’s eye-tracking data by
using data mining techniques?

1.3 The Outline of the Thesis

This thesis comprises of six main chapters; Introduction, Related Work, Feature Ex-
traction Tool, Modeling Study, Validation Study, and Conclusion. Firstly, Introduc-
tion Chapter introduced the thesis in terms of its purpose, methods, and contribu-
tions. Then, in Related Work Chapter, purposes, methods, and, outputs of existing
eye-tracking studies are examined in order to show the gap in the literature. More-
over, data mining techniques are examined in order to detect the most suitable one for
binary classification. Furthermore, familiarity and gender-related gaze features are
detected to create datasets for classification.

Raw eye movement dataset needs to be prepared for training. Feature Extraction Tool
is constructed to organize eye movement data under certain features and Feature Ex-
traction Tool Chapter describes this tool’s architecture and usage. Modeling Chapter
explains the methodology to extract data models. In order to enhance data models’
quality, preprocessing and feature selection need to be conducted which will be also
explained in detail. Moreover, accuracy, recall, precision, and F-measure values are
provided as the modeling results in tables.

In the Validation Chapter, an eye-tracking study is conducted again. Moreover, this
chapter explains the details of this new eye-tracking study and how to validate the ex-
isting data models. Lastly, the Conclusion Chapter will discuss modeling, validation
results and the research questions in detail. It will show the limitations and future
work of this thesis.
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CHAPTER 2

RELATED WORK

This work aims to predict users’ familiarity to the web pages and genders by mining
their eye movement data. This may boost web designs to create adaptive web pages
to address the right users. As a result, this chapter reviews existing related-studies
under three sections; eye tracking studies, data mining techniques, and gaze features.
Moreover, this section presents the gap in the literature and shows the reason why this
research is conducted.

2.1 Eye Tracking

Resources show that there are different purposes of eye tracking studies although
mostly the eye movements are utilized for usability tests. Firstly, in the earlier time
of eye tracking, Loftus and Mackworth [10] conducted an experiment which aimed
to understand the cognitive determinants of viewing a picture. In 1978, they recorded
participants eye movements by a camera. This study revealed that informative ob-
jects attract more attention than non-informative ones. Therefore, familiar users can
probably know where informative elements of a web page; so, their eye movements
are different than unfamiliar ones.

Secondly, Rayner [11] introduced that while reading and processing information, eye
movements are differed with respect to reader’s velocity, age, and dyslexia. Rello, and
Ballesteros [8] firstly modeled user’s eye movements to detect if they are dyslexic or
not. Moreover, in 2018, a similar study was conducted for autism and the results are
very promising [9]. Furthermore, the familiarity effect on eye movements researched
by Greene and Rayner [5] at the year of 2001. They conducted four experiments
and then showed that familiar users have longer and fewer fixations over a web page.
These studies show that eye tracking data is not just random figures; in contrast, it
may be a good indicator of user’s characteristics if it is analyzed and mined.

In addition, at 2004, Pan examined the determinants of the eye movement behav-
ior who identified gender, viewing order and web site type as determinants [7]. An
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eye tracking study was conducted to collect eye movement data and then they con-
verted data to the scanpaths and analyzed by String-Edit Method which is introduced
by Josephson and Holmes at 2002 [12]. Based upon scanpath analysis, reengineering
web pages for constraint environments such as visually disabled users was researched
and implemented [13]. And even a scanpath analysis algorithm was created to con-
struct a common scanpath for similar users and facilitate to classify users with respect
to their scanpaths [1].

Table 2.1: Eye-Tracking Related Work

Ref Purpose Technique Sample Size (female + male)
Features Related

Fixation
Duration

Path
Angles

Fixation
Counts

Fixation
Distance

Predefined
AOIs

[6]

Investigating
relationship between
visual memory and
gaze features

- DBSCAN (clustering)
- Permutation test
(non-parametric test)

24 subjects
(10f + 14m)

4 4 4 7 7

[8]
Identifying if
a user is dyslexic
or not

Support Vector
Machine (SVM)

97 subjects
(50f + 47m)

4 7 4 7 4

[9]
Identifying if
a user is autistic
or not

Logistic regression 30 subjects 4 7 4 7 4

[14]
Relevance of
document titles
to search tasks

-PCA
-SOM
-Linear discriminant
analysis (LDA)

3 subjects 4 7 4 4 7

[15]

Clustering eye
tracking recordings
as representation
of viewer interest

Mean shift procedure 6 subjects 4 7 7 4 7

[16]
Assessing
student learning

Simple logistic regression 47 subjects 4 4 4 4 4

[17]
Identifying behavioural
patterns of use

-Differential sequence
analysis
-PCA

- 7 7 7 7 4

[18]

Designing information
visualisation systems
dynamically adapt to
user characteristics

-Statistical analysis
-PCA

35 subjects
(18f + 17m)

4 4 4 4 4

Table 2.1 shows related eye tracking studies which are trained by data mining tech-
niques. Each of these has different purposes; but Rello [8], Yaneva [9] and Bon-
dareva [16]’s studies are similar to this thesis in terms of outputs. All of them classify
the data to infer a binary output. In addition, this table indicates data mining tech-
niques which can be classification or clustering method. In order to train eye move-
ment data, it needs to determine eye tracking features such as fixation counts, fixation
duration and so on which need to represent eye movement data correctly. Table 2.1
shows mostly used eye tracking features; fixation duration, fixation counts, fixation
distance (saccade length), path angles (between consecutive fixations) and predefined
AOIs. The next section will discuss about the data mining techniques used in the
related work and we discuss which method will be the right method used in our study
and then the right classification method will be defined for this work.
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2.2 Familiarity and Gender - Gaze Features

Gaze features have been utilized for not only data mining research but also different
research purposes. In fact, it is possible to infer how eye movements behave by
monitoring gaze features. In this section, according to related work, gaze features
are examined and familiarity and gender-related 16 gaze features are extracted. In
Tables 2.2 and 2.3, 16 gaze features are summarized. We investigate familiarity-
related and gender-related hypotheses to determine which can be used to differentiate
user characteristics.

While investigating the relationship between visual memory and eye-tracking fea-
tures, Marchal [6] uses fixation duration, fixation counts and path angles. Path angle
means an angle between two consecutive fixations with respect to the +x axis as zero
degrees. In Salojarvi et al.’s study, to infer implicit feedback from eye movement data,
fixation duration, fixation counts and fixation distance which is a distance between
two consecutive fixations are utilized [14]. While clustering eye movement data for
characterizing viewer’s interest, at 2004, Santella and DeCarlo also utilize fixation
duration and fixation distance [15]. In addition, Steichen et al. uses predefined AOIs
in their study which attempts to create a user adaptive information visualization sys-
tem [17]. Also another information visualization study, Toker et al.’s study, exploits
almost all eye tracking features; fixation duration, fixation counts, fixation distance,
path angles, and AOIs [18]. In his study, Bondareva et al [16] mainly separated gaze
features into AOI-based and non-AOI features. As seen in, Sequence-based (SB) and
Page-based (PB) features represent AOI-based and non-AOI features, respectively.

Scanpath and Fixation Duration are the most commonly used metrics in the studies;
however, First Fixated AOI was not used in any study and we expected that it would be
a significant metric to imply user’s familiarity and gender. Besides, fixation counts,
saccade length (distances between fixations) and path angle variables are added to
this study because various metrics might make a difference between familiar and
unfamiliar users, similarly male and female [19, 6]. On the other hand, Bondareva et
al. [16] stated that a large number of features may result in over-fitting data models
which do produce corrupted consequences. In order to overcome this issue, in our
work, we explore techniques to do feature selection.

There are familiarity and gender-related hypotheses; in that, which gaze features in-
dicate familiarity and gender characteristics of the users (see Tables 2.2 and 2.3).
We have reviewed similar studies and noted the hypotheses in the tables. From the
familiarity-related hypotheses 2.2, firstly, fixation duration shows task difficulty and
information complexity [11]. Secondly, the scanpath length is changed in terms of
familiarity. Eraslan and Yesilada stated that the length of common Scanpath is equal
to 2.67 as the average for familiar users, while it is 1.67 for unfamiliar group [20].
Moreover, users are inclined to fixate more to unfamiliar distractors; but less to famil-
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iar ones [5]. In other words, fixation counts and fixation counts over AOI might imply
familiarity. Lastly, about the path angle between fixations, Marchal et al. stated that
path angle is a very good indicator of familiarity [6]. Therefore, related works may
show that eye gaze features could predict and imply user’s familiarity level to a web
page. It means that this is valuable to be investigated.

In addition to the familiarity-related hypotheses, eye gaze features are hypothesized
for gender in Table 2.3. Firstly, Pan et al. express that females are more focusing on
a comprehensive process of information while males are keeping their attention and
looking to a fewer number of areas [7]. Under the illumination of this investigation,
it can be hypothesized that females look longer than males; moreover, females make
more fixations than males. In this section, we have noticed that there are many eye-
tracking studies which reveal gaze features are indicators of the user’s familiarity and
gender; however, there is no work that has tried to use gaze features to predict users’
familiarity or gender.

2.3 Data Mining Technique

Data mining techniques have generally been used to detect patterns in order to under-
stand them and enhance their purpose of use. This research intends to take advantage
of these techniques; but, it needs to review the past usages from Table 2.1 to determine
the most accurate method.

By taking classification techniques into consideration, firstly in 2013, Bondavera et
al.’s study [16] attempts to create an Intelligent Tutoring System (ITS) which aims at
assessing student’s learning. In fact, it trains data models according to high and low
learners’ eye movements. Then, the system classifies students by evaluating their eye
movement data. Its output is a binary factor and resemble to this thesis. Moreover,
Bondavera obtains the best data models by training with Simple Logistic Regression.

Secondly, in 2015, Rello et al. [8] by using a classification algorithm; Support Vector
Machines, classifies user’s eye movement data to infer if the one is dyslexic or not
which is also a binary factor. Similarly, in 2018, Yaneva et al. implements (Multiple)
Logistic Regression method to classify users as autistic or not. Those data models
are very promising and valuable; so, in this thesis, it is decided to utilize the same
supervised data mining techniques to classify a binary factor successfully. However,
they need to be investigated to determine the most suitable and the best one.

According to the explanations of McDonald’s book [25], Simple Logistic Regression
is suitable for the one dichotomous outcome (dependent) with one independent vari-
able although Multiple Logistic Regression differently means multiple independent
variables [26]. In this case, there are various independent eye tracking features; so
(Multiple) Logistic Regression looks more appropriate.
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Table 2.2: Feature-Level Related Work and Familiarity-Related Hypothesis

Type Feature How to Compute Familiarity-Related Hypothesis
SB Scanpath Shows the sequence of AOIs that a user

looks one by one.
There are differences in scanpaths of famil-
iar and unfamiliar user [5, 6, 20, 21].

SB Mean of Sequence based Fixa-
tion Durations

Mean of fixation durations over AOIs. There are differences in fixation durations
between familiar and unfamiliar user [7, 21,
3].

SB Sum of Sequence based Fixa-
tion Durations

Sum of fixation durations over AOIs. Familiar user’s fixation duration is longer
than unfamiliar one [11].

SB Sequence based Fixation
Counts

Number of fixations over AOIs. Familiar user makes fewer fixations than
unfamiliar user [11, 5, 6].

SB First Fixated AOI AOI that the participant looks at first. First Fixated AOI differs in terms of famil-
iarity.

SB Percentage of First Fixated AOI Percentage of the first fixated duration
within whole duration.

Duration of First Fixated AOI is different
than other fixations as a percentage in terms
of familiarity.

SB Duration of First Fixated AOI Duration when the participant looks at the
first AOI.

Familiar user’s fixation duration on First
Fixated AOI is longer than unfamiliar
one [11].

PB Mean of Page based Fixation
Durations

Mean of fixation durations. Familiar user’s fixation duration is longer
than unfamiliar one [11].

PB Sum of Page based Fixation
Durations

Sum of all fixation durations. Familiar user’s fixation duration is longer
than unfamiliar one [11].

PB Page based Fixation Counts Count all fixations Familiar user makes fewer fixations than
unfamiliar user [11, 5, 6].

PB Number of Viewed AOIs per
Page based Fixations

Fragment of number of fixations over AOIs
per Number of all fixations

There are differences between familiar and
unfamiliar user [21, 22].

PB Mean of Distances among Page
based Fixations

Calculates the average of distances among
all points.

Fixation distance is longer for unfamiliar
user than familiar one [23].

PB Sum of Distances among Page
based Fixations

Calculates the total distances among all
points.

Fixation distance is longer for unfamiliar
user than familiar one [23].

PB Mean of Path Angles among
Page based Fixations

Calculates the average angle that takes
place between sequential points according
to horizontal axis.

Familiar user look at bigger angles than un-
familiar one [6].

PB Sum of Path Angles among
Page based Fixations

Calculates the sum of angles that take place
between sequential points according to hor-
izontal axis.

Familiar user look at bigger angles than un-
familiar one [6].

PB Page based Fixation Counts
per Sequence- based Fixation
Counts

Calculates the rate of search task based fix-
ation counts over total fixation counts.

Familiar user have bigger proportion of
sequence- based fixation counts over all fix-
ations than unfamiliar one [19].
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Table 2.3: Feature-Level Related Work and Gender-Related Hypothesis

Type Feature How to Compute Gender-Related Hypothesis
SB Scanpath Shows the sequence of AOIs that a user

looks one by one.
There are differences in scanpaths of female
and male.

SB Mean of Sequence based Fixa-
tion Durations

Mean of fixation durations over AOIs. Female’s fixation duration is longer than
male [7, 21, 3].

SB Sum of Sequence based Fixa-
tion Durations

Sum of fixation durations over AOIs. Female’s fixation duration is longer than
male [7, 21, 3].

SB Sequence based Fixation
Counts

Number of fixations over AOIs. Male make fewer fixations than females [7,
19].

SB First Fixated AOI AOI that the participant looks at first. First Fixated AOI differs in terms of gender.
SB Percentage of First Fixated AOI Percentage of the first fixated duration

within whole duration.
Duration of First Fixated AOI is different
than other fixations as a percentage in terms
of gender.

SB Duration of First Fixated AOI Duration when the participant looks at the
first AOI.

Female’s fixation duration on First Fixated
AOI is longer than male [7, 3].

PB Mean of Page based Fixation
Durations

Mean of all fixation durations. Female’s fixation duration is longer than
male [7, 21, 3].

PB Sum of Page based Fixation
Durations

Sum of all fixation durations. Female’s fixation duration is longer than
male [7, 21, 3].

PB Page based Fixation Counts Count all fixations Male make fewer fixations than females [7,
19, 24].

PB Number of Viewed AoIs per
Page based Fixations

Fragments the number of AoIs that the par-
ticipant views in over number of page based
fixations.

There are differences between familiar and
unfamiliar user [21, 22].

PB Mean of Distances between
Page based Fixations

Calculates the average of distances among
all points.

Fixation distance differs in terms of gender.

PB Sum of Distances between Page
based Fixations

Calculates the total distances among all
points.

Fixation distance differs in terms of gender.

PB Mean of Path Angles between
Page based Fixations

Calculates the average angle that takes
place between sequential points according
to horizantal axis.

Path angle differs in terms of gender.

PB Sum of Path Angles between
Page based Fixations

Calculates the sum of angles that take
place between sequential points according
to horizantal axis.

Path angle differs in terms of gender.

PB Page based Fixation Counts
per Sequence-based Fixation
Counts

Calculates the rate of search task based fix-
ation counts over total fixation counts.

Gender affects the proportion of looking
AOI or non-AOI.
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Support Vector Machines which was invented by Vapnik in 1982 is simply a hyper-
plane which is between positive and negative instances with the maximum margin
[27]. In addition to SVM, in 1998, Platt came up with a boosted version of SVM;
Sequential Minimal Optimization (SMO). Platt had complained from a low work-
ing speed of SVM which solves a series of quadratic programming (QP) problems.
SMO also solves QP problems by decomposing them into sub-problems and at ev-
ery step by optimizing values for multipliers [28]. Sequential Minimal Optimization
looks more appropriate to classify plenty of independent variables to infer a binary
dependent variable.

In addition, the next section will indicate where eye-tracking features are retrieved
for both familiarity and gender factors.

2.4 Summary

In this chapter, related studies are provided under three sections; eye tracking, data
mining techniques, and gaze features. They compose a tripod on which the thesis
stands on. They are examined in detail and help us to see the gap which the thesis
intends to fill in and to determine the right gaze features and data mining techniques
to train them. The next section will explain how the datasets are extracted from raw
data to prepare them for training.
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CHAPTER 3

FEATURE EXTRACTION TOOL

Literature review enabled us to identify eye tracking features (see Tables 2.2 and 2.3)
that have been used in the related work. Before the classification, their prediction
weights for familiarity and gender will be measured separately. In the beginning, eye
tracking features need to be extracted from eye tracker output of each user, predefined
Areas of Interest (AOI) of each web page and users’ demographic file. Since there is
no open source tool to do the extraction, it is decided to develop a Feature Extraction
Tool in Java environment and present it as an open source in which other researchers
may use and modify it for their specific purposes. This chapter defines the Feature
Extraction Tool, describes its architecture and implementation in detail.

3.1 Feature Extraction

Feature extraction (FE) is a process analyzing huge volumes of data and extracting
the dimensions with excluding repeated factors [29]. He et al. stated that feature
extraction means the transformation of original data by keeping the most discrimina-
tory information which improves classification performance [30]. Feature extraction
is frequently conducted for pattern recognition and image processing problems. This
study attempts to characterize users based on their eye movements over web pages
which can be formulated as a pattern recognition problem (see Figure 3.1). Thus, it
is expected that feature extraction could facilitate training of the data models.

Tables 2.2 and 2.3 consist of eye tracking features utilized in the past studies, feature-
related hypotheses and "How to Compute" sections. "How to Compute" section de-
scribes how to extract each feature from raw eye movement data. The raw eye move-
ment data is required to extract each eye tracking feature while AOI is used to extract
only Sequence-based Features. Moreover, supervised features; familiarity and gender
are taken from user’s demographic file.
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Figure 3.1 Process of Eye Gaze Pattern Recognition

3.2 Architecture

In this section, how Feature Extraction Tool is developed and its components such as
inputs and outputs will be discussed. There are three input files (.txt) and an output
file (.csv). Firstly, raw eye tracking data records a session of a user as instance-based.
Each one consists of six dimensions; FixationIndex, TimeStamp, FixationDuration,
MappedFixationPointX, MappedFixationPointY, and StimuliName. Secondly, the
AOIs are predefined for each web page. In fact, AOI is determined by the Vision-
based Page Segmentation (VIPS) algorithm which uses not only source code but also
a visual rendering of web pages [31]. Lastly, user demographic file is processed and
used just for supervising factor; either familiarity or gender in this research.

Basically, with respect to computation, there are two types of feature; sequence-based
and page-based. While Sequence-based Features need all of three inputs, Page-based
Features require just raw eye tracker output and user’s demographic file. Although
each user has a raw eye tracking data which records in Screen Tracker File folder and
each web page has AOIs which records in AOI File folder, there is just one user’s
demographic file which records in Participant Details folder.

Feature Extraction Tool takes a web page name from ’WebPage.txt ’ file that needs to
be processed. Then, it seeks down all eye tracker output files of the users according to
the ’StimuliName’ feature until finding related rows. It takes instances one by one as a
string and then parses them based on the spaces between the words. It also takes AOI
instances one by one as a string and parses them which includes AOI name, upper left
x-y coordinates, and horizontal and vertical side lengths and dedicated letter. Lastly,
the tool takes ’ParticipantDetals.txt’ file which includes users’ ID, gender, age group,
educational background and familiarity levels from 1 to 5 for each web page in which
1 represents that user is highly familiar to the web page; but, 5 represents the user
has not seen that web page. Moreover, each instance represents a participant in this
file. In terms of supervised factors; familiarity and gender, there are two modules
of the software. Familiarity module is used to extract users’ familiarity from their
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Figure 3.2 Feature Extraction Tool FlowChart - Familiarity Module

frequency of use in demographics file (see Figure 3.2). If the frequency of use is 1,
2 or 3, in familiarity, it means that the participant uses a web page at least once in a
month and the participant is familiar to the web page and encoded to 0. Otherwise,
the participant is unfamiliar and encoded to 1. Moreover, gender module is used to
take users’ gender and encode it to 0 and 1. (see Figure 3.3). If the gender needs to
be extracted, the one runs and takes gender by enumerating femalea as 0 and males
as 1. In the end, the tool generates a dataset by appending all generated features and
then export it as an external (.csv) file.
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Figure 3.3 Feature Extraction Tool FlowChart - Gender Module

3.3 Implementation and Usage

Feature Extraction Tool is developed with Java. The object-oriented approach is
adopted and it may be easily modified to extract new features and supervised fac-
tors. However, it is important to give the input files in specific format and extensions.
All input files are (.txt) files and output is a (.csv) file. Screen tracker files are in Tobii
Pro Studio output format. Actually, Tobii Pro Studio may export lots of eye gaze
features; but for this tool, six of them need to be exported which are FixationIndex,
TimeStamp, FixationDuration, MappedFixationPointX, MappedFixationPointY, and
StimuliName. Tobii Pro Studio exports it as a (.xls) file. Then, it needs to be saved
as a (.txt) file (see Appendix A). AOIs are manually drawn or automatically extracted
by the VIPS algorithm. AOIs are given to this tool as (.txt) files (see Appendix B).
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Lastly, participant details file is created in MS Excel and converted to a (.txt) file (see
Appendix C).

After the input files are prepared and placed properly, the web page name, which
needs to be extracted, is written into ’WebPage.txt’ file and familiarity or gender
software module can be executed. The extracted file comprises of 17 columns and
rows as much as the number of users.

3.4 Summary

In this chapter, how raw eye movement data is transformed into the datasets for mod-
eling is explained in detail. Feature Extraction Tool is developed to accomplish this
transformation and interested researchers may utilize and modify the tool to meet
their needs. The next chapter will handle the data modeling phase in which it is ex-
plained how to collect and preprocess data, create models, choose algorithms and
select features and thus preliminary results before validation is presented.
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CHAPTER 4

MODELING STUDY

In the modeling study, by using eye movement data from previous studies, data mod-
els are created. The previous studies will be explained in detail in terms of purpose,
participants, and procedure. Then, data modeling methodology will be explained to
show how to create data models. In order to advance the predictions, feature selection
is conducted which will be indicated. Lastly, the modeling results will be presented
and discussed with respect to both familiarity and gender.

4.1 Eye Tracking Dataset

For the modeling, an existing eye-tracking dataset is used which was collected from
two different eye-tracking studies. The first one aims at extracting scanpath patterns
and producing a common scanpath [1]. The second one intends to produce also a
common scanpath [2]. Both of them used the same methodology; so, they can be
combined and a dataset can be composed. In this dataset, there are 79 participants’
data in total. The dataset is publicly available for research purposes.

Table 4.1: Number of Familiar Users for Each Web Page

Web Page #Familiar #Unfamiliar
Apple 23 56
BBC 41 38

Yahoo 30 49
AVG 6 73

Babylon 5 74
GoDaddy 1 78

4.1.1 Participants

Both eye-tracking studies were conducted in the following universities; METU NCC
and the University of Manchester. Naturally, their participants consist of students
mostly; so, 67% of participants are in the age-range 18-24, 25% of them are between
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25-34 years old and 8% are older than 35 years old. Similarly, in terms of educational
background, they are not evenly distributed into groups because most are students
of a bachelor; not graduated. On the other hand, they all are daily web users and
with respect to gender, two groups are equal; 51% of them are females when the
rests are males. Likewise, in Table 4.1, numbers of familiar and unfamiliar users are
presented for six web pages; Apple, AVG, Babylon, BBC, GoDaddy, Yahoo. Familiar
and unfamiliar users are determined according to the questionnaire F which asks the
participants with how often you visit the web page. On the Likert type scale from 1
to 5, 1 represents daily usage while 5 represents never. It is an assumption that if a
participant uses a web page more than once in a month, this means the one is familiar
to the web page. Thus, if a participant chooses 1, 2, or 3 for a web page, the one is
familiar to the web page, else the one is unfamiliar to the web page.

According to this assumption, the participants are divided into two groups; familiar
and unfamiliar users. If the familiar - unfamiliar numbers of users are completely
unbalanced, they are canceled because the algorithms cannot classify them properly
and cause overfitting in training (see Table 4.1). For instance, AVG, Babylon, and
GoDaddy are canceled. In this study, familiar and unfamiliar users of Apple, BBC
and Yahoo will be taken into account. As a result, in terms of supervised factors,
age-range and educational backgrounds of this group cannot be classified in proper.
However, gender and familiarity of the users look appropriate for data mining.

4.1.2 Procedure

Six web pages are selected from Alexa Top 100 list and their complexity is mea-
sured by the Vicram framework to ensure that they have different complexity levels
[32]. Moreover, web pages are divided into AOIs by using the extended version of
the Vision-Based Page Segmentation (VIPS) algorithm that automatically defines the
AOIs by exploiting web site’s source code and visual rendering [31, 33]. Furthermore,
Tobii T60 17” built-in eye tracker was used to implement the study and its resolution
was 1280 x 1024.

While conducting the eye-tracking study, the procedure has three phases. Firstly,
before the implementation, the information sheet is presented to participants which
describes the objectives and participants’ rights (see Appendix D). Then, if they are
willing to participate in this study, they need to sign in a consent form (see Appendix
E). After that, participants should fill in a questionnaire which asks for participant’s
demographics and how often they visit these web pages (see Appendix F). Here, their
frequency of use to the web pages is ranked as a Likert type scale (from 1 to 5). While
1 represents daily usage, 5 means that the participant has never seen the web page.
This thesis tries to classify users as familiar or unfamiliar as binary. To do so, it is an
assumption that if the user chooses 1, 2 or 3, he uses that web page at least once in a
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month; so, he is a familiar user. On the other hand, he chooses 4 or 5, he is taken as a
completely unfamiliar user.

Table 4.2: Searching Task Questions [1, 2]

Web Page Related Questions
Apple a. Can you locate the link that allows watching the TV ads relating to iPad mini?

b. Can you locate a link labelled iPad on the main menu?
BBC a. Can you read the first item of Sport News?

b. Can you locate the table that shows market data under the Business title?
Yahoo a. Can you read the titles of the main headlines which have smaller images?

b. Can you read the first item under News title?
AVG a. Can you locate the link which you can download a free trial of AVG Internet Security 2013?

b. Can you locate the link which allows you to download AVG Antivirus Free 2013?
Babylon a. Can you locate the link that you can download the free version of Babylon?

b. Can you find and read the names of other products of Babylon?
GoDaddy a. Can you find a telephone number for technical support and read it?

b. Can you locate a text box where you can search for a new domain?

Secondly, within the implementation, the browsing phase aims at the participants
to explore each web page in 30 seconds. The specialist does surely not intervene
during browsing. Lastly, within implementation also, the searching phase takes a
place in which each participant is asked of two questions for each web page (see
Table 4.2). The questions are neither difficult nor easy to find the answer over the
web page. Answering the questions takes maximum 120 seconds. These tasks aim at
differentiating users’ eye tracking features to capture their familiarity and gender. In
this study, for browsing and searching purposes, different datasets are created because
different purposes could influence in eye tracking features.

As a result, in the scope of Eraslan et al. studies [1, 2] the raw eye tracking data
is collected from 79 participants for 6 web pages. Participants see each web page
twice for both browsing and searching purposes. In this thesis, by exploiting the raw
eye movement data, firstly, eye tracking features are extracted by Feature Extraction
Tool (see Chapter 3). Then, the data models are created by conducting data mining
algorithms in Weka 3.8.1 tool 1. The data models show the results by 10-fold cross
validation. Section 4.2 will describe how eye tracking data are trained to construct
data models for inferring the familiarity and gender.

4.2 Data Modeling Methodology

Creating data models in Weka 3.8.1 tool requires to preprocess data and apply ap-
propriate algorithms properly. In this section, it is explained which algorithms are
utilized and how to choose them. Then, to enhance the results, which preprocessing
techniques are used and their justifications will be discussed.

1 https://www.cs.waikato.ac.nz/ml/weka/.
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The output of data models is whether a participant is familiar or not and similarly,
male or female; that is, the output is binary. Therefore, while training, a binary
classifier needs to be utilized. There are lots of binary classifiers to train models such
as decision tree, k-nearest neighbors (knn) and two class Bayes. However, similar
studies have usually used two classification methods; Support Vector Machine and
Logistic Regression for binary classification (see Chapter 2). Even when Rello et al.
tries to detect if a user is dyslexic or not, they used the SVM classifier [8]. Similarly,
Yaneva et al. utilizes Logistic Regression to classify users as Autistic or not [9].
Therefore, it is decided to use these algorithms to classify familiarity and gender
characteristics of the users. Since the datasets have been trained in Weka 3.8.1 tool,
Sequential Minimal Optimization (SMO) is used as it is the fastest way of applying
SVM [28].

In the scope of the modeling study, lets shortly look at how the chosen algorithms
work and how to train data. As mentioned above, two binary classifiers are applied
in this study; SMO and Logistic Regression. Firstly, SMO was discovered by John
Platt in 1998 [28]. In this training approach, the algorithm tries to draw a hyper-
plane between two groups which divides the groups where maximize the distance to
the nearest instance from both sides. In fact, it requires to solve a large quadratic
programming (QP) optimization problem. Platt says that unlike SVM, SMO breaks
this problem into a series of possible QP problems and shortens training time [28].
Secondly, Logistic Regression is conducted in Weka 3.8.1 tool with a ridge estima-
tor [34] which attempts to optimize an m*(k-1) matrix in which k is the number of
classes with m attributes.

Before the classification, it is required to preprocess data because preprocessing makes
the data smooth and improves the results. However, both raw and preprocessed re-
sults will be presented. First of all, in order to apply binary classifiers, familiarity
and gender characteristics cannot be a numerical variable. Thus, in Weka 3.8.1 tool,
the NumerictoNominal filter is utilized to prepare the dataset for classifying. Further-
more, in the datasets, there are just 79 instances which are a small set to train; so, it
is decided to smooth data by Resampling technique. Resampling in Weka 3.8.1 tool
means to construct subsample of a dataset with or without replacement [35]. In this
study, Resampling is applied with replacement and do not disturb the uniformity of
the dataset; for instance, familiar and unfamiliar numbers of instances do not change.
Therefore, resampling gets the instances closer and eliminates the outliers.

Lastly, because of the small datasets problem also, Synthetic Minority Oversampling
Technique (SMOTE) is applied to datasets. SMOTE was discovered by Chawla et. al
in 2002 to solve class imbalance problems [36]. In this technique, minority class is
over-sampled by taking each minority class instances into account to create synthetic
examples joining any/all k minority class nearest neighbors. In this study, by using
SMOTE with 5-nearest neighbors, it creates synthetic instances until 50% of minority
class instances.
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With these data mining methods and preprocessing techniques, the data models are
created for each web page. In Section 4.4, the results will be presented with respect
to the web page, algorithm, purpose, preprocessing, and classification factors. Before
presentation of the results, the feature selection which tries to eliminate weak features
and enhance the results will be presented.

4.3 Feature Selection

Table 4.3: Feature Selection by Information Gain

Familiarity Factor Gender Factor
Attributes Average

Merit
Tolerance Average

Merit
Tolerance

Scanpath 0.94 0.003 0.96 0.012
Mean of Sequence based Fixation Durations 0.94 0.003 0.97 0.011
Sum of Sequence based Fixation Durations 0.93 0.006 0.96 0.012
Mean of Page based Fixation Durations 0.94 0.003 0.97 0.011
Sum of Page based Fixation Durations 0.94 0.003 0.96 0.012
Sequence based Fixation Counts 0.43 0.027 0.45 0.035
Page based Fixation Counts 0.52 0.028 0.60 0.026
Number of Viewed AoIs per Page Based Fixations 0.81 0.023 0.85 0.22
First Fixated AoI 0.09 0.017 0.09 0.018
Percentage of First Fixated AoI 0.93 0.006 0.96 0.012
Duration of First Fixated AoI 0.37 0.029 0.41 0.031
Mean of Distances between Page based Fixations 0.94 0.003 0.97 0.011
Sum of Distances between Page based Fixations 0.94 0.003 0.97 0.011
Mean of Path Angles between Page based Fixations 0.94 0.003 0.97 0.011
Sum of Path Angles between Page based Fixations 0.94 0.003 0.97 0.011
Page based Fixation Counts per Task based Fixation Counts 0.88 0.017 0.93 0.019

In this study, we investigated 16 features that were identified in the literature to predict
the familiarity or gender characteristics (see Tables 2.2 and 2.3). However, all of the
attributes cannot give benefit equally for training. There are some ways to determine
the attributes’ estimation power. We conduct Information Gain method to determine
the predictivity of attributes. Table 4.3 shows Information Gain’s results. In this table,
average merit shows the value (0-1) which indicates the percentage of the relation-
ship between the attribute and supervised factor; familiarity or gender. According to
Demisse, in average merit, 0.5 is a relevancy threshold [37]. In detail, average merits
under 0.5 are irrelevant to target feature; so, in this study, I subtract tolerance value
from average merit and if the result is under 0.5 threshold, this attribute is canceled
in the dataset. As a result, I cancel the four attributes for the familiarity factor when
three of them are not used for gender factor. Canceled attributes are highlighted by
red color in Table 4.3.

In order to prove power of training with selected features, Table 4.4 shows both of
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Table 4.4: Proof of Feature Selection Power

with All Features with Selected Features
Algorithms Apple BBC Yahoo Apple BBC Yahoo
Visual Complexity Low High Medium Low High Medium
Accuracy 68.35% 43.04% 53.16% 70.89% 55.69% 62.02%
Precision 0.497 0.431 0.454 0.709 0.564 0.620
Recall 0.684 0.430 0.532 0.709 0.557 0.620
F-measure 0.576 0.431 0.474 0.830 0.525 0.766

Raw Data

Number of Instances 79 79 79 79 79 79
Accuracy 88.61% 78.48% 86.08% 88.61% 72.15% 88.60%
Precision 0.892 0.785 0.860 0.902 0.722 0.904
Recall 0.886 0.785 0.861 0.886 0.722 0.886
F-measure 0.879 0.785 0.860 0.876 0.722 0.881

Resampling

Number of Instances 79 79 79 79 79 79
Accuracy 74.44% 62.24% 68.09% 75.55% 71.43% 69.14%
Precision 0.763 0.613 0.687 0.825 0.728 0.806
Recall 0.744 0.622 0.681 0.756 0.714 0.691
F-measure 0.719 0.602 0.676 0.717 0.716 0.653

SMOTE

Number of Instances 90 98 94 90 98 94

results trained by Sequential Minimal Optimization with browsing data for famil-
iarity factor. It is seen that feature selection boosts accuracy values up to 3.5% as
average. Therefore, in Section 4.4, the results will be exhibited for both familiarity
and gender characteristics with the selected features.

Table 4.5: Familiarity Models by Logistic Regression

Browsing Searching
Apple BBC Yahoo Apple BBC Yahoo

Visual Complexity Low High Medium Low High Medium
Accuracy 67.09% 54.43% 51.89% 73.41% 49.36% 60.75%
Precision 0.585 0.545 0.318 0.709 0.470 0.559
Recall 0.671 0.544 0.519 0.734 0.494 0.608
F-measure 0.604 0.521 0.424 0.696 0.434 0.537

Raw Data

Number of Instances 79 79 79 79 79 79
Accuracy 84.81% 74.68% 87.34% 78.48% 73.41% 88.60%
Precision 0.846 0.748 0.885 0.785 0.737 0.904
Recall 0.848 0.747 0.873 0.785 0.734 0.886
F-measure 0.841 0.746 0.868 0.785 0.732 0.881

Resampling

Number of Instances 79 79 79 79 79 79
Accuracy 86.67% 75.51% 76.59% 88.88% 68.36% 78.72%
Precision 0.869 0.760 0.804 0.888 0.680 0.799
Recall 0.867 0.755 0.734 0.889 0.684 0.787
F-measure 0.867 0.756 0.714 0.888 0.678 0.684

SMOTE

Number of Instances 90 98 94 90 98 94

4.4 Results

The results show the performance of the modeling study which indicates prelimi-
nary results and they are very promising. The results are presented in six tables; for
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Table 4.6: Familiarity Models by Sequential Minimal Optimization

Browsing Searching
Apple BBC Yahoo Apple BBC Yahoo

Visual Complexity Low High Medium Low High Medium
Accuracy 70.89% 55.69% 62.02% 70.88% 45.56% 60.75%
Precision 0.709 0.564 0.620 0.709 0.400 0.382
Recall 0.709 0.557 0.620 0.709 0.456 0.608
F-measure 0.830 0.525 0.766 0.830 0.386 0.469

Raw Data

Number of Instances 79 79 79 79 79 79
Accuracy 88.61% 72.15% 88.60% 79.74% 70.88% 88.60%
Precision 0.902 0.722 0.904 0.799 0.709 0.904
Recall 0.886 0.722 0.886 0.797 0.709 0.886
F-measure 0.876 0.722 0.881 0.798 0.709 0.881

Resampling

Number of Instances 79 79 79 79 79 79
Accuracy 75.55% 71.43% 69.14% 74.44% 64.28% 68.08%
Precision 0.825 0.728 0.806 0.819 0.642 0.776
Recall 0.756 0.714 0.691 0.744 0.643 0.681
F-measure 0.717 0.716 0.653 0.701 0.642 0.644

SMOTE

Number of Instances 90 98 94 90 98 94

familiarity and gender models by Logistic Regression and Sequential Minimal Opti-
mization.

According to Vicram framework [32], Apple’s page complexity level is low although
Yahoo’s is medium and BBC’s is high. Different complexity levels help us to assess
how the web page’s visual complexity affects user’s familiarity and gender. Further-
more, browsing and searching results which enable to evaluate the difference between
searching and browsing in terms of familiarity and gender factors are presented sep-
arately. In addition, as explained in Section 4.2, the results of raw data is presented
while resampled and synthesized by SMOTE data are exhibited. Thanks to those
preprocessing, it is seen that the data models are strengthened.

4.4.1 Familiarity Data Models

Tables 4.5 and 4.6 show the results of the modeling for familiarity factor. Because
of the imbalanced number of familiar and unfamiliar users to three web pages; AVG,
Babylon and GoDaddy, data models are overfitted and all of their accuracy values are
almost 100%. Then, they are eliminated and are not shown in the result tables. The
rest data models show that both SMO and Logistic Regression algorithms work well
because their average of all values is higher than 50% threshold which means their
predictivity is good.

In the raw data models, searching and browsing values look similar and likely, Lo-
gistic Regression and SMO algorithms produce similar results. In terms of visual
complexity, there is no consistent evidence to claim that visual complexity is an in-
fluencer while predicting familiarity. The lowest accuracy in the raw data models
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is 45.56% which belongs to BBC searching data trained by SMO. The highest ac-
curacy value is 73.41% which belongs to Apple searching data trained by Logistic
Regression. Precision and recall measures are balanced for all raw data models

In the resampled data models, browsing results are 3% better than searching ones as
average. Logistic Regression and SMO algorithms produce similar results. Moreover,
there is no clear pattern to claim that visual complexity influences the prediction of fa-
miliarity with resampled data. The lowest accuracy in the raw data models is 70.88%
which belongs to BBC searching data trained by SMO. The highest accuracy value is
88.60% which belongs to Yahoo browsing and searching data trained by both algo-
rithms and Apple browsing data trained by SMO. Precision and recall measures are
balanced for all resampled data models.

In the synthetic oversampled data models, browsing results are 2% better than search-
ing results as average. Logistic Regression produces almost 9% better results than the
SMO algorithm as average. The best accuracy values are produced on the pages with
the lowest complex in the oversampled data models. The lowest accuracy in the raw
data models is 64.28% which belongs to BBC searching data trained by SMO. The
highest accuracy value is 88.88% which belongs to Apple searching data trained by
Logistic Regression. Precision and recall measures are balanced for all synthetic
oversampled data models.

Table 4.7: Gender Models by Logistic Regression with Browsing Data

Browsing
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Complexity Low Medium Low High High Medium
Accuracy 39.24% 44.30% 48.10% 43.03% 49.36 % 58.22%
Precision 0.390 0.441 0.479 0.431 0.493 0.582
Recall 0.392 0.443 0.481 0.430 0.494 0.582
F-measure 0.390 0.439 0.476 0.430 0.49 0.581

Raw Data

Number of Instances 79 79 79 79 79 79
Accuracy 72.15% 69.62% 72.15% 82.27% 77.21% 70.88%
Precision 0.726 0.696 0.722 0.826 0.775 0.715
Recall 0.722 0.696 0.722 0.823 0.772 0.709
F-measure 0.720 0.696 0.722 0.822 0.772 0.706

Resampling

Number of Instances 79 79 79 79 79 79
Accuracy 69.38% 71.42% 72.44% 72.44% 77.55% 79.59%
Precision 0.694 0.714 0.722 0.732 0.776 0.796
Recall 0.694 0.714 0.724 0.724 0.776 0.796
F-measure 0.694 0.714 0.723 0.726 0.776 0.796

SMOTE

Number of Instances 98 98 98 98 98 98

4.4.2 Gender Data Models

Tables 4.7, 4.8, 4.9, and 4.10 show the results of the gender data models which are
created for modeling. Gender data models are produced for all six web pages. Similar
to the familiarity factor, preprocessed data models’ results are seen better than raw
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Table 4.8: Gender Models by SMO with Browsing Data

Browing
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Complexity Low Medium Low High High Medium
Accuracy 37.97% 48.10% 49.36% 58.16% 46.83% 56.96%
Precision 0.378 0.475 0.492 0.566 0.468 0.581
Recall 0.380 0.481 0.494 0.582 0.468 0.570
F-measure 0.379 0.460 0.488 0.566 0.468 0.550

Raw Data

Number of Instances 79 79 79 79 79 79
Accuracy 68.35% 65.82% 67.08% 79.74% 72.15% 69.62%
Precision 0.693 0.663 0.671 0.804 0.722 0.709
Recall 0.684 0.658 0.671 0.797 0.722 0.696
F-measure 0.679 0.655 0.671 0.796 0.722 0.691

Resampling

Number of Instances 79 79 79 79 79 79
Accuracy 64.28% 59.18% 61.22% 59.18% 70.40% 67.34%
Precision 0.639 0.578 0.604 0.592 0.701 0.680
Recall 0.643 0.592 0.612 0.592 0.704 0.673
F-measure 0.640 0.579 0.606 0.592 0.702 0.675

SMOTE

Number of Instances 98 98 98 98 98 98

Table 4.9: Gender Models by Logistic Regression with Searching Data

Searching
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Complexity Low Medium Low High High Medium
Accuracy 45.56% 35.44% 59.49% 54.43% 52.56% 63.29%
Precision 0.454 0.355 0.610 0.544 0.524 0.661
Recall 0.456 0.354 0.595 0.544 0.526 0.633
F-measure 0.453 0.354 0.583 0.544 0.523 0.614

Raw Data

Number of Instances 79 79 79 79 79 79
Accuracy 70.88% 69.62% 81.01% 75.94% 82.05% 74.68%
Precision 0.710 0.698 0.82 0.760 0.828 0.748
Recall 0.709 0.696 0.81 0.759 0.821 0.747
F-measure 0.708 0.695 0.808 0.759 0.819 0.747

Resampling

Number of Instances 79 79 79 79 78 79
Accuracy 68.36% 66.32% 76.53% 77.55% 75.25% 81.63%
Precision 0.688 0.675 0.773 0.785 0.751 0.844
Recall 0.684 0.663 0.765 0.776 0.753 0.816
F-measure 0.685 0.666 0.767 0.777 0.752 0.818

SMOTE

Number of Instances 98 98 98 98 97 98
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Table 4.10: Gender Models by SMO with Searching Data

Searching
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Complexity Low Medium Low High High Medium
Accuracy 43.03% 44.30% 58.22% 50.63% 46.15% 59.49%
Precision 0.425 0.418 0.582 0.505 0.450 0.625
Recall 0.430 0.443 0.582 0.506 0.462 0.595
F-measure 0.422 0.403 0.582 0.487 0.441 0.566

Raw Data

Number of Instances 79 79 79 79 78 79
Accuracy 69.62% 68.35% 78.48% 68.35% 74.35% 73.41%
Precision 0.697 0.689 0.800 0.698 0.753 0.738
Recall 0.696 0.684 0.785 0.684 0.744 0.734
F-measure 0.696 0.681 0.782 0.677 0.74 0.733

Resampling

Number of Instances 79 79 79 79 78 79
Accuracy 58.16% 62.24% 65.30% 69.38% 67.01% 72.44%
Precision 0.566 0.624 0.649 0.692 0.680 0.728
Recall 0.582 0.622 0.653 0.694 0.670 0.724
F-measure 0.566 0.623 0.65 0.693 0.672 0.726

SMOTE

Number of Instances 98 98 98 98 97 98

data models. However, generally, the values are worse than familiarity.

In the raw data models, searching values are better than browsing and both algorithms
produce similar results. In terms of visual complexity, there is no consistent evidence
to claim that visual complexity is an influencer while predicting gender. The lowest
accuracy in the raw data models is 35.44% which belongs to AVG searching data
trained by Logistic Regression. The highest accuracy value is 63.29% which belongs
to Yahoo searching data trained by Logistic Regression. Precision and recall measures
are balanced for all raw data models.

In the resampled data models, searching values are also better than browsing val-
ues. Logistic regression results are 4% better than SMO as average. In terms of
visual complexity, the results do not show a pattern. The lowest accuracy value in the
resampled data models is 65.82% which belongs to AVG browsing data trained by
SMO. The highest accuracy value is 82.27% belongs to BBC browsing data trained
by Logistic Regression. Precision and recall measures are balanced for all resampled
data models.

In the synthetic oversampled data models, searching and browsing values are almost
equal to each other. Logistic regression results are 8% better than SMO as average.
In terms of visual complexity, the higher complex web page has a better result than
the lower complex one. The lowest accuracy value in the oversampled data models is
58.16% which belongs to Apple searching data trained by SMO. The highest accuracy
value is 81.63% belongs to Yahoo searching data trained by Logistic Regression.
Precision and recall measures are balanced for all oversampled data models.

25



4.5 Summary and Conclusion

In this chapter, how to, what, and why questions are tried to ask and answer about
modeling study. Section 4.1 explains the existing eye-tracking studies which were
conducted by Eraslan et al. for different research purposes [1, 2]; but, the collected
data was used to conduct modeling and extract data models. There are totally 79
participants’ eye movement data from two eye-tracking studies. In the two studies,
the same procedure was followed in order to maintain the unity and integrity of two
datasets.

Section 4.2 presents the modeling methodology. Based on the previous studies’ data
and algorithms, Logistic Regression and Sequential Minimal Optimization are de-
cided to be utilized to construct data models. In order to boost the results by a reliable
method, feature selection technique, Information Gain, is conducted and the study
eliminates weak attributes while predicting gender and familiarity factors in Section
4.3.

In Section 4.4, familiarity and gender data models are exhibited. The models’ details
and inferences are discussed. In overall, the results look promising and valuable to
be validated by another eye-tracking study. A validation study is conducted to see
if the results are coincidence or not. A new eye-tracking study is conducted with 20
participants and the same procedure of the previous two studies. This is to ensure that
we have data integrity. Next chapter 5 will present to validation study in detail.
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CHAPTER 5

VALIDATION STUDY

The modeling results are seen as promising and support the research questions; how-
ever, it requires to prove its repeatability because artificial intelligence systems are
alive; in other words, they collect and analyze data progressively. Therefore, an eye
tracking study is conducted again and the procedure of the previous two studies is
followed. In this study, 20 users participate in the study. Eye tracking study will be
described and in terms of similarity and differences with the previous eye tracking
studies will also be discussed in detail. Then, the last study’s data (20 participants)
are added to the previous data (79 participants) to create the new data models and the
existing data models try to predict new dataset’s familiarity and gender characteris-
tics (see Section 5.3). According to the previous feature selection, weak features are
canceled from datasets (see Table 4.3).

5.1 Eye Tracking Study

In order to validate the modeling results and prove their consistency, an eye tracking
study is conducted again. Although the procedure is followed as the same, some
conditions differ from the previous two studies. In this section, how the eye tracking
study is conducted will be explained in step by step.

Table 5.1: Familiars and Unfamiliars to Web Pages

Web Page #Familiar #Unfamiliar
Apple 11 9
BBC 11 9

Yahoo 12 8
AVG 6 14

Babylon 3 17
GoDaddy 1 19
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5.1.1 Participants

An eye tracking study is conducted in Ankara from October 2018 to November 2018.
Participants is found by opportunity sampling technique which means that asking
available members of the population if they join in the research or not [38]. Fortu-
nately, all users are daily web users. In detail, 8 of the participants are females when
the rests are males. If three age-groups are enumerated, 18-24, 25-34, and 35-54 will
become group1, group2, and group3, respectively. Group1 has 2 users, group2 has
10 users, and group3 has 8 users. Furthermore, 40% of them are graduated from
high school while 40% also took undergraduate degree. In the rest of them, 15%
have a graduate degree and 5% just completed middle school. Appendix N shows 20
participant’s demographics information as a table.

Table 5.2: Participants with Calibration Problem

Participant
ID

Number of
Participants

with Problem

Number of
Participants

without Problem
Apple - Browsing P9, P14, P17, P18, P20 5 15
Apple - Searching P4, P11, P14, P16 4 16
AVG - Browsing P9, P14, P16, P17 4 16
AVG - Searching - 0 20

Babylon - Browsing - 0 20
Babylon - Searching - 0 20

BBC - Browsing P9, P10, P14 3 17

BBC - Searching P2, P6, P7, P9, P11
P14, P15, P16, P19, P20

10 10

GoDaddy - Browsing - 0 20
GoDaddy - Searching P2, P9 2 18

Yahoo - Browsing P4, P14 2 18
Yahoo - Searching P14 1 19

Table 5.1 shows participants’ familiarity to the web pages used in the study. Similar
to the previous studies, in this study, AVG, Babylon and GoDaddy pages’ familiar -
unfamiliar users are unbalanced. They are also eliminated for familiarity. Thus, while
gender data models are validated for all 6 web pages, familiarity data models are val-
idated for just 3 web pages. In addition, because of eye tracker calibration problems,
some sessions are not recorded properly. Table 5.2 shows which participants have the
problem with the mobile eye tracker in which web pages.

5.1.2 Procedure

Similar to the previous two studies, the procedure has got three phases; introduction
phase, browsing phase, and searching phase. In the introduction phase, sample user
is informed with an information sheet in Turkish (see Appendix G). Information sheet
includes both purpose of the study and participants rights. If one would like to join
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in the study, he should sign the consent form which is prepared also in Turkish (see
Appendix H). Lastly, a questionnaire is provided to the users in Turkish (see Appendix
I) which collects participant’s gender, age, graduation and especially frequency of the
web page use. In order to keep it consistent, frequency of use options is not converted
to binary; but the Likert Type scale is used for the frequency of use. Then familiarity is
inferred from frequency of use. Although three web pages are canceled for familiarity
modeling because of unequal numbers of familiar - unfamiliar users, canceled web
pages are also presented in this eye tracking study because integrity and consistency
between previous two studies and this study need to be maintained.

Table 5.3: Searching Task Questions in Turkish

Web Page Related Questions
Apple a. iPad mini ile ilgili TV reklamını izlemek için tıklar mısınız?

b. Ana menüde iPad linkini bulup tıklar mısınız?
BBC a. Spor haberlerinden ilk olanı okur musunuz?

b. Business başlığı altında piyasa verilerini içeren tabloyu bulur musunuz?
Yahoo a.Yanında küçük simgeler bulunan ana başlıkları okur musunuz?

b. Haberler başlığı altındaki ilk haberi okur musunuz?
AVG a. AVG Internet Security 2013’ün free deneme sürümünü indirmek üzere tıklar mısınız?

b.AVG Antivirüs Free 2013’ü indirmek üzere tıklar mısınız?
Babylon a. Babylon’un free versiyonunu indirmek üzere tıklar mısınız?

b. Babylon’a ait diğer ürünlerin isimlerini bulup okur musunuz?
GoDaddy a. Teknik desteğe ait telefon numarasını bulup okur musunuz?

b. Yeni bir alan adı aramak için yazar mısınız?

Then, within implementation, each participant is browsing each web page for 30 sec-
onds. In browsing phase, the participants are not intervened to prevent confusion.
Afterthat, in searching phase, two questions are asked about each web page in Turk-
ish (see Table 5.3). For each web page, the duration was no longer than 120 seconds.

5.1.3 Equipment

Although the procedure and materials used are the same with the previous studies,
there is an important difference in terms of equipment. This study could not be con-
ducted in a laboratory environment. In the previous studies, Tobii T60 17” built-in eye
tracker was used to implement the study and its resolution was 1280 x 1024 although
in this study, Tobii X2-60 mobile eye tracker is connected to a personal laptop which
is Dell Latitude 7280 notebook with 12.5" display and 1366 x 768 resolution. All
participants use this laptop and this eye tracker. In order to record sessions and take
outputs, Tobii Pro Studio 3.4.8.1348 is installed and utilized. While extracting eye
movement data from Tobii Pro Studio, I-VT filter with default settings is used which
means that there is no limit to eliminate any fixations from the dataset. In the previous
two studies, the outputs were similarly taken by I-VT filter of Tobii Pro Studio with
the default settings.
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Unfortunately, because of the mobility of the eye tracker used, sometimes calibration
problems were experienced when we analyzed the data, we identified some calibra-
tion problems.

5.1.4 Materials

Information sheet is different from the previous studies’ in terms of both language
and content (see Appendix G). It is prepared in Turkish although the originals are in
English. Moreover, the purpose is different from the previous two studies. Consent
form and questionnaire are the same with the previous ones in terms of content (see
Appendix H, I); but, their language is in Turkish differently. Furthermore, searching
questions are prepared in Turkish (see Table 5.3); however, their meanings are the
same with the previous ones.
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Table 5.4: Statistical Analysis of Familiarity

Features Familiarity related Hypothesis (H1)
Browsing Searching

Apple
(t or w)

BBC
(t or w)

Yahoo
(t or w)

Apple
(t or w)

BBC
(t or w)

Yahoo
(t or w)

Mean of Sequence based
Fixation Durations

Familiar user’s mean of
sequence based fixation durations
is longer than unfamiliar user’s.

w: 31
d: 0.74
df: NA

w: 23
d: 0.3
df: NA

t: 0.32
d: 0.16
df: 12

w: 32
d: 0.42
df: NA

t: 1.15
d: 0.68
df: 4

t: -0.5
d: -0.26

df: 9

Sum of Sequence based
Fixation Durations

Familiar user’s sum of
sequence based fixation durations
is longer than unfamiliar user’s.

w:22
d: 0.05
df: NA

t: -1.12
d: -0.59

df: 9

t: 1.23
d: 0.61
df: 13

t: -0.55
d: -0.28
df: 12

t: -1.39*
d: -1.01

df: 4

t: 0.32
d: 0.21
df: 5

Sequence based
Fixation Counts

Familiar user makes fewer fixations
than unfamiliar user.

t: -0.18
d: -0.1
df: 10

t: -0.57
d: -0.3
df: 7

t: 1.18
d: 0.58
df: 13

t: -1.35
d: -0.69
df: 12

t: -2.00*
d: -1.51

df: 3

t: 0.34
d: 0.23
df: 5

Percentage of
First Fixated AOI

Duration of First Fixated AOI
is different significantly than
other fixations as a percentage
in terms of familiarity.

w: 23
d: 0.09
df: NA

w: 23
d: -0.06
df: NA

w: 37
d: -0.007
df: NA

w: 26
d: 0.22
df: NA

t: 0.8
d: 0.56
df: 5

t: -0.39
d: -0.19
df: 10

Duration of
First Fixated AOI

Familiar user’s fixation duration
on First Fixated AOI is longer than
unfamiliar user’s.

w: 27
d: 0.59
df: NA

w: 22
d: -0.19
df: NA

w: 39
d: -0.006
df: NA

w: 20
d: -0.30
df: NA

t: -0.74
d: -0.55

df: 3

t: -1.53*
d: -0.85

df: 8

Mean of Page based
Fixation Durations

Familiar user’s fixation duration is
longer than unfamiliar user’s.

t: 0.28
d: 0.15
df: 8

w: 29
d: 0.45
df: NA

t: -1.09
d: -0.58

df: 9

w: 27
d: 0.34
df: NA

w: 12
d: 0.62
df: NA

w: 22
d: -0.81
df: NA

Sum of Page based
Fixation Durations

Familiar user’s fixation duration is
longer than unfamiliar user’s.

w: 24
d: 0.41
df: NA

w: 15
d: -0.78
df: NA

t: 0.36
d: 0.18
df: 12

t: -0.71
d: -0.36
df: 12

t: -2.24*
d: -1.67

df: 3

t: -0.92
d: -0.45
df: 10

Page based
Fixation Counts

Familiar user makes fewer fixations
than unfamiliar user.

t: 0.55
d: 0.29
df: 9

w: 25
d: -0.42
df: NA

t: 1.45
d: 0.68
df: 13

t: -1.20
d: -0.61
df: 12

t: -2.44*
d: -1.83

df: 3

t: -0.09
d: -0.05

df: 9

Number of Viewed AOIs
per Page based Fixations

There is a significant difference in
number of viewed AOIs per page based
fixation counts of familiar and
unfamiliar users.

t: 0.15
d: 0.09
df: 7

t: 0.41
d: 0.21
df: 12

t: 0.40
d: 0.21
df: 10

t: 0.11
d: 0.05
df: 10

t: 4.07*
d: 2.50
df: 5

t: 1.73
d: 0.68
df: 13

Mean of Distances among
Page based Fixations

Unfamiliar user’s mean of fixation
distances are longer than familiar user’s.

t: -1.17
d: -0.66

df: 9

t: -0.15
d: -0.07
df: 12

w: 30
d: 0.18
df: NA

w: 23*
d: -0.92
df: NA

t: -1.17
d: -0.66

df: 9

w: 42
d: 0.14
df:NA

Sum of Distances among
Page based Fixations

Unfamiliar user’s sum of fixation
distances are longer than familiar user’s

t: -0.27
d: -0.14
df: 10

t: -0.44
d: -0.23
df: 12

t: -0.99
d: 0.46
df: 12

t: -1.66*
d: -0.83
df: 11

t: -1.95*
d: -1.46

df: 3

t: -0.20
d: -0.11

df: 7

Mean of Path Angles among
Page based Fixations

Familiar user’s mean of path angles
are bigger than unfamiliar user’s.

t: -0.44
d: -0.25

df: 8

t: -1.89*
d: -0.97
df: 12

t: 0.41
d: 0.21
df: 12

t: -1.27
d: -0.68
df: 10

t: 0.02
d: 0.01
df: 6

t: 1.17
d: 0.58
df: 11

Sum of Path Angles among
Page based Fixations

Familiar user’s sum of path angles
are bigger than unfamiliar user’s.

t: -0.08
d: -0.05

df: 7

t: -1.7*
d: -0.83

df: 9

t: 0.12
d: 0.06
df: 13

t: -2.44*
d: -1.23
df: 12

t: 0.16
d: 0.12
df: 3

t: 1.36
d: 0.63
df: 13

Page based Fixation Counts
per Sequence based Fixation Counts

Familiar user have bigger proportion
of sequence- based fixation counts over all
fixations than unfamiliar user.

w: 18
d: 0.47
df: NA

t: 0.27
d: 0.14
df: 12

w: 23
d: -0.40
df: NA

w: 39
d: 0.61
df: NA

t: -1.28*
d: -0.87

df: 5

w: 17*
d: -0.85
df: NA

*p < 0.05
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5.2 Descriptive Analysis

After the eye-tracking study is conducted again, descriptive analysis is done before
the prediction. Based on the feature-level hypotheses (see Tables 2.2 and 2.3), the
datasets are statistically analyzed and verified. This is a procedure which includes a
series of statistical tests which show if the hypotheses are confirmed or not.

Because of the calibration problem of the mobile eye tracker, the participants are
missing for certain web pages (see Table 5.2). Although the eye tracker recorded
13th and 16th participants’ eye movements (see AppendixN), they are outliers for all
gaze data; so, their data are not taken into account in descriptive analyses. Moreover,
because Scanpath and First Fixated AOI values are String and Char, their t and w
values cannot be calculated. They do not take place in descriptive analyses.

5.2.1 Descriptive Analysis of Familiarity

In order to investigate whether familiar and unfamiliar participants’ eye movements
are different or not, statistical tests are conducted [2]. They show significant differ-
ences and prove that the results are not by chance (see Table 5.4).

If the distributions of eye movement data for each group are normal, dependent T-
Test (two-sided) is conducted. Otherwise, as a non-parametric test, the Wilcoxon
Signed-Rank test is used. In order to show if the distribution is normal or not, the
Shapiro-Wilk test is conducted. T-Test produces t value. In the t-test, the first value
represents familiar, the second one belongs to unfamiliar participants. In other words,
t values are interpreted in terms of familiar. For instance, if t value is high and positive,
familiar’s values are higher than unfamiliar; otherwise, unfamiliar’s values are higher
[39]. Wilcoxon Signed-Rank test produces w value. Hole shows the critical values of
w value in the Wilcoxon Signed Rank test and we evaluate the results based on this
[40].

The statistical tests were conducted with %95 confidence interval [39]. Thus, p-value
should be lower than 0.05 threshold to prove that there is a statistically significant
difference between familiar and unfamiliar. The t and w values with a star (*) mean
that there is a significant difference. In other words, H0 is rejected and H1 (our
hypothesis) is admitted. In addition, in order to show the strength of the differences
between the two groups, The Cohen’s d values were calculated [41]. The Cohen’s d
value is the effect size of which the first value belongs to familiar, the second one is
for unfamiliar. The Cohen’s d value was calculated as the effect size when both the
dependent T-test and Wilcoxon were applied (.2: Small Effect, .5: Medium Effect, .8:
Large Effect).

In addition to statistical tests, mean and standard deviations of eye-tracking datasets
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are examined (see Table 5.5). Those show the differences between familiar and unfa-
miliar’s values. They are evaluated based on the familiarity hypothesis (H1).

Apple and Yahoo browsing dataset do not have any significant difference between
familiar and unfamiliar. In browsing datasets, the BBC-browsing dataset has 2 dif-
ferences which are significant and both are related to path angles. Searching datasets
have more significant differences. According to Vicram framework, the most com-
plex web page of this study has more significant differences. In the scope of this
study, it is generalized that searching over a complex web page makes differences in
the eye movements of familiar and unfamiliar users. Means and standard deviations
support this inference (see Table 5.5).

Table 5.6: Statistical Analysis of Gender - Browsing

Features Gender related Hypothesis (H1)
Browsing

Apple
(t or w)

AVG
(t or w)

Babylon
(t or w)

BBC
(t or w)

GoDaddy
(t or w)

Yahoo
(t or w)

Mean of Sequence based
Fixation Durations

Female’s fixation duration
is longer than male

w: 6*
d: -1.09
df: NA

w: 21
d: -0.49
df: NA

t: -0.65
d: -0.33

df: 9

t: 0.88
d: 0.45
df: 12

w: 30
d: -0.48
df: NA

t: -0.24
d: -0.12
df: 12

Sum of Sequence based
Fixation Durations

Female’s fixation duration
is longer than male

w: 18
d: -0.39
df: NA

t: 0.19
d: 0.1
df: 12

t: 1.09
d: 0.51
df: 11

t: 0.32
d: 0.17
df: 9

t: 0.45
d: 0.23
df: 10

t: -0.38
d: -0.17
df: 13

Sequence based
Fixation Counts

Male make fewer fixations
than females

t: -0.08
d: -0.04
df: 10

t: 1.11
d: 0.55
df: 11

t: 1.55
d: 0.67
df: 14

t: -0.05
d: -0.02

df: 8

t: 0.71
d: 0.34
df: 13

t: -0.36
d: -0.16
df: 13

Percentage of
First Fixated AOI

Duration of First Fixated AOI
is different than other fixations
as a percentage in terms of gender.

w: 19
d: -0.12
df: NA

w: 24
d: -0.43
df: NA

w: 25
d: -0.72
df: NA

t: -1.42
d: -0.69

df: 8

w: 32
d: -0.32
df: NA

w: 30
d: 0.49
df: NA

Duration of
First Fixated AOI

Female’s fixation duration on
First Fixated AOI is longer than male

w: 14
d: -0.65
df: NA

w: 29
d: -0.41
df: NA

w: 27
d: -0.63
df: NA

t: -1.45
d: -0.70

df: 8

w: 28
d: 0.02
df: NA

t: 0.95
d: 0.61
df: 5

Mean of Page based
Fixation Durations

Female’s fixation duration
is longer than male

t: -1.48*
d: -0.84

df: 9

w: 24
d: -0.53
df: NA

t: -1.06
d: -0.5
df: 11

t: 0.62
d: 0.32
df: 12

t: -1.53
d: -0.67
df: 15

t: 0.72
d: 0.37
df: 10

Sum of Page based
Fixation Durations

Female’s fixation duration
is longer than male

w: 18
d: -0.46
df: NA

t: 0.79
d: 0.39
df: 11

w: 50
d: 0.63
df: NA

t: -0.23
d: -0.12

df: 9

w: 37
d: -0.52
df: NA

t: 0.77
d: 0.38
df: 12

Page based
Fixation Counts

Male make fewer fixations than females
t: 0.05
d: 0.02
df: 9

t: 1.2
d: 0.6
df: 11

t: 1.49
d: 0.73
df: 10

t: -0.43
d: -0.23

df: 9

t: 0.001
d: 0.0007

df: 9

t: -0.02
d: -0.01

df: 9

Number of Viewed AOIs
per Page based Fixations

There are differences between
familiar and unfamiliar user

t: -0.7
d: -0.4
df: 9

w: 29
d: -0.22
df: NA

t: -0.56
d: -0.33

df: 6

t: -1.36
d: -0.7
df: 12

t: 0.57
d: 0.29
df: 10

t: 1.75*
d: 0.83
df: 13

Mean of Distances among
Page based Fixations

Fixation distance differs
in terms of gender.

t: 1.07
d: 0.57
df: 10

t: 1.9*
d: 0.95
df: 12

t: -1.69
d: -0.65
df: 15

t: -0.86
d: -0.44
df: 13

t: 0.01
d: 0.007
df: 14

w: 41
d: 0.16
df: NA

Sum of Distances among
Page based Fixations

Fixation distance differs
in terms of gender.

t: 0.74
d: 0.39
df: 8

t: 1.99*
d: 1.01
df: 12

t: -0.17
d: -0.07
df: 13

t: -0.92
d: -0.4
df: 12

t: -0.04
d: -0.02
df: 11

t: 0.31
d: 0.14
df: 13

Mean of Path Angles among
Page based Fixations

Path angle differs in terms of gender.
w: 27

d: 0.54
df: NA

t: 0.17
d: 0.08
df: 11

t: 0.68
d: 0.35
df: 9

t: 0.84
d: 0.43
df: 12

t: -0.5
d: -0.24
df: 11

t: 0.66
d: 0.35
df: 9

Sum of Path Angles among
Page based Fixations

Path angle differs in terms of gender.
t: 0.71
d: 0.4
df: 9

t: 0.74
d: 0.39
df: 8

t: 0.58
d: 0.31
df: 8

t: 1.0
d: 0.51
df: 12

t: -0.42
d: -0.21
df: 11

t: 0.54
d: 0.28
df: 10

Page based Fixation Counts
per Sequence based Fixation Counts

Gender affects the proportion of
looking AOI or non-AOI.

w: 23
d: -0.36
df: NA

t: -0.31
d: -0.15
df: 11

w: 29
d: -0.43
df: NA

t: -0.01
d: -0.008

df: 11

t: -1.45
d: -0.64
df: 15

w: 32
d: -0.48
df: NA

*p < 0.05
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Table 5.8: Statistical Analysis of Gender - Searching

Features Gender related Hypothesis (H1)
Searching

Apple
(t or w)

AVG
(t or w)

Babylon
(t or w)

BBC
(t or w)

GoDaddy
(t or w)

Yahoo
(t or w)

Mean of Sequence based
Fixation Durations

Female’s fixation duration
is longer than male

w: 36
d: 0.25
df: NA

w: 43
d: 0.73
df: NA

t: 1.11
d: 0.63
df: 7

w: 14
d: -0.21
df: NA

w: 28
d: -0.13
df: NA

t: -0.002
d: -0.001

df: 11

Sum of Sequence based
Fixation Durations

Female’s fixation duration
is longer than male

t: 1.11
d: 0.67
df: 6

t: 1.18
d: 0.68
df: 7

t: 0.6
d: 0.29
df: 11

t: -0.33
d: -0.2
df: 5

t: 0.97
d: 0.43
df: 13

t: 2.29*
d: 1.49
df: 5

Sequence based
Fixation Counts

Male make fewer fixations
than females

t: 1.55*
d: 0.98
df: 5

t: -0.34
d: -0.19

df: 7

t: 0.19
d: 0.09
df: 13

w: 10
d: -0.13
df: NA

t: 1.25
d: 0.58
df: 13

w: 49*
d: 1.43
df: NA

Percentage of
First Fixated AOI

Duration of First Fixated AOI
is different than other fixations
as a percentage in terms of gender.

w: 14
d: -0.63
df: NA

w: 35
d: 0.69
df: NA

t: -1.46
d: -0.62
df: 15

w: 11
d: 0.08
df: NA

w: 27
d: -0.5
df: NA

t: -1.77*
d: -0.86

df: 9

Duration of
First Fixated AOI

Female’s fixation duration on
First Fixated AOI is longer than male

w: 28
d: -0.35
df: NA

w: 40
d: 0.71
df: NA

w: 27
d: -0.43
df: NA

t: -0.71
d: -0.43

df: 5

w: 29
d: -0.42
df: NA

t: 0.07
d: 0.05
df: 4

Mean of Page based
Fixation Durations

Female’s fixation duration
is longer than male

w: 30
d: 0.007
df: NA

w: 48
d: 0.74
df: NA

t: 1.03
d: 0.6
df: 6

w: 14
d: -0.04
df: NA

w: 30
d: -0.01
df: NA

w: 33
d: -0.16
df: NA

Sum of Page based
Fixation Durations

Female’s fixation duration
is longer than male

t: 1.58*
d: 0.97
df: 6

t: 0.98
d: 0.46
df: 12

t: 0.17
d: 0.08
df: 13

t: -0.17
d: -0.11

df: 7

t: 0.87
d: 0.48
df: 8

t: 2.55*
d: 1.48
df: 6

Page based
Fixation Counts

Male make fewer fixations than females
t: 1.76*
d: 1.18
df: 5

t: -0.12
d: -0.07

df: 6

t: -0.27
d: -0.13
df: 13

t: 0.02
d: 0.02
df: 6

t: 0.84
d: 0.48
df: 7

t: 2.61*
d: 1.38
df: 7

Number of Viewed AOIs
per Page based Fixations

There are differences between
familiar and unfamiliar user

w: 21
d: -0.1
df: NA

w: 35
d: 0.79
df: NA

t: 0.51
d: 0.23
df: 15

t: 0.22
d: 0.15
df: 5

t: -0.97
d: -0.47
df: 12

w: 14
d: -0.72
df: NA

Mean of Distances among
Page based Fixations

Fixation distance differs
in terms of gender.

w: 17
d: -0.58
df: NA

t: 0.94
d: 0.58
df: 6

t: -0.95
d: -0.44
df: 14

w: 2*
d: -1.26
df: NA

t: 0.47
d: 0.26
df: 8

t: 1.72*
d: 0.97
df: 6

Sum of Distances among
Page based Fixations

Fixation distance differs
in terms of gender.

t: 0.98
d: 0.67
df: 5

t: -0.23
d: -0.12

df: 8

t: -0.68
d: -0.31
df: 15

w: 8
d: -0.09
df: NA

t: 1.03
d: 0.57
df: 8

w: 54*
d: 2.13
df: NA

Mean of Path Angles among
Page based Fixations

Path angle differs in terms of gender.
t: 0.66
d: 0.37
df: 7

w: 39
d: -0.47
df: NA

t: -0.83
d: -0.45

df: 8

t: 2.10*
d: 1.32
df: 6

t: -0.13
d: -0.06
df: 11

t: 0.87
d: 0.48
df: 6

Sum of Path Angles among
Page based Fixations

Path angle differs in terms of gender.
t: 1.01
d: 0.73
df: 4

t: 1.36
d: 0.56
df: 15

t: -0.57
d: -0.3
df: 9

w: 18*
d: 1.09
df: NA

t: 0.57
d: 0.33
df: 7

t: 1.01
d: 0.76
df: 4

Page based Fixation Counts
per Sequence based Fixation Counts

Gender affects the proportion of
looking AOI or non-AOI.

w: 23
d: -0.3
df: NA

t: -0.2
d: -0.1
df: 8

w: 21
d: -0.52
df: NA

t: -0.41
d: -0.28

df: 5

w: 28
d: -0.45
df: NA

t: -1.13
d: -0.46
df: 14

*p < 0.05
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5.2.2 Descriptive Analysis of Gender

The same statistical tests with the familiarity are conducted for genders (see Section
5.2.1). In browsing datasets, t and w values are calculated and presented (see Table
5.6). The Cohen’s d value shows the effect size of the significance which is two-
tailed. The first value belongs to Female while the second one represents Male. In
browsing datasets, Apple and AVG have 2 significant differences while Yahoo has
one significant difference. The significant differences in the Apple-browsing dataset
are on the Mean of Sequence-based and Page-based Fixation Durations. According
to Vicram Framework, Apple’s complexity is low. AVG has significant differences in
the Mean and Sum of Distances among Page-based Fixations. AVG’s complexity is
medium. Lastly, Yahoo has a significant difference in the Number of Viewed AOIs
per Page-based Fixation Counts. Yahoo’s complexity is also medium. Mean and
standard deviation values support these differences (see Table 5.7).

In searching datasets, AVG (Medium), Babylon (Low) and GoDaddy (High) have no
significant difference which does not depend on visual complexity in this study be-
cause each one has different visual complexity levels based on Vicram Framework.
However, searching datasets have more significant differences. Apple has two values
which are on Sequence-based Fixation Counts and Sum of Page based Fixation Du-
rations. BBC has three significant differences in the Mean of Distances among Page
based Fixations, Mean and Sum of Path Angles among Page based Fixations. Yahoo
has seven significant differences which are on the features; Sum of Sequence-based
and Page based Fixation Durations, Sequence-based and Page based Fixation Counts,
Mean and Sum of Distances among Page based Fixations, and Percentage of First
Fixated AOI. Therefore, in the scope of this study, eye movement data implies gender
better on searching data and page-based values.

5.3 Validation Results

The validation study aims at verifying data models and testing data models with in-
dependent datasets. Data models are validated in two ways. Firstly, 20 users eye
tracking data is added to the existing 79 users’ data and data modeling procedure is
repeated again. Secondly, the data models try to predict the familiarity and gender
of the new datasets independently. Validation results are presented similar to mod-
eling results. Accuracy, precision, recall and F-measure of data models and tests are
presented.
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Table 5.10: Validated Familiarity Models by Logistic Regression

Browsing Searching
Apple BBC Yahoo Apple BBC Yahoo

Visual Complexity Low High Medium Low High Medium
Accuracy 67.02% 57.29% 44.32% 69.47% 44.94% 55.10%
Precision 0.614 0.58 0.296 0.669 0.383 0.496
Recall 0.670 0.573 0.443 0.695 0.449 0.551
F-measure 0.605 0.557 0.355 0.655 0.38 0.463

Raw Data

Number of Instances 94 96 97 95 89 98
Accuracy 90.42% 73.95% 83.50% 72.63% 86.51% 84.69%
Precision 0.909 0.752 0.872 0.743 0.879 0.856
Recall 0.904 0.740 0.835 0.726 0.865 0.847
F-measure 0.900 0.735 0.825 0.732 0.865 0.843

Resampling

Number of Instances 94 96 97 95 89 98
Accuracy 88.07% 84.87% 86.32% 90.00% 86.36% 88.23%
Precision 0.883 0.848 0.863 0.902 0.864 0.883
Recall 0.881 0.849 0.863 0.900 0.864 0.882
F-measure 0.881 0.848 0.863 0.900 0.865 0.882

SMOTE

Number of Instances 109 119 117 110 110 119

Table 5.11: Validated Familiarity Models by SMO

Browsing Searching
Algorithms Apple BBC Yahoo Apple BBC Yahoo
Visual Complexity Low High Medium Low High Medium
Accuracy 68.08% 55.20% 55.67% 67.36% 47.19 58.16%
Precision 0.681 0.565 0.328 0.674 0.393 0.617
Recall 0.681 0.552 0.557 0.674 0.472 0.582
F-measure 0.810 0.516 0.413 0.805 0.383 0.454

Raw Data

Number of Instances 94 96 97 95 89 98
Accuracy 90.42% 70.83% 82.47% 86.31% 83.14% 85.71%
Precision 0.916 0.709 0.866 0.886 0.831 0.886
Recall 0.904 0.708 0.825 0.863 0.831 0.857
F-measure 0.899 0.708 0.813 0.851 0.831 0.851

Resampling

Number of Instances 94 96 97 95 89 98
Accuracy 72.47% 76.47% 75.21% 71.82% 76.36% 76.47%
Precision 0.813 0.765 0.823 0.810 0.774 0.831
Recall 0.725 0.765 0.752 0.718 0.764 0.765
F-measure 0.682 0.765 0.741 0.674 0.765 0.756

SMOTE

Number of Instances 109 119 117 110 110 119
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5.3.1 Familiarity Data Models Validation

Tables 5.10 and 5.11 show the results of repeated familiarity data models with the
new datasets. In raw data models, the results are 2% worse than modeling results
as average. On the other hand, resampled and oversampled validation data models
produce better results than modeling as expected because the more the number of
instances increases, the better the data models are trained.

In the raw data models, searching and browsing datasets produce similar results.
However, the SMO algorithm trains better than Logistic Regression. In terms of
visual complexity, the lowest complex web page, Apple has the best results. The
lowest accuracy in the raw data models is 44.32% which belongs to Yahoo browsing
data trained by Logistic Regression. The highest accuracy value is 69.47% which
belongs to Apple searching data trained by Logistic Regression. Precision and recall
measures are balanced for all raw data models.

In the resampled data models, searching datasets produce 3% better results than
browsing datasets as average. Moreover, the SMO algorithm trains 3% better than
Logistic Regression as average. In terms of visual complexity, there is no clear ev-
idence to say the visual complexity influences familiarity prediction in resampled
datasets. The lowest accuracy in the resampled data models is 70.83% which be-
longs to BBC browsing data trained by SMO. The highest accuracy value is 90.42%
which belongs to Apple browsing data trained by both Logistic Regression and SMO
algorithms. Precision and recall measures are balanced for all resampled data models.

In the oversampled data models, searching datasets produce 1% better results than
browsing datasets as average. However, Logistic Regression trains 13% better than
the SMO algorithm as average. In terms of visual complexity, there is no clear ev-
idence to say the visual complexity influences familiarity prediction in resampled
datasets. The lowest accuracy in the synthetic oversampled data models is 71.82%
which belongs to Apple searching data trained by the SMO algorithm. The highest
accuracy value is 90.00% which belongs to Apple searching data trained by Logis-
tic Regression. Precision and recall measures are balanced for all oversampled data
models.
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Table 5.12: Validated Gender Models by Logistic Regression with Browsing Data

Browsing
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Compexity Low Medium Low High High Medium
Accuracy 44.56% 53.19% 52.04% 62.50% 47.95% 45.36%
Precision 0.447 0.535 0.527 0.639 0.481 0.448
Recall 0.447 0.532 0.520 0.625 0.480 0.454
F-measure 0.447 0.521 0.507 0.618 0.469 0.449

Raw Data

Number of Instances 94 94 98 96 98 97
Accuracy 71.27% 74.46% 73.46% 88.54% 73.46% 77.31%
Precision 0.713 0.746 0.739 0.887 0.742 0.788
Recall 0.713 0.745 0.735 0.885 0.735 0.773
F-measure 0.713 0.744 0.734 0.885 0.733 0.772

Resampling

Number of Instances 94 94 98 96 98 97
Accuracy 73.50% 80.34% 77.04% 78.15% 75.40% 73.33%
Precision 0.735 0.802 0.770 0.786 0.752 0.732
Recall 0.735 0.803 0.770 0.782 0.754 0.733
F-measure 0.725 0.801 0.767 0.775 0.752 0.732

SMOTE

Number of Instances 117 117 122 119 122 120

Table 5.13: Validated Gender Models by SMO with Browsing Data

Browsing
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Compexity Low Medium Low High High Medium
Accuracy 43.61% 50.00% 47.95% 51.04% 57.14% 39.17%
Precision 0.436 0.500 0.478 0.509 0.573 0.369
Recall 0.436 0.500 0.480 0.511 0.571 0.392
F-measure 0.436 0.500 0.478 0.503 0.566 0.371

Raw Data

Number of Instances 94 94 98 96 98 97
Accuracy 76.59% 80.85% 74.48% 89.58% 74.48% 84.53%
Precision 0.774 0.83 0.745 0.898 0.746 0.852
Recall 0.766 0.809 0.745 0.896 0.745 0.845
F-measure 0.764 0.805 0.745 0.794 0.744 0.844

Resampling

Number of Instances 94 94 98 96 98 97
Accuracy 67.52% 70.08% 66.39% 73.10% 68.03% 65.00%
Precision 0.669 0.708 0.659 0.728 0.675 0.654
Recall 0.675 0.701 0.664 0.731 0.680 0.650
F-measure 0.662 0.677 0.659 0.728 0.674 0.651

SMOTE

Number of Instances 117 117 122 119 122 120
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Table 5.14: Validated Gender Models by Logistic Regression with Searching Data

Searching
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Compexity Low Medium Low High High Medium
Accuracy 37.89% 50.00% 61.22% 52.80% 54.16% 54.08%
Precision 0.363 0.502 0.612 0.534 0.548 0.539
Recall 0.379 0.500 0.612 0.528 0.542 0.541
F-measure 0.364 0.495 0.612 0.496 0.525 0.533

Raw Data

Number of Instances 95 98 98 89 96 98
Accuracy 78.94% 74.48% 74.48% 75.28% 79.16% 81.63%
Precision 0.797 0.759 0.772 0.758 0.792 0.820
Recall 0.789 0.745 0.745 0.753 0.792 0.816
F-measure 0.787 0.742 0.740 0.752 0.792 0.815

Resampling

Number of Instances 95 98 98 89 96 98
Accuracy 72.03% 73.77% 81.96% 76.57% 80.00% 79.33%
Precision 0.723 0.748 0.821 0.774 0.804 0.820
Recall 0.720 0.738 0.820 0.766 0.800 0.793
F-measure 0.721 0.740 0.820 0.768 0.801 0.794

SMOTE

Number of Instances 118 122 122 111 120 121

Table 5.15: Validated Gender Models by SMO with Searching Data

Searching
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Compexity Low Medium Low High High Medium
Accuracy 36.84% 53.06% 67.34% 51.68% 53.12% 56.12%
Precision 0.329 0.532 0.692 0.517 0.537 0.593
Recall 0.368 0.531 0.673 0.517 0.531 0.561
F-measure 0.334 0.508 0.663 0.502 0.512 0.496

Raw Data

Number of Instances 95 98 98 89 96 98
Accuracy 78.94% 73.46% 77.55% 77.52% 77.08% 84.69%
Precision 0.791 0.735 0.782 0.790 0.779 0.882
Recall 0.789 0.735 0.776 0.775 0.771 0.847
F-measure 0.789 0.735 0.774 0.773 0.769 0.842

Resampling

Number of Instances 95 98 98 89 96 98
Accuracy 65.25% 70.49% 76.22% 67.56% 69.16% 71.90%
Precision 0.673 0.712 0.774 0.692 0.689 0.752
Recall 0.653 0.705 0.762 0.676 0.692 0.719
F-measure 0.655 0.707 0.764 0.679 0.675 0.719

SMOTE

Number of Instances 118 122 122 111 120 121
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5.3.2 Gender Data Models Validation

Tables 5.12, 5.13, 5.14, and 5.15 show the results of repeated gender data models
with the new datasets. The accuracy values of new data models are 3% better than
previous data models as average. Searching data models are more predictive than
browsing ones.

In the raw data models, searching values are better than browsing and in browsing
data, Logistic Regression produces 2% better results than SMO while in searching
data, SMO produces 2% better results than LR as average. In terms of visual com-
plexity, there is no consistent evidence to claim that visual complexity is an influ-
encer while predicting gender. The lowest accuracy in the raw data models is 36.84%
which belongs to Apple searching data trained by SMO. The highest accuracy value
is 67.34% which belongs to Babylon searching data trained by SMO. Precision and
recall measures are balanced for all raw data models.

In the resampled data models, searching values are almost equal to browsing data
models. SMO produces 3% better results than Logistic Regression as average. The
results do not show a pattern to claim that visual complexity is an influencer while
predicting gender in the resampled dataset. The lowest accuracy value in the resam-
pled data models is 71.27% which belongs to Apple browsing data trained by Logis-
tic Regression. The highest accuracy value is 89.58% belongs to BBC browsing data
trained by SMO. Precision and recall measures are balanced for all resampled data
models.

In the synthetic oversampled data models, searching results are 1% better than brows-
ing results as average. SMO produces 7% better results than Logistic Regression as
average. Visual complexity level does not influence training eye movement data. The
lowest accuracy value in the oversampled data models is 65.00% which belongs to
Yahoo browsing data trained by SMO. The highest accuracy value is 81.96% belongs
to Babylon searching data trained by Logistic Regression. Precision and recall mea-
sures are balanced for all oversampled data models.

5.3.3 Familiarity Prediction on Test Set

Tables 5.16 and 5.17 show the results of predicting familiarity factor of the new
datasets. The accuracy values are lower than the expected for resampled and over-
sampled data models. Moreover, recall values of all resampled and oversampled data
models are 1.00 which show the prediction is biased. Precision and recall need to be
balanced. In raw data models, Logistic Regression produces the best results in terms
of both accuracy values and precision-recall balance.

In the raw data models, browsing data models by Logistic Regression predict the
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Table 5.16: Familiarity Prediction by Logistic Regression

Browsing Searching
Algorithms Apple BBC Yahoo Apple BBC Yahoo
Visual Complexity Low High Medium Low High Medium
Accuracy 53.33% 47.05% 50.00% 43.75% 30.00% 36.84%
Precision 0.589 0.265 0.344 0.233 0.133 0.368
Recall 0.533 0.471 0.500 0.438 0.300 1.00
F-measure 0.489 0.339 0.407 0.304 0.185 0.538

Raw Data

Number of Instances 15 17 18 16 10 19
Accuracy 53.33% 52.94% 61.11% 50.00% 40.00% 63.15%
Precision 0.533 0.529 0.611 0.500 0.400 0.632
Recall 1.00 1.00 1.00 1.000 1.00 1.00
F-measure 0.696 0.692 0.759 0.667 0.571 0.774

Resampling

Number of Instances 15 17 18 16 10 19
Accuracy 46.66% 52.94% 61.11% 50.00% 40.00% 63.15%
Precision 0.467 0.529 0.611 0.500 0.400 0.632
Recall 1.00 1.00 1.00 1.000 1.00 1.00
F-measure 0.636 0.692 0.759 0.667 0.571 0.774

SMOTE

Number of Instances 15 17 18 16 10 19

Table 5.17: Familiarity Prediction by SMO

Browsing Searching
Algorithms Apple BBC Yahoo Apple BBC Yahoo
Visual Complexity Low High Medium Low High Medium
Accuracy 53.33% 47.05% 33.33% 50.00% 60.00% 36.84%
Precision 0.533 0.471 0.137 0.500 0.600 0.368
Recall 1.00 1.00 0.333 1.00 1.00 1.00
F-measure 0.696 0.640 0.194 0.667 0.750 0.538

Raw Data

Number of Instances 15 17 18 16 10 19
Accuracy 53.33% 52.94% 61.11% 50.00% 40.00% 63.15%
Precision 0.533 0.529 0.611 0.500 0.400 0.632
Recall 1.00 1.00 1.00 1.000 1.00 1.00
F-measure 0.696 0.692 0.759 0.667 0.571 0.774

Resampling

Number of Instances 15 17 18 16 10 19
Accuracy 46.66% 52.94% 61.11% 50.00% 40.00% 63.15%
Precision 0.467 0.529 0.611 0.500 0.400 0.632
Recall 1.00 1.00 1.00 1.000 1.00 1.00
F-measure 0.636 0.692 0.759 0.667 0.571 0.774

SMOTE

Number of Instances 15 17 18 16 10 19
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best. Its worst accuracy value is 47.05% which belongs to BBC data model. The best
accuracy value is 53.33% which belongs to Apple data model. The accuracy values of
resampled and oversampled data are higher than raw data models and 50% threshold;
but, their precision and recall values are imbalanced.

Table 5.18: Gender Prediction by Logistic Regression - Browsing

Browsing
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Compexity Low Medium Low High High Medium
Accuracy 33.33% 43.75% 40.00% 52.94% 50.00% 38.88%
Precision 0.179 0.391 0.433 0.631 0.500 0.472
Recall 0.333 0.438 0.400 0.529 0.500 0.389
F-measure 0.233 0.401 0.400 0.499 0.500 0.398

Raw Data

Number of Instances 15 16 20 17 20 18
Accuracy 46.66% 43.75% 40.00% 41.17% 40.00% 33.33%
Precision 0.467 0.438 0.400 0.412 0.400 0.333
Recall 1.00 1.00 1.00 1.00 1.00 1.00
F-measure 0.636 0.609 0.571 0.583 0.571 0.500

Resampling

Number of Instances 15 16 20 17 20 18
Accuracy 53.33% 56.25% 60.00% 58.82% 60.00% 66.66%
Precision 0.533 0.563 0.600 0.588 0.600 0.667
Recall 1.00 1.00 1.00 1.00 1.00 1.00
F-measure 0.696 0.720 0.750 0.741 0.750 0.800

SMOTE

Number of Instances 15 16 20 17 20 18

Table 5.19: Gender Prediction by SMO - Browsing

Browsing
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Compexity Low Medium Low High High Medium
Accuracy 60.00% 43.75% 40.00% 47.05% 50.00% 27.77%
Precision 0.600 0.438 0.433 0.569 0.500 0.344
Recall 0.600 1.00 0.400 0.471 0.500 0.278
F-measure 0.589 0.609 0.400 0.416 0.500 0.262

Raw Data

Number of Instances 15 16 20 17 20 18
Accuracy 46.66% 43.75% 40.00% 41.17% 40.00% 33.33%
Precision 0.467 0.438 0.400 0.412 0.400 0.333
Recall 1.00 1.00 1.00 1.00 1.00 1.00
F-measure 0.636 0.609 0.571 0.583 0.571 0.500

Resampling

Number of Instances 15 16 20 17 20 18
Accuracy 53.33% 56.25% 60.00% 58.82% 60.00% 66.66%
Precision 0.533 0.563 0.600 0.588 0.600 0.667
Recall 1.00 1.00 1.00 1.00 1.00 1.00
F-measure 0.696 0.720 0.750 0.741 0.750 0.800

SMOTE

Number of Instances 15 16 20 17 20 18
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Table 5.20: Gender Prediction by Logistic Regression - Searching

Searching
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Compexity Low Medium Low High High Medium
Accuracy 56.25% 45.00% 40.00% 50.00% 55.55% 63.15%
Precision 0.375 0.565 0.400 0.476 0.556 0.632
Recall 0.563 0.450 1.00 0.500 1.00 1.00
F-measure 0.450 0.384 0.571 0.484 0.714 0.774

Raw Data

Number of Instances 16 20 20 10 18 19
Accuracy 37.50% 40.00% 40.00% 40.00% 55.55% 36.84%
Precision 0.375 0.400 0.400 0.400 0.556 0.368
Recall 1.00 1.00 1.00 1.00 1.00 1.00
F-measure 0.545 0.571 0.571 0.571 0.714 0.538

Resampling

Number of Instances 16 20 20 10 18 19
Accuracy 62.50% 60.00% 60.00% 60.00% 55.55% 63.15%
Precision 0.625 0.600 0.600 0.600 0.556 0.632
Recall 1.00 1.00 1.00 1.00 1.00 1.00
F-measure 0.769 0.750 0.750 0.750 0.714 0.774

SMOTE

Number of Instances 16 20 20 10 18 19

Table 5.21: Gender Prediction by SMO - Searching

Searching
Apple AVG Babylon BBC GoDaddy Yahoo

Visual Compexity Low Medium Low High High Medium
Accuracy 43.75% 40.00% 40.00% 50.00% 55.55% 63.15%
Precision 0.337 0.456 0.400 0.476 0.556 0.632
Recall 0.438 0.400 1.00 0.500 1.00 1.00
F-measure 0.380 0.301 0.571 0.484 0.714 0.774

Raw Data

Number of Instances 16 20 20 10 18 19
Accuracy 37.50% 40.00% 40.00% 40.00% 55.55% 36.84%
Precision 0.375 0.400 0.400 0.400 0.556 0.368
Recall 1.00 1.00 1.00 1.00 1.00 1.00
F-measure 0.545 0.571 0.571 0.571 0.714 0.538

Resampling

Number of Instances 16 20 20 10 18 19
Accuracy 62.50% 60.00% 60.00% 60.00% 55.55% 63.15%
Precision 0.625 0.600 0.600 0.600 0.556 0.632
Recall 1.00 1.00 1.00 1.00 1.00 1.00
F-measure 0.769 0.750 0.750 0.750 0.714 0.774

SMOTE

Number of Instances 16 20 20 10 18 19
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5.3.4 Gender Prediction on Test Set

Tables 5.18, 5.19, 5.20, and 5.21 show the results of predicting gender factor of the
new datasets. Raw data models are balanced in terms of precision and recall while
resampled and oversampled data models are imbalanced. Searching data models pre-
dict 6% better than browsing data models as average. Moreover, Logistic Regression
predicts better than SMO. In raw data models, the lowest accuracy value is 27.77%
which belongs to Yahoo browsing data model trained by SMO. The highest accu-
racy value is 63.15% which belongs to Yahoo searching data models trained by both
algorithms.

5.4 Baseline Analysis for Predictions

Predictions of data models on test dataset for both gender and familiarity are unex-
pectedly bad. Thus, it needs to show correct predictions for familiarity and gender.

In familiarity, Appendix K shows actual values and the predictions by both logistic
regression and SMO on raw, resampled and oversampled data. It is understood from
the tables that while logistic regression predicts more familiar on raw data, SMO
predicts unfamiliar correctly. On the resampled data, logistic regression and SMO
predicts more unfamiliar although, on the oversampled data, both classifiers predict
more familiar correctly. Except for the Yahoo-searching case, both classifiers predict
resampled and oversampled data as either familiar or unfamiliar in %100. In Yahoo-
searching, the logistic regression classifier predicts a resampled instance as familiar
when the rest is predicted as unfamiliar in %95. However, it is unfamiliar in actual.

In gender, Appendix L presents tables which include actual values and the predic-
tions of the classifiers. On the raw data, logistic regression classifies males more
correctly than females and SMO also classifies males more correctly. On resampled
and oversampled, both classifiers predict males better than females similarly. Except
for BBC-browsing, logistic regression and SMO predict resampled and oversampled
data as either female or male in %100. In the BBC-browsing case, logistic regression
predicts females in %82 and males in %18. According to actual values, 2 of 3 are
predicted as males correctly.

5.5 Summary and Conclusion

In this chapter, Section 5.1 explains essences of the validation study in detail. In the
scope of this study, Eraslan’s eye tracking study is followed and repeated in Ankara
with 20 users again [1, 2]. Validation is conducted in two ways; adding new dataset
to existing one to create validated data models and predicting new dataset’s gender
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and familiarity by using existing data models.

Firstly, validated data models produce better accuracy values than the existing ones.
It is important to see better accuracy values when number of instances increase as
expected. Secondly, while predicting factors of new datasets, the existing resam-
pled and oversampled data models are unsuccessful because their accuracy values are
lower than the existing data models’ accuracies and their recall values are 1.00 unex-
pectedly which means that prediction is random. Raw data models’ precision-recall
values are balanced; but their accuracy values are very low to make predictions.

When the training and testing datasets’ descriptive analysis are conducted, it is seen
that both data distributions differ from each other. This may be originated from re-
search limitations which will be discussed in Chapter 6.
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CHAPTER 6

CONCLUSION

The Internet has become a part of our daily lives. People spend a considerable part
of the day for entertaining, training, or even working via the Internet. The web is a
critical and very important application on the Internet. Avoiding the negative effects
of the traditional “one-size-fits-all” approach is to develop web pages which adapt
the behaviors and features of individual users and groups of users [42]. The overall
objectives of this thesis enable adaptation of web pages to the users’ gender and fa-
miliarity to the web page. In order to detect users’ gender and familiarity, their eye
movement data on 6 web pages is recorded and analyzed by data mining methods.

This thesis hypothesizes that eye-tracking data can be classified by data mining meth-
ods to predict a user’s familiarity and gender. In order to test this hypothesis, a two-
stage study is conducted; modeling and validation. Before modeling and validation,
possible eye gaze features such as fixation duration, saccade length and so on are
identified in the literature. The dataset consists of 16 independent eye tracking vari-
ables and a dependent user characteristic variable; familiarity or gender. There are
mainly two types of eye gaze features in this study; sequence-based and page-based
features. Sequence-based features are calculated with fixations over Areas of Inter-
est (AOI) while page-based features are calculated with all fixation over a given web
page.

In order to extract eye gaze features from raw eye-tracking data, a Feature Extraction
Tool is designed and developed in Java. It takes eye tracker output, AOI file of the
web page, and user demographics file. It has two modules; familiarity and gender. In
order to enhance the quality of the data models, the Information Gain method is used
to select powerful features and eliminate weak ones. According to information gain
method, features which stay under 0.5 threshold are eliminated from the dataset. At
the end of feature selection, four features; sequence and page-based Fixations Counts,
First Fixated AOI, and Duration of First Fixated AOI are eliminated from datasets for
familiarity modeling. Moreover, three features; Sequence based Fixations Counts,
First Fixated AOI, and Duration of First Fixated AOI are eliminated from datasets for
gender modeling.
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In the modeling phase, publicly available eye tracking data from two existing studies
are utilized [1] and [2]. There are 79 participants and 6 web pages in total. Each
participant assesses each web page twice; for browsing and searching tasks. Those
studies intend to create a common eye movement scanpath by using different meth-
ods. In this study, the data models are created by two different data mining techniques
with 10-fold cross-validation; Logistic Regression and Sequential Minimal Optimiza-
tion. Because of imbalanced numbers of familiar- unfamiliar users, data models are
created for familiarity factor with three web pages; Apple, BBC, and Yahoo. More-
over, for the gender factor, the data models are created for all six web pages. In order
to increase the quality of the data models, the datasets are preprocessed by both re-
sampling and SMOTE, synthetic oversampled technique. In modeling, preprocessed
datasets cause better data models than a raw dataset.

In the validation phase, the eye tracking study is repeated with new data and test if
the data models work or not. The previous studies’ procedure is followed to con-
duct a new eye tracking study and there are 20 participants in total. The data models
are validated in two ways. Firstly, the new dataset (20 participants) is added to the
existing dataset (79 participants) and 10-fold cross validation is repeated by both Lo-
gistic Regression and SMO. Because there are more participants, it is expected that
the models become more accurate. Thus, on average, the accuracy of those models is
3% better than the first data models’ accuracy. Secondly, the first data model tries to
predict the new dataset’s dependent variables; familiarity and gender. In predicting,
the accuracy values become lower than the expected because data models’ accura-
cies are better. Moreover, on average, the resampled data model’s prediction is 40%
while the oversampled one is 60% for both factors. However, their precision-recall
values are imbalanced which means that prediction is biased. Moreover, the raw data
model’s prediction is about 50% in average and precision-recall values are quite bal-
anced, but the values are lower than the expected. Therefore, it is seen that searching
data models are better than browsing and Logistic Regression trains better than SMO.
To conclude, the limitations and future projections of the thesis will be discussed in
detail.

6.1 Discussion about Research Questions

This work was conducted in 6 web pages. In totally, the number of participants is 79
for training and 20 for testing. At the beginning of the study, two research questions
were generated. Now, they are discussed in this framework.

Research Question 1: Can a familiar user to a web page predicted from the
user’s eye-tracking data by using data mining techniques?

In the Modeling phase, raw, resampled, and oversampled datasets produced good
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accuracy values which were supported by good precision, recall, and f-measure val-
ues. The datasets are trained by both Logistic Regression and SMO to prevent the
problems resourced by algorithms. In these results, resampled datasets on search-
ing trained by Logistic Regression produced better results (see Section ??sec:result1-
fam)). Descriptive analyses show that searching datasets of the BBC web page show
more significant differences between familiar and unfamiliar participants.

In the Validation phase, new eye-tracking datasets are added to the existing one and
they were modeled again firstly. This produced better accuracy values than the Mod-
eling phase. However, in prediction, the accuracy values were not stationary. Data
models of both Logistic Regression and SMO cannot produce values as high as the
values in the Modeling and Re-Modeling phase. In the baseline analysis, it is seen
that a dataset is predicted as either familiar or unfamiliar completely in resampled and
oversampled datasets. In the raw datasets, the accuracy is relatively low; but a dataset
is predicted as both familiar and unfamiliar with together.

The answer of this research question in the scope of this study is partial yes because
the eye-tracking study for validation was conducted in a different place, different
times and with different types of eye trackers.

Research Question 2: Can a user predicted as male or female from the user’s
eye-tracking data by using data mining techniques?

According to the familiarity, modeling, re-modeling, and validation values for gender
are lower. Descriptive analyses also show that familiarity has more significant dif-
ferences on the data. Descriptive analyses show that searching data over Yahoo web
page produced more significant differences between females and males. In addition,
it can be stated that answer of this research question is partially yes because modeling
and re-modeling results are good in spite of lower than the familiarity. The limitations
are also valid for gender prediction.

6.2 Limitations

The thesis has three limitations which are mobile eye tracker, different groups of
participants, and a small number of participants.

Mobile Eye Tracker: In the validation study, Tobii X2-60 mobile eye tracker has
connected to Dell Latitude 7280 12.5" (1366 x 768) laptop because it enables us
to conduct the study in different places and find more participants. However, it is
different than the eye tracker in modeling study which was Tobii T60 17" (1280 x
1080), built-in eye tracker. The mobile eye tracker sometimes does not record a part
of the session and it causes missing recordings in validation. Table 5.2 shows which
participant experienced this problem. Moreover, although extracted eye gaze features
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do not directly show x-y coordinates, distances between fixations may be affected and
weaken the validation.

Different Groups of Participants: For the modeling, the previous two eye-tracking
studies are utilized and for the validation, a new eye-tracking study is conducted. The
first two studies have mostly students because both are conducted in METU NCC
and the University of Manchester with mostly 18-24 age group users and they are
conducted in English. However, the last eye tracking study is conducted in Ankara
with mostly 25-34 age group users and it is conducted in Turkish in order to attract
more participants for the validation study. These may affect the validation results,
especially the prediction part.

Small Group of Participants: In data mining, the more the amount of data, the
more accurate the data models. For instance, in the first phase of the validation study,
the new dataset is added to the existing one and 10-fold cross-validation is repeated.
Thus, the accuracy of the data models increases 3% more than the modeling one.
In order to overcome this problem, resampling and oversampling methods are tried;
however, in prediction, they cause bias and cannot predict properly.

In conclusion, this research contributes to the literature with mining eye-tracking data
for predicting familiarity and gender of the users. Although the results of modeling
and validation are satisfactory, the predictions are not as good as expected. The lim-
itations may be the source of this problem. By repeating the eye tracking study and
eliminating these limitations in the future could improve the results and resolves the
problems.

6.3 Future Work

This study will be able to be repeated in the future. In this section, the future pro-
jections about the thesis are discussed in four phases; repeating the present study,
conducting on more web pages, conducting on more user characteristics and a unified
model for all web pages.

Firstly, the present study can be repeated with the same inputs and objectives; but,
with more participants. In validation, the data models have trained with more partic-
ipants again and the accuracy values are 3% better than the first data models. This
proves that the more the amount of data, the better data models for this study. In
this way, the prediction will be enhanced more. If there are more participants, the
familiarity may be classified into more ordinal levels rather than the nominal value.
Classification to more levels may need to change classifiers such as elastic net, ran-
dom forest and so on.

Secondly, the eye tracking studies are conducted in six web pages; Apple, AVG,
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Babylon, BBC, and Yahoo. In this study, their datasets are trained in separate and the
data models are not evaluated together. More web pages may be trained and the data
models may be combined and generalized for other web pages. Conducting the study
on more web pages can verify the results and repeatability.

Thirdly, in this study, the data is classified in terms of familiarity and gender factors.
Other user characteristics such as educational background, age, and so on can also be
explored. Because of the imbalanced number of the users in this study for educational
backgrounds and ages of the participants.

Lastly, in this study, the models are created for each web page separately and the
prediction is conducted for a specific web page. As a future work, a unified model
can be constructed to predict user’s familiarity and gender from their eye movements
over any web page. This requires both more participants and more web pages and
then a common dataset will be constructed and trained by both algorithms.
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Appendix A

TOBII EYE TRACKER OUTPUT SAMPLE

Figure A.1 Tobii Eye Tracker Output Sample
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Appendix B

AREA OF INTEREST FILE SAMPLE

Figure B.1 Area of Interest File Sample
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Appendix C

USER DEMOGRAPHICS FILE SAMPLE

Figure C.1 User Demographics File Sample (Validation Study Participants)
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Appendix D

INFORMATION SHEET OF THE PREVIOUS STUDIES

Participant Information Sheet

You are being invited to take part in a research study. Before you decide it is important
for you to understand why the research is being done and what it will involve. Please
take time to read the following information carefully and discuss it with others if
you wish. Please ask if there is anything that is not clear or if you would like more
information. Take time to decide whether or not you wish to take part. Thank you for
reading this.

Who will conduct the research? Sukru Eraslan

Title of the research. Understanding Eye Tracking Data for Re-Engineering Web
Pages

Why have I been chosen? I am inviting anyone who is computer literate and between
the ages of 18 and 35 to take part in the evaluation if they want to.

What would I be asked to do if I take part? You will be asked to fill a short
questionnaire about your demographic information and Web experience. Next, you
will be required to complete two simple tasks on three Web pages and just scan other
three Web pages while your eye movements are tracked. The pages will be shown to
you and the investigator will ask you to complete a task, which can be a particular
task or just scanning, on the pages. At the end, your opinions about the Web pages
will be asked.

What happens to the data collected? Electronic data will be stored securely on a
computer. Written information will be stored in a locked drawer. The information
will be used in preparation of my dissertation.

How is confidentiality maintained? Data will be made anonymous (names and any
other information that may identify an individual will not be included), so no one will
be able to recognize who the data belongs to.

Will I be paid for participating in the research? You will not be paid for partici-
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pating in the research.

What is the duration of the research? The study will take less than one hour to
complete.

Where will the research be conducted? Room: SZ-06, Academic S Building Mid-
dle East Technical University Northern Cyprus Campus Academic

What if I change my mind? It is up to you to decide whether or not to take part.
If you do decide to take part you will be given this information sheet to keep and be
asked to sign a consent form. If you decide to take part you are still free to withdraw
at any time without giving a reason and without detriment to yourself.

Will the outcomes of the research be published? The outcomes of the research will
be published in my thesis and conference proceedings and journal articles.

Contact for further information. For further information, please contact either my-
self or my supervisor (details above).

What if something goes wrong? If a participant wants to make a formal complaint
about the conduct of the research they should contact the Head of the Research Office,
Christie Building, University of Manchester, Oxford Road, Manchester, M13 9PL
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Appendix E

CONSENT FORM OF THE PREVIOUS STUDIES

Figure E.1 Consent Form of the Previous Studies
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Appendix F

QUESTIONNAIRE OF THE PREVIOUS STUDIES

Eye Tracking Study - Questionnaire

1. What is your gender?

• Female

• Male

2. What is your age?

• Under 18

• 18-24

• 25-34

• 35-54

• 55+

3. How often do you use the Web?

• Daily

• Weekly

• Monthly

• Less than once a month

• Never

4. Highest level of education you have completed:

• Grade/Primary School
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• High/Secondary School

• Associates Degree

• Bachelors Degree

• Masters Degree

• Doctorate

• Other

5. How often do you visit the web site? (Your answer should be 1,2,3,4 or 5)

• 1 : Daily

• 2 : Weekly

• 3 : Mountly

• 4 : Less than once a month

• 5 : Never

• Go Daddy<www.godaddy.com/> ———-

• Apple <http/www.apple.com/> ———-

• AVG <www.avg.com/us-en/index.html> ———-

• Yahoo! <http/www.yahoo.com/> ———-

• babylon <http/www.babylon.com/> ———-

• BBC <http/www.bbc.co.uk/> ———-
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Appendix G

INFORMATION SHEET OF THE VALIDATION STUDY

Bilgilendirme Metni

Araştırma projemize katılmaya sizi davet ediyoruz. Fakat, projeye katılmadan önce
sizi projenin amacı ve kapsamı konusunda bilgilendirmek istiyoruz.

Lütfen aşağıdaki bilgilendirmeyi dikkatle okuyunuz. Kafanıza takılan herhangi bir
soru olması halinde, lütfen bizimle iletişime geçiniz.
MELİH ÖDER

Araştırmanın Adı Nedir? Göz Takibi Verileri Madenciliği ile Kullanıcıları ve Kul-
lanma Alışkanlıklarını Karaketirize Etme

Neden ben seçildim? Çalışmamıza bilgisayar okuryazarlığı olan 18 – 55 yaş ar-
alığında katılımcıları davet ediyoruz.

Katılırsam ne yapacağım? Öncelikle demografik bilgilerinizi (yaş, cinsiyet, vb.) ve
internet deneyiminizi paylaşmanızı isteyeceğimiz kısa bir anket dolduracaksınız. Bu
bilgileriniz kesinlikle 3. kişilerle paylaşılmayacaktır. Anonim bilgi olarak çalışma
içerisinde kullanılacaktır.Sonrasında 6 ayrı web sayfasını gözlerinizle bir süre tara-
manızı isteyeceğiz. Ardından her bir web sayfası üzerinde 2’şer basit görevi tamam-
lamanızı bekleyeceğiz. Bu arada göz izleme verileriniz kayıt altında olacaktır. Görev-
lerin sonunda deneyim ile alakalı düşüncelerinizi bizimle paylaşmanızı isteyeceğiz.

Kayıt edilen verilerimiz nasıl saklanacak? Veriler isim kullanılmaksızın, kodlarla
isimlendirilen dosyalar içinde güvenli bir bilgisayarda (kişisel bilgisayarım), şifre-
lenmiş bir klasör içinde barındırılacaktır. Dosya isimleri yalnızca benim bildiğim bir
kurala göre kodlu olarak verilecektir. Kesinlikle kişiyi açık eden bir formatta olmay-
acaktır.

Çalışma ne kadar sürecek? Yaklaşık 15 dk. sürecek bir çalışmadır.

Araştırma nerede yapılacak? ODTÜ Bilgi İşlem Dairesi (Computer Center – Bil-
gisayar Müh. yanı), 1. Katta yer alan İnsan-Bilgisayar Etkileşimi Laboratuvarında
yapılacaktır.
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Araştırma verileri nasıl kullanılacak? Araştırma verilerini ODTÜ Bilişim Sistem-
leri A.B.D’sinde yürüttüğüm yüksek lisans tezim kapsamında kullanacağım.
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Appendix H

CONSENT FORM OF THEVALIDATION STUDY

Figure H.1 Consent Form of the Validation Study
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Appendix I

QUESTIONNAIRE OF THE VALIDATION STUDY

Göz İzleme Çalışması - Anket

1. Cinsiyetiniz nedir?

• Kadın

• Erkek

2. Yaş grubunuzu belirtiniz?

• 18 yaşından küçük

• 18-24

• 25-34

• 35-54

• 55 yaşından büyük

3. İnternet kullanma sıklığınızı belirtiniz.?

• Hergün

• Haftada birkaç kez

• Ayda birkaç kez

• Hiç

4. Eğitim seviyenizi belirtiniz:

• İlköğretim

• Orta Öğretim
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• Ön Lisans

• Lisans

• Yüksek Lisans

• Doktora

5. Aşağıdaki web sayfalarını ne sıklıkla kullandığınızı skalayı kullanarak belir-
tiniz? (1 - 5 aralığında olmalıdır)

• 1 : Günlük

• 2 : Haftalık

• 3 : Aylık

• 4 : Ayda bir defadan daha az

• 5 : Hiç

• Go Daddy<www.godaddy.com/> ———-

• Apple <http/www.apple.com/> ———-

• AVG <www.avg.com/us-en/index.html> ———-

• Yahoo! <http/www.yahoo.com/> ———-

• babylon <http/www.babylon.com/> ———-

• BBC <http/www.bbc.co.uk/> ———-
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Appendix J

WEB PAGES AND AOIS

Figure J.1 Apple Web Page and AOIs

71



Figure J.2 AVG Web Page and AOIs
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Figure J.3 Babylon Web Page and AOIs
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Figure J.4 AVG Web Page and AOIs
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Figure J.5 Godaddy Web Page and AOIs
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Figure J.6 Yahoo Web Page and AOIs
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Appendix K

BASELINE ANALYSIS TABLES OF THE FAMILIARITY
PREDICTION

Table K.1: Apple - Browsing - Prediction Table (0: Familiar, 1: Unfamiliar)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 1 0 1 1 1 0 0
2 0 0 1 1 1 0 0
3 1 0 1 1 1 0 0
4 1 0 1 1 1 0 0
5 1 1 1 1 1 0 0
6 0 0 1 1 1 0 0
7 0 0 1 1 1 0 0
8 0 0 1 1 1 0 0
9 1 0 1 1 1 0 0

10 0 0 1 1 1 0 0
11 0 0 1 1 1 0 0
12 0 1 1 1 1 0 0
13 1 0 1 1 1 0 0
14 1 1 1 1 1 0 0
15 1 0 1 1 1 0 0

Table K.2: Apple - Searching - Prediction Table (0: Familiar, 1: Unfamiliar)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 1 0 1 1 1 0 0
2 0 0 1 1 1 0 0
3 1 0 1 1 1 0 0
4 1 0 1 1 1 0 0
5 1 0 1 1 1 0 0
6 0 0 1 1 1 0 0
7 0 0 1 1 1 0 0
8 0 0 1 1 1 0 0
9 1 0 1 1 1 0 0

10 0 0 1 1 1 0 0
11 0 0 1 1 1 0 0
12 0 1 1 1 1 0 0
13 1 0 1 1 1 0 0
14 1 0 1 1 1 0 0
15 1 0 1 1 1 0 0
16 0 0 1 1 1 0 0
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Table K.3: BBC - Browsing - Prediction Table (0: Familiar, 1: Unfamiliar)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 1 1 0 1 1 1 1
2 1 1 0 1 1 1 1
3 0 1 0 1 1 1 1
4 1 0 0 1 1 1 1
5 0 1 0 1 1 1 1
6 0 1 0 1 1 1 1
7 0 1 0 1 1 1 1
8 0 1 0 1 1 1 1
9 1 1 0 1 1 1 1

10 0 1 0 1 1 1 1
11 0 1 0 1 1 1 1
12 1 1 0 1 1 1 1
13 0 1 0 1 1 1 1
14 1 1 0 1 1 1 1
15 1 1 0 1 1 1 1
16 1 1 0 1 1 1 1
17 1 1 0 1 1 1 1

Table K.4: BBC - Searching - Prediction Table (0: Familiar, 1: Unfamiliar)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 1 1 0 1 1 1 1
2 1 1 0 1 1 1 1
3 0 1 0 1 1 1 1
4 1 1 0 1 1 1 1
5 0 1 0 1 1 1 1
6 0 1 0 1 1 1 1
7 0 1 0 1 1 1 1
8 0 1 0 1 1 1 1
9 1 0 0 1 1 1 1

10 0 1 0 1 1 1 1
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Table K.5: Yahoo - Browsing - Prediction Table (0: Familiar, 1: Unfamiliar)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 0 1 0 0 0 0
2 0 0 1 0 0 0 0
3 0 1 1 0 0 0 0
4 1 0 1 0 0 0 0
5 0 0 1 0 0 0 0
6 1 0 1 0 0 0 0
7 0 0 1 0 0 0 0
8 0 0 1 0 0 0 0
9 1 0 1 0 0 0 0

10 0 0 1 0 0 0 0
11 0 0 1 0 0 0 0
12 0 0 1 0 0 0 0
13 1 0 1 0 0 0 0
14 0 1 1 0 0 0 0
15 1 0 1 0 0 0 0
16 0 0 1 0 0 0 0
17 1 0 1 0 0 0 0
18 1 0 0 0 0 0 0

Table K.6: Yahoo - Searching - Prediction Table (0: Familiar, 1: Unfamiliar)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 1 1 1 0 0
2 0 1 1 1 1 0 0
3 0 1 1 1 1 0 0
4 1 1 1 1 1 0 0
5 0 1 1 1 1 0 0
6 1 1 1 1 1 0 0
7 0 1 1 1 1 0 0
8 0 1 1 1 1 0 0
9 1 1 1 0 1 0 0

10 0 1 1 1 1 0 0
11 0 1 1 1 1 0 0
12 0 1 1 1 1 0 0
13 1 1 1 1 1 0 0
14 0 1 1 1 1 0 0
15 1 1 1 1 1 0 0
16 0 1 1 1 1 0 0
17 1 1 1 1 1 0 0
18 1 1 1 1 1 0 0
19 0 1 1 1 1 0 0
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Appendix L

BASELINE ANALYSIS TABLES OF THE GENDER
PREDICTION

Table L.1: Apple - Browsing - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 0 0 0 0 1 1
2 0 1 1 0 0 1 1
3 1 0 1 0 0 1 1
4 0 0 1 0 0 1 1
5 0 1 1 0 0 1 1
6 1 0 0 0 0 1 1
7 1 0 1 0 0 1 1
8 1 0 0 0 0 1 1
9 1 0 1 0 0 1 1

10 1 0 1 0 0 1 1
11 1 0 1 0 0 1 1
12 0 0 0 0 0 1 1
13 1 0 1 0 0 1 1
14 0 0 1 0 0 1 1
15 0 0 0 0 0 1 1

Table L.2: Apple - Searching - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 1 0 0 1 1
2 0 1 1 0 0 1 1
3 1 1 0 0 0 1 1
4 0 1 1 0 0 1 1
5 1 1 1 0 0 1 1
6 1 1 1 0 0 1 1
7 1 1 1 0 0 1 1
8 1 1 1 0 0 1 1
9 1 1 0 0 0 1 1

10 0 1 1 0 0 1 1
11 1 1 1 0 0 1 1
12 0 1 1 0 0 1 1
13 1 1 1 0 0 1 1
14 1 1 1 0 0 1 1
15 0 1 1 0 0 1 1
16 1 0 0 0 0 1 1
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Table L.3: AVG - Browsing - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 0 0 0 1 1
2 0 1 0 0 0 1 1
3 1 0 0 0 0 1 1
4 0 1 0 0 0 1 1
5 0 1 0 0 0 1 1
6 1 1 0 0 0 1 1
7 1 1 0 0 0 1 1
8 1 1 0 0 0 1 1
9 0 1 0 0 0 1 1

10 1 0 0 0 0 1 1
11 0 0 0 0 0 1 1
12 1 0 0 0 0 1 1
13 1 1 0 0 0 1 1
14 1 1 0 0 0 1 1
15 0 1 0 0 0 1 1
16 1 1 0 0 0 1 1

Table L.4: AVG - Searching - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 1 0 0 1 1
2 0 0 0 0 0 1 1
3 1 0 0 0 0 1 1
4 0 0 0 0 0 1 1
5 0 0 0 0 0 1 1
6 1 0 0 0 0 1 1
7 1 0 0 0 0 1 1
8 1 1 1 0 0 1 1
9 1 0 0 0 0 1 1

10 1 0 0 0 0 1 1
11 1 0 0 0 0 1 1
12 0 0 0 0 0 1 1
13 1 0 0 0 0 1 1
14 0 0 0 0 0 1 1
15 0 0 0 0 0 1 1
16 1 1 0 0 0 1 1
17 1 0 0 0 0 1 1
18 1 0 0 0 0 1 1
19 0 0 0 0 0 1 1
20 1 0 0 0 0 1 1
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Table L.5: Babylon - Browsing - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 0 0 0 0 1 1
2 0 1 1 0 0 1 1
3 1 0 0 0 0 1 1
4 0 0 0 0 0 1 1
5 0 1 1 0 0 1 1
6 1 0 0 0 0 1 1
7 1 0 0 0 0 1 1
8 1 1 1 0 0 1 1
9 1 0 0 0 0 1 1

10 1 0 0 0 0 1 1
11 1 0 0 0 0 1 1
12 0 1 1 0 0 1 1
13 1 1 1 0 0 1 1
14 0 0 0 0 0 1 1
15 0 1 1 0 0 1 1
16 1 1 1 0 0 1 1
17 1 0 0 0 0 1 1
18 1 1 1 0 0 1 1
19 0 0 1 0 0 1 1
20 1 0 0 0 0 1 1

Table L.6: Babylon - Searching - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 0 0 0 0 1 1
2 0 0 0 0 0 1 1
3 1 0 0 0 0 1 1
4 0 0 0 0 0 1 1
5 0 0 0 0 0 1 1
6 1 0 0 0 0 1 1
7 1 0 0 0 0 1 1
8 1 0 0 0 0 1 1
9 1 0 0 0 0 1 1

10 1 0 0 0 0 1 1
11 1 0 0 0 0 1 1
12 0 1 0 0 0 1 1
13 1 0 0 0 0 1 1
14 0 0 0 0 0 1 1
15 0 0 0 0 0 1 1
16 1 0 0 0 0 1 1
17 1 0 0 0 0 1 1
18 1 0 0 0 0 1 1
19 0 0 0 0 0 1 1
20 1 0 0 0 0 1 1
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Table L.7: BBC - Browsing - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 0 0 0 0 0 1
2 0 0 0 0 0 0 1
3 1 1 0 0 0 0 1
4 0 0 0 0 0 0 1
5 0 0 0 0 0 0 1
6 1 1 0 0 0 0 1
7 1 1 0 0 0 0 1
8 1 1 0 0 0 0 1
9 1 1 0 0 0 0 1

10 0 0 0 0 0 0 1
11 1 1 0 0 0 0 1
12 0 0 1 1 0 0 1
13 1 1 1 0 0 0 1
14 1 1 0 0 0 0 1
15 1 1 1 1 0 0 1
16 0 0 0 0 0 0 1
17 1 1 1 1 0 0 1

Table L.8: BBC - Searching - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 1 0 0 1 1
2 1 1 1 0 0 1 1
3 0 1 1 0 0 1 1
4 0 0 0 0 0 1 1
5 1 1 1 0 0 1 1
6 1 0 0 0 0 1 1
7 0 1 1 0 0 1 1
8 1 1 1 0 0 1 1
9 1 0 0 0 0 1 1

10 1 1 1 0 0 1 1
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Table L.9: GoDaddy - Browsing - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 1 0 0 1 1
2 0 0 0 0 0 1 1
3 1 1 1 0 0 1 1
4 0 1 1 0 0 1 1
5 0 1 1 0 0 1 1
6 1 0 0 0 0 1 1
7 1 0 0 0 0 1 1
8 1 1 1 0 0 1 1
9 1 1 1 0 0 1 1

10 1 1 1 0 0 1 1
11 1 1 1 0 0 1 1
12 0 1 1 0 0 1 1
13 1 0 0 0 0 1 1
14 0 0 0 0 0 1 1
15 0 1 1 0 0 1 1
16 1 1 1 0 0 1 1
17 1 0 0 0 0 1 1
18 1 0 0 0 0 1 1
19 0 0 0 0 0 1 1
20 1 1 1 0 0 1 1

Table L.10: GoDaddy - Searching - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 1 1 1 1 1
2 0 1 1 1 1 1 1
3 1 1 1 1 1 1 1
4 0 1 1 1 1 1 1
5 0 1 1 1 1 1 1
6 1 1 1 1 1 1 1
7 1 1 1 1 1 1 1
8 1 1 1 1 1 1 1
9 1 1 1 1 1 1 1

10 1 1 1 1 1 1 1
11 0 1 1 1 1 1 1
12 1 1 1 1 1 1 1
13 0 1 1 1 1 1 1
14 0 1 1 1 1 1 1
15 1 1 1 1 1 1 1
16 1 1 1 1 1 1 1
17 0 1 1 1 1 1 1
18 1 1 1 1 1 1 1
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Table L.11: Yahoo - Browsing - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 1 0 0 1 1
2 0 0 0 0 0 1 1
3 1 0 0 0 0 1 1
4 0 1 1 0 0 1 1
5 1 1 0 0 0 1 1
6 1 0 0 0 0 1 1
7 1 0 0 0 0 1 1
8 1 0 0 0 0 1 1
9 1 0 0 0 0 1 1

10 1 0 0 0 0 1 1
11 0 0 0 0 0 1 1
12 1 1 1 0 0 1 1
13 0 1 1 0 0 1 1
14 1 1 1 0 0 1 1
15 1 1 0 0 0 1 1
16 1 0 0 0 0 1 1
17 0 0 0 0 0 1 1
18 1 0 0 0 0 1 1

Table L.12: Yahoo - Searching - Prediction Table (0: Female, 1: Male)

Raw Dataset Resampled Dataset Oversampled Dataset

ID Actual
Value

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

Predicted by
Logistic Regression

Predicted by
SMO

1 0 1 1 0 0 1 1
2 0 1 1 0 0 1 1
3 1 1 1 0 0 1 1
4 0 1 1 0 0 1 1
5 0 1 1 0 0 1 1
6 1 1 1 0 0 1 1
7 1 1 1 0 0 1 1
8 1 1 1 0 0 1 1
9 1 1 1 0 0 1 1

10 1 1 1 0 0 1 1
11 1 1 1 0 0 1 1
12 0 1 1 0 0 1 1
13 1 1 1 0 0 1 1
14 0 1 1 0 0 1 1
15 1 1 1 0 0 1 1
16 1 1 1 0 0 1 1
17 1 1 1 0 0 1 1
18 0 1 1 0 0 1 1
19 1 1 1 0 0 1 1
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Appendix M

DESCRIPTIVE ANALYSIS OF TRAINING DATA -
FAMILIARITY

Table M.1: Descriptive Analysis of Familiarity with 79 Participants

Mean of SB
Fixation Duration

(ms)

Mean of PB
Fixation Duration

(ms)

Scanpath
Length

(num. of)

Mean of PB
Fixation Counts

(num. of)

Mean of PB
Fixation Distances

(pxl)

Mean of PB
Path Angles

(degree)
Familiar 282 (sd. 71) 325 (sd. 74) 19 (sd. 9) 86 (sd. 15) 201 (sd. 33) 6.73 (sd. 12)

Apple - Browsing
Unfamiliar 297 (sd. 74) 314 (sd. 53) 20 (sd.8) 86 (sd. 15) 208 (sd. 44) 4.86 (sd. 14)
Familiar 322 (sd. 64) 314 (sd. 53) 61 (sd. 13) 90 (sd. 13) 181 (sd. 34) 0.24 (sd. 11)

BBC - Browsing
Unfamiliar 311 (sd. 46) 310 (sd. 41) 60 (sd. 13) 90 (sd. 11) 181 (sd. 28) -1.76 (sd. 11)
Familiar 303 (sd. 77) 339 (sd. 75) 15 (sd. 7) 85 (sd. 16) 175 (sd. 31) 1.75 (sd. 13)

Yahoo - Browsing
Unfamiliar 290 (sd. 73) 342 (sd. 66) 19 (sd. 10) 84 (sd. 15) 173 (sd. 23) 0.68 (sd. 12)
Familiar 389 (sd. 78) 355 (sd. 38) 26 (sd. 10) 78 (sd. 34) 207 (sd. 30) 3.24 (sd. 13)

Apple - Searching
Unfamiliar 392 (sd. 128) 336 (sd. 56) 31 (sd. 13) 81 (sd. 35) 208 (sd. 25) 0.15 (sd. 14)
Familiar 269 (sd. 48) 325 (sd. 52) 39 (sd. 11) 40 (sd. 22) 83 (sd. 31) -2.82 (sd. 11)

BBC - Searching
Unfamiliar 283 (sd. 42) 340 (sd. 49) 41 (sd. 25) 83 (sd. 41) 179 (sd. 22) -1.26 (sd. 13.5)
Familiar 294 (sd. 64) 436 (sd. 89) 26 (sd. 26) 114 (sd. 60) 162 (sd. 24) -0.11 (sd. 12)

Yahoo - Searching
Unfamiliar 287 (sd. 74) 429 (sd. 72) 26 (sd. 23) 108 (sd. 46) 159 (sd. 24) -3.48 (sd. 11)
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Appendix N

DESCRIPTIVE ANALYSIS OF TRAINING DATA - GENDER

Table N.1: Descriptive Analysis of Gender with 79 Participants

Mean of SB
Fixation Duration

(ms)

Mean of PB
Fixation Duration

(ms)

Scanpath
Length

(num. of)

Mean of PB
Fixation Counts

(num. of)

Mean of PB
Fixation Distances

(pxl)

Mean of PB
Path Angles

(degree)
Female 297 (sd. 68) 315 (sd. 49) 20 (sd. 9) 86 (sd. 17) 212 (sd. 50) 8.87 (sd. 15)

Apple - Browsing
Male 287 (sd. 80) 321 (sd. 69) 20 (sd. 8) 86 (sd. 13 ) 200 (sd. 29) 1.89 (sd. 11)
Female 316 (sd. 66) 335 (sd. 68) 33 (sd. 12) 86 (sd. 15) 193 (sd. 35) -1.54 (sd. 10)

AVG - Browsing
Male 288 (sd. 62) 304 (sd. 48) 37 (sd. 14) 91 (sd. 13) 182 (sd. 28) -0.30 (sd. 12)
Female 291 (sd. 61) 324 (sd. 70) 44 (sd. 17) 88 (sd. 16) 179 (sd. 32) 1.44 (sd. 11)

Babylon - Browsing
Male 294 (sd. 49) 311 (sd. 45) 48 (sd. 16) 91 (sd. 13) 181 (sd. 30) 3.57 (sd. 11)
Female 323 (sd. 52) 318 (sd. 51) 61 (sd. 13) 89 (sd. 11) 186 (sd. 32) -2.68 (sd. 10)

BBC - Browsing
Male 309 (sd. 59) 307 (sd. 50) 60 (sd. 13) 91 (sd. 13) 176 (sd. 30) 1.30 (sd. 12)
Female 312 (sd. 64) 318 (sd. 48) 53 (sd. 15) 87 (sd. 13) 191 (sd. 28) 0.42 (sd. 13)

GoDaddy - Browsing
Male 304 (sd. 78) 304 (sd. 58) 54 (sd. 20) 89 (sd. 15) 187 (sd. 30) 1.29 (sd. 11)
Female 310 (sd. 77) 342 (sd. 64) 17 (sd. 10) 83 (sd. 15) 178 (sd. 26) 1.01 (sd. 14)

Yahoo - Browsing
Male 280 (sd. 67) 338 (sd. 74) 18 (sd. 9) 85 (sd. 14) 170 (sd. 27) 1.07 (sd. 11)
Female 394 (sd. 76) 344 (sd. 46) 29 (sd. 12) 81 (sd. 34) 210 (sd. 26) 1.40 (sd. 14)

Apple - Searching
Male 390 (sd. 145) 340 (sd. 57) 29 (sd. 12) 80 (sd. 34) 206 (sd. 25) 0.21 (sd. 13)
Female 328 (sd. 89) 318 (sd. 42) 32 (sd. 18) 86 (sd. 38) 193 (sd. 29) -2.60 (sd. 12)

AVG - Searching
Male 298 (sd. 48) 305 (sd. 35) 33 (sd. 15) 86 (sd. 31) 188 (sd. 22) -6.16 (sd. 12)
Female 323 (sd. 80) 341 (sd. 58) 45 (sd. 23) 87 (sd. 38) 175 (sd. 24) -0.29 (sd. 11)

Babylon - Searching
Male 311 (sd. 81) 343 (sd. 78) 40 (sd. 21) 82 (sd. 40) 172 (sd. 24) -0.23 (sd. 11)
Female 282 (sd. 44) 338 (sd. 49) 38 (sd. 18) 82 (sd. 26) 176 (sd. 21) -1.80 (sd. 10)

BBC - Searching
Male 270 (sd. 47) 326 (sd. 53) 42 (sd. 28) 86 (sd. 44) 176 (sd.23) -2.08 (sd. 14)
Female 392 (sd. 93) 352 (sd. 59) 68 (sd. 18) 72 (sd. 22) 208 (sd. 31) 1.79 (sd. 13)

GoDaddy - Searching
Male 378 (sd. 88) 337 (sd. 57) 64 (sd. 21) 69 (sd. 21) 215 (sd. 36) 5.02 (sd. 15)
Female 297 (sd. 51) 430 (sd. 72) 31 (sd. 25) 115 (sd. 52) 160 (sd. 26) -2.94 (sd. 12)

Yahoo - Searching
Male 282 (sd. 86) 433 (sd. 85) 105 (sd. 51) 159 (sd. 21) 126 (sd. 32) -1.44 (sd. 12)
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Appendix O

DEMOGRAPHICS OF PARTICIPANTS IN THE VALIDATION
STUDY

Table O.1: Demographics of Participants in the Validation Study

ID Gender Age-Group Educational Level GoDaddy Apple AVG Yahoo Babylon BBC
1 Female 18-24 High School 5 5 5 1 5 4
2 Female 25-34 Undergraduate 4 1 5 1 5 5
3 Male 35-54 Graduate 5 4 5 1 5 3
4 Female 35-54 Middle School 5 5 5 5 5 5
5 Female 25-34 High School 4 4 4 1 3 3
6 Male 25-34 Graduate 5 3 5 4 5 2
7 Male 25-34 Undergraduate 5 3 3 1 4 2
8 Male 25-34 Undergraduate 5 1 3 1 1 1
9 Male 35-54 Undergraduate 4 5 5 5 5 5

10 Male 25-34 Undergraduate 5 3 4 1 5 1
11 Male 35-54 Undergraduate 5 2 4 3 5 3
12 Female 35-54 Graduate 5 1 2 3 4 5
13 Male 35-54 High School 5 4 3 4 5 3
14 Female 35-54 Undergraduate 5 4 5 3 5 4
15 Female 25-34 High School 5 4 5 4 5 4
16 Male 25-34 High School 2 1 3 1 5 5
17 Male 35-54 High School 5 3 5 4 5 5
18 Male 25-34 Undergraduate 4 4 5 4 4 1
19 Female 18-24 High School 5 2 5 2 1 2
20 Male 25-34 High School 4 1 4 4 5 1
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