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ABSTRACT

SENTIMENT ANALYSIS WITH RECURRENT NEURAL NETWORKS ON
TURKISH REVIEWS DOMAIN

RYSBEK, DARKHAN
M.S., Department of Scientific Computing

Supervisor : Prof. Dr. Omiir Ugur

May 2019, [57| pages

Easier access to computers, mobile devices, and availability of the Internet have given
people the opportunity to use social media more frequently and with more conve-
nience. Social media comes in many forms, including blogs, forums, business net-
works, review sites, and social networks. Therefore, social media generates mas-
sive sources of information in the shape of users‘ views, opinions, and arguments
about various products, services, social events, and politics. By well-structuring and
analysing this kind of data we can obtain significant feedbacks about products and
services. This area of research is typically called sentiment analysis or opinion min-
ing. In the last decade, this field of Natural Language Processing (NLP) has witnessed
a fascinating progress due to Deep Neural Networks (DNNs).

Recurrent Neural Networks (RNNs) are one of the main types of DNN architectures
which are used at modelling units in sequence. They have been successfully used for
sequence labelling and sequence prediction tasks, such as handwriting recognition,
language modelling, machine translation, and sentiment analysis.

Most of the studies carried on sentiment analysis using RNNs have been focused
on English texts and some researches have studied on different languages. In this
thesis, sentiment classification using RNNs is applied on Turkish reviews domain.
Additionally, different types of word representations are used to achieve acceptable

vii



results. This dissertation presents a description of the considered model architectures
and comparison of them with various word representations on two Turkish movie
reviews datasets. Generally, our experimental results show that RNN models achieve
reasonably good results on Turkish texts as on English texts and choice of different
word representations can improve the performance of the approaches.

Keywords: Sentiment Analysis, Natural Language Processing, Deep Neural Net-
works, Recurrent Neural Networks, Machine Learning, Turkish
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TURKCE YORUMLAR ALANI UZERINDE OZYINEL{ SINIR AGLARI iLE
DUYGU ANALIZi

RYSBEK, DARKHAN
Yiiksek Lisans, Bilimsel Hesaplama Boliimii

Tez Yoneticisi  : Prof. Dr. Omiir Ugur

Mayis 2019, [57] sayfa

Internetin kullanilabilirligi ve bilgisayarlara, mobil cihazlara daha kolay erisim insan-
lara sosyal medyay1 daha sik ve daha rahat kullanabilme firsat1 verdi. Sosyal medya,
bloglar, forumlar, is aglari, elestiri siteleri ve sosyal aglar dahil olmak iizere pek ¢cok
bicimde gelir. Bu nedenle, sosyal medya cesitli iiriin, hizmet, sosyal olaylar ve poli-
tika hakkinda kullanicilarin goriisleri, diisiinceleri ve tartismalar1 seklinde muazzam
bir bilgi kaynag1 olusturur. Bu tiir verileri iyi yapilandirarak ve analiz ederek, iiriin-
ler ve hizmetler hakkinda onemli geri bildirimler elde edebiliriz. Bu arastirma alani
genellikle duygu analizi veya diisiince madenciligi olarak adlandirilmaktadir. Derin
Sinir Aglar1 (DNNs) nedeniyle bu Dogal Dil Isleme alani son on yilda biiyiileyici bir
ilerlemeye tanik olmustur.

Ozyineli Sinir Aglar1 (RNNs), modelleme birimlerinde dizi ile kullanilan DNN mi-
marileri tiirlerinden biridir. El yazis1 tanima, dil modelleme, makine cevirisi ve duygu
analizi gibi dizi etiketlendirme ve dizi 6ngorii gorevleri icin basariyla kullanilmistir.

RNN’leri kullanarak duygu analizi iizerinde yapilan ¢alismalarin cogu Ingilizce me-
tinlere odaklanmistir. Birkac arastirmalar degisik dillerde yapildi. Bu tez kapsaminda,
RNN-‘leri kullanilarak duygu smiflandirmasi Tiirkce yorum alanina uygulanmistir.
Ek olarak, kabul edilebilir sonuclar elde etmek i¢in farkl tiirlerde kelime gosterim-
leri kullanilmistir. Bu tez, ele alinan model mimarilerinin bir tanimini1 ve bunlarin
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iki Tiirk film incelemesi veri setinde cesitli kelime temsilleriyle karsilastirilmasini
sunmaktadir. Genel olarak, deneysel sonu¢larimiz RNN modellerinin, Tiirk¢e metin-
lerinde Ingilizce metinlerde oldugu gibi oldukgca iyi sonuglar elde ettigini ve farkli
kelime gosterimlerini se¢cmenin yaklagimlarin performansini artirabilecegini goster-
mektedir.

Anahtar Kelimeler: Duygu Analizi, Dogal Dil Isleme, Derin Simir Aglar1, Ozyineli
Sinir Aglari, Makine Ogrenme, Tiirkge
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CHAPTER 1

INTRODUCTION

1.1 Motivation and Problem Definition

In human life the role of language is very significant because it is an essential tool
for people to communicate with each other in our society. Human being has always
been absorbed with supernatural ideas, one of which was the creation of intelligent
robots. To make a machine to be considered intelligent, the well-known Turing test
stated that machines must have capacities as much as human [43]]. That is how the
interest of embedding human language into machines, Natural Language Processing

(NLP), the one of the study area of Artificial Intelligence came out.

Machine translation was the first field of natural language processing where research
studies initially started with the translation of 60 Russian sentences by the George-
town - IBM experiment in 1954 [34]. However, researchers acknowledged that the
existing linguistic system was not enough to be successful and more advanced meth-
ods to understand linguistic unit were needed. After a quarter century later with the
evolution of machine learning, researchers made sufficient breakthrough in the areas
of NLP. Machine learning approaches become suitable tools for computers to learn
and incorporate the rules themselves. The final step of NLP to be successful came

with by the development of the Internet and its infinite supply of data resources.

With the advent of social media resources on the Internet, which include social net-
works, forums, blogs, and so on, there has been a raise in the number of users of these
resources. Meanwhile, people actively share their opinions and views in comments,

reviews, and discussion forums with their phones, laptops, and tablets. Therefore,



the amount of data collected from social media has been unbelievably increased. For
example, according to reliable resources each day 500 million Tweets and 4.3 billion
Facebook messages are shared [77]]. So, millions of positive, negative or neutral com-
ments are added every day. By well-structuring and analysing this kind of data we
can obtain significant feedbacks about products and services. This area of research is
typically called sentiment analysis or opinion mining. Interest in this area has been
actively manifested in recent years and has been applied in various domains by using
different methods. There are several annual competitions. For example, the compe-
tition to create automatic systems for sentiment analysis in English called SemEval,

which has been taking place since 2010.

At the first time it seems that machine learning approaches were the best choice for
sentiment analysis but later researches have been using state-of-the-art deep learning
models which have been showed excellent results [41) [18, |80]. There are a lot of
researches for sentiment analysis applied to English texts whereas for Turkish texts
there have been only a few studies [20, 40, 44]. In this study, the problem of classi-
fying Turkish texts by sentiments will be considered. For classification part we use
deep learning models such as LSTM and bidirectional LSTM. Earlier, models based
on RNN were not used so much for the sentiment classification of the Turkish texts,
although they managed to show impressive results in the tasks of classifying English
texts. The goal of this thesis is to find the performance of these models on Turkish
reviews and to compare the results with the other machine learning technique based

on the same dataset.

1.2 Sentiment Analysis

Term Sentiment is mainly related with the words as feeling, emotion or opinion which

are subjective responses.

Sentiment analysis is a subfield of natural language processing that focuses on de-
termine the polarity, sentiment or emotion of events and, through the detected word
features assign them into, for instance, three category of polarity as positive, negative

or neutral. Generally in practice, the semantic or polarity of a given text chooses a
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binary categorization, instead of using three categories, as:

e positive or negative;
e like or dislike;

e good or bad.

Furthermore, there exists various levels of sentiment analysis; most popular of them
are document level sentiment analysis, sentence level sentiment analysis, and aspect
level sentiment analysis [S1]. Studies [63] and [85] are based on document level
sentiment analysis where they discuss the polarity of whole document. Pang and
Lee in their study [62] explain different applications of sentiment analysis in various

domains and applications:

e to review-related websites;

as a sub-component technology like recommendation systems, flame detection,

question answering systems, summarization, citation analysis;

in business and government intelligence;

across different domains like politics, sociology, etc.

The motivation of this thesis is to apply sentiment analysis in review-related web-
sites by using Turkish reviews domain crawled from the well-known Turkish movie

website of BeyazPerde [[1]].

1.3 Structure of the Thesis

The rest of the thesis is organised as follows:

Chapter 2 - Literature Survey provides fundamental concepts of sentiment analysis

and its application for Turkish language.

Chapter 3 - Background covers information about different methods and models

used in this thesis.



Chapter 4 - Experimental Setup is the part where the dataset, evaluation metrics

and frameworks used in experiments are described briefly.

Chapter S - Results and Discussions reveals the results of the experiments and dis-

cusses these results.

Chapter 6 - Conclusion and Future Work gives a summary and concludes the the-
sis. Moreover, future work and ideas to improve achievements gained in this thesis

are suggested in this chapter.



CHAPTER 2

LITERATURE SURVEY

2.1 Sentiment Analysis and Opinion Mining

This section will introduce the general understanding and principles in the field of
sentiment analysis. First of all, the basic definition of sentiment analysis will be
described. Then, the concepts of sentiment analysis will be provided. Finally, the
types of sentiment analysis which appears in studies of sentiment analysis in different

levels: document level, sentence level, and aspect level sentiment analysis.

2.1.1 Definition

Sentiment analysis, also familiar as opinion mining, is the field of study that anal-
yses people’s opinions, sentiments, evaluations, appraisals, attitudes, and emotions
towards entities such as products, services, organizations, individuals, issues, events,
topics, and their attributes [52]]. Initially, sentiment analysis has been about opin-
ion polarity, i.e., whether someone has positive, neutral, or negative opinion towards

something [[17].

Sentiment analysis is accepted as a classification problem in the field of computa-
tional linguists and sometimes called as sentiment classification. It aims to deter-
mine whether a given document or text as a whole express a positive or negative
opinion [S1]. Sentiment classification has several important characteristics, including

various tasks, features, techniques, and application domains [3]].

In the past decades, there has been done numerous research works related to sentiment
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analysis due to the existence of various domains with huge amounts of literature data
on document, sentence, phrase, and aspect level analyses. Therefore, it has gained
extensive attention and the number of its application domains has increased by the
time. Moreover, it has become one of the highly active challenging research areas of

NLP in recent years due to a wide variety of practical applications [S0].

2.1.2 Concepts in Sentiment Analysis

Generally, sentiment classification problem can be divided into two independent clas-
sification problems where the first problem is the subjectivity classification and the
second problem is based on the polarity of the opinion. In other words, one is to
figure out if a given document or text are subjective or objective and the other is to

classify the subjective document into separate categories like positive or negative.

The determination of the distinction between subjective and objective documents is
the initial task that has to be considered. In computation linguistics the term sub-
jectivity has different meanings and is usually closely related to the point of view.
Lei and Liu in their research work [47] mentioned that due to various facts opinions
and sentiments can be involved in objective texts, whereas they cannot be signified in
subjective texts. In addition, an automatic processing of objective and subjective doc-
uments are occasionally complicated since the documents are mostly not explicitly
formulated. Moreover, in some cases the entire document cannot be either objective
or subjective text, which demonstrates a new challenge in the form of aspect level of

subjectivity analysis.

Despite the fact that the analysis of subjectivity is a complicated work, it is used as a
criterion to denote the importance of an expression regarding the sentiment analysis.
Therefore, subjectivity analysis has been used as a pre-processing step to clean the

data for sentiment classification [49]].

On the whole, the determination of polarity is the major area in sentiment analysis.
The main task is to identify the polarity of the text and the most commonly used
method is the binary orientation, positive or negative, of a subjective approval without

regarding the external context of the proposal or document. Furthermore, there exist
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a few types of scales as continuous [6] and discrete [83] which are used in sentiment

analysis studies.

In general, polarity is ranked as a number in [-1,1]: (—1) means the most negative
polarity and 1 corresponds to the most positive polarity. In theory, the center of this
interval has the neutral polarity however in practice this category is refused in most
cases in order to make the problem easier and spelt up into positive and negative
categories. In this research, the problem is conducted as a binary classification task

which means we identify the polarities in two categories: positive or negative.

2.1.3 Types of Sentiment Analysis

As mentioned earlier, sentiment analysis evaluates the text or document and catego-
rizes it into various classes as positive, negative, and neutral according to opinions
expressed in text. Sentiment analysis has been investigated on multiple linguistic lev-
els and most frequently at three levels: document level, sentence level, and aspect

level. The basic descriptions are given in Table [2.1

Table 2.1: Levels of Sentiment Analysis
LEVELS DESCRIPTION
Classifying the whole document as
positive, negative or neutral
Sentence level | Associated with a phrase or sentence

Document level

Sentiment on entities and / or aspect

Aspect level .
p of those entities

Document Level Sentiment Classification: The main challenge of document-level sen-
timent analysis is to determine overall polarity expressed in a whole document. For
example, this system would be able to label the overall sentiment polarity of a cus-
tomer review about a certain product. This level of sentiment analysis assumes that
the documents express sentiment towards a single entity such as reviews of products,
movies, and hotels. The results of document level sentiment analysis usually have
two, positive or negative, or three, positive, negative or neutral, outputs and the av-
erage length of a document depends on the domains. However, in some cases like

news domains there can be several opinions in one document and criticizes multiple
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targets.

There are a few number research studies for document level sentiment analysis and
various methods to address the problem and improve the accuracy. Supervised and
unsupervised learning are the main approaches for document level sentiment analysis.
In supervised learning, there are finite set of category outputs for each document and
training data accessible for each category. In unsupervised learning, the main idea
is to find the Semantic Orientation (SO) of specific phrases within the document,
compute the average of SO of these phrases and compare it with some predefined

threshold which can then help to label the documents as positive or negative [71]].

Sentence Level Sentiment Classification: The sentence level sentiment classification
is a fine-grained level than document level sentiment analysis and each sentence has
expressed a neutral, positive, or negative opinion. Due to the fact that the sentences
are a type of short documents, there is no particular variation between the two de-
scribed levels of sentiment analysis [S1]. The essential part in this level is subjectiv-
ity classification in which objective sentences signifying factual information are split
up from subjective sentences with sentiment. In addition, each specific sentence is
syntactically and semantically connected with other parts of the text. Thus, this level
task is desired both local and global contextual information. On the other hand, dif-
ferent strategies are applied to resolve the task with various sentences which can be

conditional, question, and even complicated sarcastic sentences [36]].

Aspect Level Sentiment Analysis: Unlike an earlier described two levels, aspect level
sentiment analysis explores what the holder feels, likes or hates, about the target. To
make a prediction it primarily collects information related to a specific entity which
generally has many aspects, attributes with different opinions. It appears in discussion
forums or in product review blogs where reviews are about products such as phones,

cameras, even drugs and so on [73]].

At the document level, if the text is positive or negative this does not mean that the
entire document is respectively positive or negative because of the existence of as-
pects with different opinions. Besides the sentence level sentiment analysis often
related to subjectivity classification. Therefore, aspect level which performs a more

fine-grained analysis than two other levels are explored and has three steps of eval-



uation: extracting features of target, determining feature-wise polarity, summarizing
the overall evaluation. Aspect level sentiment analysis, also called feature-based or
entity-based sentiment analysis, 1s more challenging task compared to other level of
analysis due to it identifies fine-grained opinion polarity towards a specific aspect
associated with a given target. Moreover, feature-based sentiment analysis requires
more complicated machine learning approaches since basic algorithms cannot deal

with complex sentences unfortunately.

Besides, different from the levels described above there are other levels of sentiment
analysis. A few number of researches have been made on phrase level [88]], clause

level [89], and word level [90].

2.2 Sentiment Analysis in Turkish

2.2.1 Turkish Sentiment Analysis

There are many languages in the world and each language has its own grammar rules.
Turkish language is one of the grammatically rich languages and morphologically
agglutinative language. Its specific characteristics make sentiment analysis problems
more complicated to resolve for this language. In order to achieve more excellent
results and get more precise sentiment classifications, a powerful sentiment analysis
structure specific to Turkish should be created which must handle with different lin-
guistic markers such as negations, conditional constructions and so on. Unfortunately,
already demonstrated natural language processing systems for English language can-
not directly be applied and then translated into Turkish language because of the sev-
eral differences between these languages. Some of the main differences are described

as follows:

1. Turkish Alphabet. As other Turkic languages, Turkish alphabet has several
letters which do not exist in English alphabet: ‘1’,g’,1’,s’,)6’,’¢’. In some
practical cases users substitute these Turkish characters for their closest ASCII
characters, for example, letter ‘g’ into ‘g’, and use the new strings which may

create a new and more complicated problem, set of meaningless words. There-
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fore, a pre-processing step, which is called deasciification, is needed that con-
verts Turkish text written with ASCII characters into proper Turkish text with

its specific accented letters.

2. Agglutinative Morphology. Different from English language in Turkish lan-
guage, the words can be generated by adding suffixes to a root word instead of
adding new several words to the main word. These suffixes can change the part-
of-speech tagging or semantic orientation of the word. For example, the word
“gbz” means “eye” but with the suffix “liikk” it changes into “gozliik” which
means “glasses”. For all agglutinative languages, not just for Turkish language,
there are extra additional challenges such that a creation of a reasonable corpus

of polarity lexicon which would contain all necessity words of a language.

3. Negation. In Turkish language, there are several approaches where negation
markers are switched the sentiment polarity of a word: with the affixes “ma/me”,
“siz/s1z” or with the help of another word such as “degil” and “yok”. The Ta-
ble shows the words with their meaning in English and some sentences as
an example. In the last example, polarity of all sentence switches into neg-
ative with the word “basarisiz” and then changes to positive with the word

“olmad1” [22]].

Table 2.2: Samples of Turkish words and sentences

TURKISH ENGLISH
‘Bitmedi’, ‘bagimsiz’ ‘it is not finished’, ‘independent’
‘akill1 degil’,’ paras1 yok’ ‘not smart’, ‘has no money’

Bu filmi izledigim i¢in pisman degilim. | I don’t regret watching this movie.
Sinavdan basarisiz olan kimse olmadi. | No one failed the exam.

In most cases, the text data collected from any domains through the Internet is more
noisy and has insignificant information. In order to change it to more well-organized
data with less noise, there is a need of the pre-processing step which is called data
pre-processing. This step usually improves the quality of the dataset and generates
more meaningful information from the dataset. In general, the main steps of the data

pre-processing step are: tokenization, removal of stop-words, and stemming.

After the pre-processing step is the step of feature extraction, a creation of vector

space and feature selection. This step will be described in next chapter.
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Training process (a)

= Machine
Label learning
algorithm
Feature - .
extractor
Input
Prediction process (b)

D__ Feature cl aasiﬁer
extractor — [ W— model —_

Label

Input

Figure 2.1: A standard sentiment analysis pipeline [38].

Finally, after the feature selection, the training text data would be learned and clas-
sified into polarity categories by using the classifier and when the test data arrives it
tries to predict correctly as shown in Figure 2.1] Two main categories of sentiment
analysis approaches are commonly used as classifiers, which are divided based on
the information they use. They are lexicon-based and corpus-based approaches. The
former approach essentially computes the polarity for a document by aggregating the
semantic orientation of the words, whereas the latter approach uses supervised learn-
ing algorithms, which include machine learning or deep learning algorithms, to train
a sentiment classifier through the training data. Sometimes hybrid approaches are
used which are developed by combining the two approaches [21]]. This study relates

to corpus-based approach since only deep learning models are used.

2.2.2 The Studies on Turkish Sentiment Analysis

There are a lot of researches done for English language in the fields of natural lan-
guage processing, especially related to sentiment analysis: not only research works
in literature but also necessary resources are established for English language [84,
18, 180]. Research interests on sentiment analysis for non-English languages have in-
creased in recent years. One of them is the Turkish language but there is still not

much research in this field.

One of the first studies about sentiment analysis in Turkish is Erogul‘s master the-

sis [20]]. In this study, as features used n-grams and the effects of part of speech
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tagging, spellchecking, and stemming are explored by using the Turkish morpholog-
ical analyser called Zemberek [4]. Moreover, as a dataset for this work used Turkish
movie reviews which are crawled from the familiar website Beyazperde [1]] and clas-
sified by using Support Vector Machines (SVM) at the document level. As a result,

85% of accuracy is achieved on the binary sentiment classification.

Kaya et al. (2012) have investigated sentiment analysis of Turkish political news
in online media by using various supervised machine learning algorithms which are
Naive Bayes, Maximum Entropy (ME), SVM, and the character based n-gram lan-
guage models [40]. As classification features frequency of polar word unigrams,
bigrams, root words, adjectives, and effective (polar) words are used. In conclusion,
they have reported a classification accuracy of 76%-77% with different features and
conclude that the maximum entropy and the n-gram language models in comparison
with SVM and Naive Bayes methods are more efficient in classifying Turkish political

news.

Vural et al. (2013), present a framework for unsupervised sentiment analysis in Turk-
ish text documents [87]. They customized SentiStrength [84], a lexicon-based senti-
ment analysis library for English that assigns a positive or a negative score to a given
text, by translating its polarity lexicon to Turkish. Authors classified their unsuper-
vised framework on the same dataset that was already used in [20] and report an

accuracy of 76% on classifying Turkish movie reviews as positive or negative.

Apart from the binary sentiment classification of texts in Turkish, the different areas
of the research are also on analysis of emotions. The master thesis of Boynukalin [9]]
is one of the research related to emotion analysis. She has presented an emotion clas-
sification on Turkish texts by using a new dataset and applied machine learning tech-
niques to compare them with each other. To improve the performance she has added

new features appropriate with the morphological characteristics of Turkish language.

In spite of the existing works on sentiment analysis of the Turkish language including
different levels such as sentence, aspect, and document levels, there is still almost no
research by applying the state-of-the-art neural networks. In this study, a well-known
recurrent neural networks and its types will be applied to Turkish reviews at document

level since they have proved to have better performance for English texts [31]].
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2.2.3 Natural Language Processing Tool (Zemberek)

There exist various kinds of natural language processing tool for English language.
However, for Turkish language there are a few and the most utilized open source tool
is Zemberek [4]. It has several capabilities such as morphological analysis, stemming,

spellchecking, and part of speech tagging.

One of the most important tools in natural language processing is the stemming pro-
cess where a morphological parser of Zemberek reduces inflected words to their base

or to root form which would be used as features in the experiments.

Another important tool in NLP is the spellchecking step in which the incorrectly
spelled words in a text would be checked and replaced with its correct form by using
Zemberek library. A spellchecking algorithm under Zemberek allows to process up to
3 inappropriate or incorrect characters in the roots and 2 characters in suffixes. How-
ever it has some limitations or drawbacks: it does not fix dates, times and numbers;
there may be a lot of word suggestions, and so on. For example, for the word “hoglan-
mak” which translates to English as “like”, suggestions of the Zemberek library are
shown in Table
Table 2.3: The suggestions of the Zemberek library for the word “hoslanmak”

"hoglagsmak’ | “hoglatmak’
"hoslamak’ "hoslansak’

"hoglanma’ "hoslanman’

"hoglanmam’ | hoslanmaz’

"hoglanmak’ | ’boslanmak’
“haglanmak’ | "hoplanmak’

Part of speech tagging, also familiar as grammatical tagging, is very significant pre-
processing task for natural language processing activities that reads text in some lan-
guage and assigns parts of speech to each word such as noun, verb, adjective, etc. In
fact, part of speech tagging process is not just mapping words to their part of speech
tags. It is much more complex procedure due to the different meanings of the word

in different contexts or domains.
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CHAPTER 3

BACKGROUND

3.1 Text Representation

In natural language processing field, the most essential part is the so called word
representation, the representation of words, sentences or documents in a numerical
way since computers cannot recognize and analyse raw text data. When machine
learning or deep learning approaches are applied for sentiment analysis tasks, as the
input features to represent text data in the model would be taken word representations
or word embeddings. There are several types of them: One-Hot Representation, Bag-

of-Words, Word2Vec, FastText [8], Glove [[67]], and others.

3.1.1 One-Hot Representation

The most trivial word representation is the One-Hot Representation, which is gener-
ally used before neural networks were applied to natural language processing prob-
lems. In this method, each word is represented as a vector with the length equal
to the size of the vocabulary, which is created by all words after pre-processing in
the corpus. The representation vector is consisted of one in the position of the word
corresponding to its index in the vocabulary and multiple zeros in the rest of the po-
sitions. For example, the vector representation of words “Ankara”, “Turkey” would
be as [0,0,0,1,0,...,0,0], [0,...,0,1,0,...,0] respectively. However, this type of
word representation has many drawbacks such as the expensive computation of word
similarity and the large size of the vocabulary. Despite the disadvantages, this word

representation method can solve some natural language processing problems by us-
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ing machine learning algorithms like Naive Bayes [57] and Support Vector Machines

(SVM) [37].

In this research, the type of distributed representation, which is known as Word2Vec,
is used since the state-of-the-art recurrent neural network approaches are applied for
sentiment analysis problem. More about Word2Vec method will be described in the

following subsection.

3.1.2 Distributed Representation

Different from one-hot representation and more superior alternative is the distributed
representation which was originally introduced by Hinton in 1986 [32]] and has been
improving its relevance to natural language processing applications in recent years.
The distributed representation of words is more familiar as word embeddings and the
main purpose is embedding the words into real-valued, dense, and low-dimensional
vectors by the meanings of words. As described earlier, the drawback of the one-
hot representation is the independence between words in representation space and
inability to calculate word similarities. In contrast, word embeddings are allowed to
compute similarity of words through low-dimensional matrix operations. Metric used
is the cosine similarity due to fact that the semantic similarity between two words is

correlated with the cosine of the angle between their word embeddings [48]].

In general, the word embeddings are derived by Vector Space Models (VSM) [76].
VSMs are divided into two categories: count-based and predictive models. The for-
mer is about the computation of the statistics of co-occurrence of words with its
neighbouring words in large text corpus and mapping those statistics into a low di-
mensional, dense vector. The latter, as its name suggests, tries to predict the word

from its neighbours by the learned low dimensional, dense vectors.

One of the most popular models of VSM predictive models is the well-known Word2Vec
algorithm which was developed by Mikolov et al. in 2013 [58]]. The fundamental idea
behind Word2Vec is to predict the surrounding words of each word in a window with

the fixed length, instead of capturing directly all co-occurrence counts.

There are two possible variations of learning algorithms to produce a distributed
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representation of words: Continuous Bag-of-Words model (CBOW) and continuous
Skip-gram model. In CBOW architecture (see the Figure [3.1a), the network aims to
predict the current word based on the window of n neighbours that occur before and
n neighbours that occur after the current word which has been given as an input. In
contrast, Skip-gram architecture (see the Figure[3.1b)) is the opposite of CBOW model
in that, it tries to predict the surrounding 2n words with the central target word as in-
put. Finally, the authors of [58]] conclude that both models get almost similar results
and the difference is mostly depends on the size of the dataset, Skip-gram tends to
be a useful model for larger datasets, while CBOW performs slightly better on small

datasets.

3.2 Deep Learning

For a long time applying neural network architectures, in comparison with other ma-
chine learning models, to solve some problems unbeneficial due to the lack of com-
putational resources and the data. However, it can be seen that the technology has
been progressing exponentially with the years that is also affected by the growing of
computational infrastructure and by the availability of large amount of good quality

of training data. Consequently, the complex neural network models have been ex-
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ceeded any other machine learning models in various tasks such as image processing,

object detection, recommender systems, and others.

In recent years, NNs have been the most widely used approaches for natural language
processing tasks such as sentiment analysis, text summarization [74], named entity
recognition [45] and question answering [25]. The most popular types of neural net-
works are Recurrent Neural Networks (RNNs) and Convolutional Neural Networks

(CNN).

Next, we provide the necessary background for neural networks and the types of

recurrent neural networks.

3.2.1 Neural Networks

Artificial Neural Networks (ANNSs), also familiar as Neural Networks (NNs) are ma-
chine learning models which are inspired from the human brain. The first models
of neural network developed by a neurophysiologist Warren McCulloch and a math-
ematician Walter Pitts in 1943. In their work [68]], they stated how neurons might
work. Neural networks consists of the layer of input neurons or signals which can be
different feature values, an output layer where the result of the network obtained, and
an amount of various hidden layers between the input and output layers. In addition,

each layer has a few or several neurons.

Input signals are passed through the network, layer by layer, by using the weighted
connections to eventually reach the output layer. At some neurons, a nonlinear func-
tion can be triggered. The goal of a learning process is finding weights that would
made the neural network demonstrate desired behaviour. This is the example of Mul-
tilayer Perceptron (MLP) which is also called Feedforward Neural Networks. A gen-

eral architecture of artificial neural networks is shown in Figure |3.2)

Despite the fact that the feedforward neural networks have been successfully applied
and got better performance in many tasks, it does not consider the transient prospect
that characterizes sequential data. That is they are not reasonably good when it comes
to the data that depend on the previous data. To solve such kind of problems the neural

networks have evolved to so called recurrent neural networks. In the next subsections
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not only the training process of neural networks would be described briefly in detail,
but also the basics of recurrent neural network architectures with its types will be

introduced.

3.2.2 Perceptron

The fundamental unit of neural networks is the one of the types of artificial neuron,
called perceptron. A perceptron takes a fixed number of inputs and produces a single
output. The way of computing the output essentially has several steps such as taking
an input, calculating the weighted sum by introducing weights, bias term, and apply-

ing activation function. The process described above can be formalized as follows:

The perceptron has n inputs represented as an input vector = = (x1, o, . . ., x,). Each
input has an assigned weight that defined by a vector of weights w = (wy, wa, . .., w,).

Consequently, the weighted input values are combined which gives the weighted sum:

5:w~w:Zwi-x,~. 3.1
i=1

At this step the activation function is applied to the weighted sum in order to calculate
the output and the weighted sum is compared with a threshold 6 to produce an output
y that is either 0 or 1, depending on whether or not it exceeds the threshold. Thus,

1, ife>0,

y=o() = (3.2)
0, ife<@.

19



Inputs

)
. 1
— X :b
w, 1
1
,-—'—-.._‘ ]
K ™ Outputs
w, i \ net
X - X, \ Z — f(ngt) — Y
: W J D
Activation
._._b xf

Function

Figure 3.3: The Perceptron [64]].

On the other hand, (3.1)) and (3.2) can be transformed as follows:

azw-a::Zwi-xi, 3.3)
i=0
1, ife >0,
y=o(e) = (3.4)
0, ife <0,

where w and x are extended weight vector and extended input vector of the percep-

tron, respectively. Extended weight vector w = (wy, wy, ws, ..., w,) is the vector of
weights w = (w1, ws, . .., w,) with a bias weight wy = —6. Similarly, the extended
input vector x = (g, 1, %2, . . ., T,) is the input vector z = (x1, 9, ..., x,) with a

bias value zg = 1.

The structure of a perceptron can be seen in Figure[3.3] where b = x( X wy is the bias.

3.2.3 Activation Function

The activation function plays very significant role in artificial neural network model
architecture. The activation functions do the nonlinear transformation to the input
signal in order to make it capable to learn and execute more complicated nonlinear

tasks.

On the whole, the nonlinear activation functions are used in neural networks. The
most common used types of activation functions are sigmoid, hyperbolic tangent

(tanh), and Rectified Linear Unit (ReLLU) functions.
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The Sigmoid function is one of the most widely used activation functions and some-
times referred to as the logistic function. It is a monotonically increasing function

which is defined as:
1

 —— 3.5
1+e™ (3-5)

o(x) = sigmoid(x) =
The sigmoid function takes a real-valued number and transforms it into the range
between 0 and 1 (see Figure [3.4). Therefore, it has nice interpretation for output
neuron that perform classification task. However, there are some drawbacks of using
the sigmoid function due to the vanishing or being small of its gradient values near
saturation points, either tail of O or 1. The network rejected to learn further or will be

remarkably slow.

The hyperbolic tangent (tanh) function is another type of activation functions. It is a
nonlinear S — shaped function as the sigmoid function. The main difference between
them is that the output range of tanh function is zero-centered, [-1,1] instead of [0,1]
(see Figure [3.5). Therefore, the hyperbolic tangent function is more preferred in
practice and is given by:

et —e™”

O'(m) = tanh(m) = +—
et +e "

(3.6)
Rectified Linear Unit (ReLU) functions mathematically expressed in (3.7)), squashes
the net input to a value greater or equal than zero by setting the negative input val-
ues to zero (see Figure [3.6). In comparison with sigmoid and tanh function, ReLU
computations are cheaper: there is no need for computing the exponential function in

activations, and sparsity can be exploited [23]]. The advantages of using ReLLU in neu-
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ral networks: it is faster to converge and it doesn’t face gradient vanishing problem.

o(x) = ReLU(x) = max(0, z). (3.7)

3.2.4 Loss Function

To determine the capacity of a prediction of a machine learning or statistical model
is based on a loss function which is also called as cost or objective function. The
main concept of the loss function is to measure the error rate between the predicted
and correct target values. Therefore, to receive the best-performed machine learning
model, the output of the loss function should be minimized. There are various types
of loss functions. Furthermore, these types of loss functions are usually used with

specific activation functions in preference.
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The Mean-Squared Error (MSE) is the one of the most commonly used loss function
that is used to calculate the average squared difference between the predicted and the

actual target values:

MSE(y, 9) (3.8)

||Mz

where N is the number of training examples, ¢; is the model‘s prediction value and

y; 1s actual expected output.

The Mean-Squared Error is generally used with the hyperbolic tangent and linear

activation functions. In addition, it assumes that the errors are normally distributed.

Another loss function that widely used to measure the error rate in statistical model

is Cross Entropy (CE) which is given by the following equation:
1N
) =+ > vilog(d:). (3.9)
i=1
Binary cross entropy is a loss function used on problems involving binary decisions:

N
1 N
BCE(y, ) = —NZ yilog(;) + (1 — ui) (1 — log(#:))). (3.10)

Accordingly, Cross Entropy is used when the activation nodes are representing prob-
abilities and generally it is used in combination with sigmoid activation function in
neural networks. In practice, CE mostly leads to faster convergence and better results

than mean squared error in terms of classification error rates [24]].

3.2.5 Backpropagation

Backpropagation algorithm is a supervised learning algorithm that is used for training
neural networks. The goal of the algorithm is to optimize the weights so that the
neural network would obtain more valuable predictions which can be reached by
minimizing the error rate between the predicted and the correct target values. The
described algorithm, which has two steps, forward pass and backward pass, would

start after initializing the weights randomly.
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The forward pass process begins with calculating the output of the perceptron and
continues by finding the loss function. Then, in the backward pass process the ob-
tained loss function would be minimized by using the derivatives and the weights
would then be updated. One of the most common used optimization algorithms is the
gradient descent which uses derivatives to stepwise follow the direction of the nega-
tive gradient of the loss function. Since the loss function is a function of the activation
function § = o(e) then the chain rule would be used to calculate the derivative of the
loss function. The gradient of the loss function, L, with respect to a certain weight w;

is given as follows:

oL 0Loy 0
=== (3.11)
ow; 0y Oe Jw;
where ¢ expressed in (3.3).
The weight then is updated by the following equation:
/ oL
W, = W; — , (3.12)
8wl~

where « is known as the learning rate.

This is the main concept of the algorithm which is applied even to neural networks

with more hidden layers and large amount of inputs.

3.2.6 Optimization Algorithm: Adam

As discussed above, the weights are updated by an optimization algorithm. There
are several techniques for optimization algorithms such as Adam [42], Adagrad [19],
RMSProp, and others. In the subsequent sections of this work the Adam optimizer
will be used to train the neural network model due to its fast convergence. Empirical
results demonstrate that Adam works well in practice and compares favorably to other

stochastic optimization methods [42].

Adam (Adaptive Moment Estimation) algorithm is an extension of traditional stochas-
tic gradient descent algorithm. In stochastic gradient descent, there is only one learn-
ing rate « that updates all weights and stays constant during the training process. In
contrast, Adam optimization algorithm computes the adaptive learning rates for each

parameter. In addition to storing an exponentially decaying average of past squared
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gradients v; like RMSprop, Adam also keeps an exponentially decaying average of

past gradients m,, similar to momentum:

my = Bimy_1 + (1= B1)g, and v, = Bove_1 + (1 — B2)g7, (3.13)

where m; and v; are estimates of the first moment (the mean) and the second moment

(the uncentered variance) of the gradients respectively [[72].

The Adam update rule for any weight € is then defined as:

Ot = 0, — —— i, (3.14)

U + €

where m; and 0, are given by:

(3.15)

Frequently, the values of 3, (35, € are 0.9, 0.999, 1078, respectively.

3.2.7 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are one of the most successful network archi-
tectures in the state-of-the-art artificial neural networks. It is principally utilized in
deep learning when handling sequenced data. The main difference from traditional
feedforward neural networks, where input features are assumed to be independent to
each other, is the significant role of time in recurrent neural networks. Furthermore,
RNNs are effective tool to capture information over the dimension of time and store
it inside the network so that the texts in the input layer are interpreted as a time se-
quence of the words. In order to achieve desirable results in various machine learning
domains, a few versions of recurrent neural networks have been developed such as

Long Short-Term Memory [33] and Gated Recurrent Units [15].

The acceptance of feedback connections which can produce past context information
is the vital modernization in RNNs compared to feedforward neural networks. In
other words, RNNs have its internal memory which gives privilege over the other
neural networks especially when applied to natural language processing tasks where
the words can entirely be recognized if the context that they appears in is already

learned before.
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Figure 3.7: General RNN model. Left: folded version of the RNN. Right: unfolded
version of the RNN [46]].

The basic RNN architecture and its recurrent structure before and after unfolding in
time are shown in Figure It can be visible that a network with a simple feedback
connection after unfolding can be converted into a deep feedforward neural network
by adding a new layer in each time step. Wy, Wy, and W}, are the learned weight
matrices and x4, h;, and y, are input, hidden state, and output state at time step ¢

respectively.

The forward propagation formulas corresponding to the recurrent neural network

models can be described by:
he = f(Wapze + Wiphe—1 +0,)  and  y = g(Whyhe + by), (3.16)

where by, and b, are bias terms; f and g are activation functions where f is generally a
nonlinear, differentiable function applied to hidden nodes and g is a function chosen

depending on the specific task.

After processing the forward propagation, in order to train RNN models the back-
ward propagation, is needed. Since the RNN model can be represented as a deep
feedforward neural network then, the extension of the standard backpropagation al-
gorithm is known as Backpropagation Through Time (BPTT) algorithm [91] is used.
The significant distinction is that for every time step the gradients of the weights have
to be summed up. Consequently, when the sequences are long the backpropagation
process will be very lengthy and cost of computation will be too expensive. In the-
ory, RNNs do not have any limits on using information in arbitrarily long-sequences,
but practically standard RNNs can look back only a few steps due to the vanishing

or exploding gradient problem [7]]. Therefore, there are a number of solutions to
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this problem such as by truncating the feedback connection after a certain number
of time steps, regularization of the RNN’s weights [65], training with second order
optimization methods [55], and a very careful initialization of RNN’s hyperparame-
ters [S6l]. However, the most effective approach is to use another architecture called

Long Short-Term Memory (LSTM) [33]].

3.2.8 Long Short-Term Memory

The Long Short-Term Memory (LSTM) unit was initially proposed by Hochreiter
and Schmidhuber [33] in 1997. Then, some modifications have been made to the
original LSTM architecture by Alex Graves [26]. It is special type of RNNs designed
to avoid long-term dependency problem. Unlike the conventional RNNs, the LSTM
model capable to remember information for a long period of time [30]. The LSTM
networks have been implemented to distinct sequence modelling tasks like machine

translation [82]], speech recognition [28]], with the state-of-the-art performance.

LSTM is made up by a memory cell and its structure is shown in Figure [3.8] The
memory block has three main components: input gate, forget gate, and output gate.
Essentially, each of the gates has its own responsibility. The input gate decides which
information to store at the cell; the forget gate decides which information from the
previous hidden state has to be passed to the network; and the output gate controls
which information of the new computed hidden state goes to the output vector of the

network.

The given formulas below are the mathematical expression of how the network layer
in memory cell is updated at each time step ¢. We denote x; the vector of the input
sequence at time step ¢ and h, the hidden layer value of the memory cell at time step
t. We consider C}, C’t, and C;_; as the current, candidate, and previous cell states,

respectively. Firstly, the input and forget vector gates calculated as follows:

it = O'(Wiﬂft + Uiht_l + bz) and ft = O'(Wfl’t + Ufht_l + bf) (317)

Then, the candidate and current cell states are computed:
Cy = tanh (W, + Uy +b.) and C, = f, x Cy_y + iy x Cy. (3.18)
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Finally, the value of output gate and the memory cell output value are calculated:

0y = O'(Wol't + Uoht—l + bo) and ht = 0 X tanh(C’t). (319)

3.2.9 Bidirectional LSTM

The main concept of introducing the bidirectional RNN model is the improvement of
standard RNNs performance. While unidirectional RNN use only previous context
to predict the next segment for a given sequence, Bidirectional RNN (BRNN) can
process both directions with two separate hidden layers where one reads the training
sequences forwards, beginning from the start of the sequence, and the other one back-
wards, beginning from the end of the sequence. Therefore, the BRNN architecture is

able to achieve and to use the information from the past and the future states [78]].

Bidirectional LSTM (BDLSTM) is received by changing the recurrent neurons of
RNNs to the LSTM units and is connected to both hidden layers to the same output.
The unfolded structure of this model is presented on Figure [3.9] The output layers of
both forward and backward hidden state are computed by using the LSTM updating
equations. It has been proved that the bidirectional networks are substantially better
than unidirectional ones in many applications, such as phoneme classification [29]

and speech recognition [27]].
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3.2.10 Opverfitting

Overfitting is a common problem during the learning process of deep learning mod-
els. This appears when the model achieves a good fit on the training data; however
in new unseen data or validation data, it does not categorize the data correctly. In
other words, the model learns and memorizes patterns specific to training data which
are irrelevant in validation data. In practice, overfitting is identified by looking at the
validation loss or accuracy and by comparing with training loss or accuracy. Gen-
erally, the training loss continues decreasing while validation loss in contrast starts
increasing after a few number of epochs. To avoid overfitting or to address this issue,
there are several remedies such as early stopping, dropout regularization [81]], tradi-
tional regularizations, reducing the size of the model, getting more data, and batch

normalization [35]].

During the experiments, the overfitting issue can be seen from the graph that shows
the change in accuracy values, calculated on training and validation sets during subse-
quent iterations of learning process. Moreover, the graph displays from which number
of epochs the overfitting has been started. One of the well-known overfitting reduc-
tion methods is to interrupt the learning process before the model starts overfitting.
This method called early stopping. In practice, it allows for a significant improvement

in the performance of the model as it demonstrates in this study.

Dropout is a very popular regularization technique mainly applied to reduce overfit-
ting of neural networks. The idea of this method is temporarily dropping neurons

during the learning process. The neurons from input and hidden layers are removed
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randomly from the network and the probability of being kept for each neuron is equal
to p. Hyperparameter p is called dropout rate and very often its default value is set to

0.5. Thus, the learning process runs faster since the network becomes smaller.

L2 regularization [60] avoids overfitting by adding the squared magnitude of the
weight parameters as a penalty term to the loss function. A term A ||w]|, is added
to the original loss function for each present weight w in the neural network architec-

ture. The regularized version of binary cross entropy from (3.10) is:

) 1« ) ) Ao
BCEL2(y.9) = —+ > (wilog(i) + (1 — yi)(1 —log(#))) + N > wi (320)
i=1 Jj=1

The choice of A regularization parameter depends on data and some tuning process
is needed. The goal is to catch a proper balance between simplicity and training the
data because of the occurring overfitting, if A is too low, and underfitting, if \ is too
high, problems during the learning process of the model. Underfitting appears when

a model will not learn enough about the training data to make useful predictions.
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CHAPTER 4

EXPERIMENTAL SETUP

In this section, the datasets used in this work will be described; the setup of the
experiments is introduced, and the evaluation metrics to measure the performance of

the models are represented.

4.1 Data Description

For the Turkish language, there are not so much available datasets not only for sen-
timent analysis, but also for other NLP tasks. In 2009, for example, U. Erogul has
created a dataset of Turkish movie reviews for his master thesis manually [20]]. In this
thesis, we use an available dataset which was created for the paper ‘SentiWordNet
for New Language: Automatic Translation Approach’ [59] and a dataset that is used
for U. Erogul‘s master thesis. A former dataset which has two types of reviews, pos-
itive and negative, would be used to demonstrate RNN models for Turkish texts. It
has movie reviews which are collected from BeyazPerde [1]]. Overall, 53,400 movie
reviews by the average length of 33 words are selected. The dataset is well-balanced,
that is the number of positive and negative reviews are almost equal. However, for
research train and test parts of the dataset are matched as only train in order to split
it into new three parts: train, test, and validation set. Moreover, a latter dataset which
is created by U. Erogul would be also used to apply RNN models, distinct methods

from earlier implemented machine learning model in U. Erogul‘s master thesis.
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Figure 4.1: Confusion matrix.

4.2 Evaluation Metrics

The choice of an evaluation metric is changeable depending on the task. Generally,
various types of evaluation metrics like accuracy, precision, recall, and F1-score are

used for sentiment analysis tasks. The mathematical formulas of them are:

tp + tn
= 4.1
accuracy tp + tn + fp + fn’ “.1)
recision — — P 4.2)
P Ctp+1p’ '
tp
11 = 4.3
e o+ (4.3)

Fl.score — 2 % pr.ec‘ision * recall7 4.4)
precision + recall

where true positive (tp) is defined when a positive real value is correctly classified
as positive, false positive (fp) is a negative real value which is classified as posi-
tive, the true negative (tn) is a negative real value correctly classified as negative,
and false negative (fn) is a positive real value that is classified as negative [10]. In

Figure we depict the confusion matrix.
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In this research, the accuracy and F1-score evaluation metrics in (@) are used to
determine how well they work on sentiment analysis model since they estimate the

overall correctness of the system.

4.3 Framework

The programming language Python was used to implement proposed models in this
work since it has a large number of scientific libraries for data processing and machine
learning algorithms. To perform machine learning or deep learning tasks, there exist
several tools or libraries such as TensorFlow [2]], Theano [69]], Scikit-learn [66], and

Keras [13]].

Keras is a high level open source neural network API which is written in Python
programming language. It is capable of running on top of TensorFlow, Theano or
The Microsoft Cognitive Toolkit (CNTK) [[/9]]. It is minimalistic, scalable and sup-
port fast experimentation with deep neural networks. Keras is a model-level library,
providing high-level building blocks for developing deep learning models. It doesn’t
handle low-level operations such as tensor manipulation and differentiation. Instead,
it relies on a specialized, well-optimized tensor library, serving as the backend engine

of Keras [14]].

Keras library has been selected for this research since it is so well-suited to the con-
cepts of neural networks and building of simple or complex neural networks takes a
few minutes by the help of some powerful models, such as the Sequential model and
the Model class used with the functional API. Therefore, for building neural networks
in the research used Sequential model of Keras framework whereas for word repre-
sentation used Python package Gensim [70] in order to handle words to vectors. It
is a great package for processing texts and working with word vector models such as

Word2Vec and FastText.
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CHAPTER 5

RESULTS AND DISCUSSION

This chapter not only presents the results of experiments for sentiment analysis on
Turkish reviews domain but also considers some comparisons with previous work
and discussions over the results of experiments for English dataset. The kinds of re-
current neural networks, namely Long Short-Term Memory and bidirectional LSTM,
with their hyperparameters are used over two types of datasets to figure out the per-
formance that they could demonstrate. Therefore, the results from the experiments of
each model applied with each dataset will be presented separately in following sec-
tions. Finally, the last section provides a comparison between described models and

the other machine learning technique SVM.

Before start training the model, the first step is to clean data by removing stopwords,
punctuations, URLSs, and then apply pre-processing techniques such as stemming,
lemmatization, tokenization. Zemberek, natural language processing tool for Turkic
Languages, is used to handle described processes in this research work. As a conse-
quence, the consecutive step is to map words into vectors that contain numeric values
for input to neural network. Word embedding is a type of mapping that allows words
with similar meaning to have similar representation. There are several types of word
embedding methods including Word2Vec and FastText, which are the most popular
for word representation. In this study, the simple tokenizer under neural networks
and most popular word embedding algorithm, Word2Vec, is used. Finally, the recur-
rent neural network architectures are applied to train the model then they are saved

and used to predict a new text in order to verify the effectiveness.

In general, the training model could have various numbers of layers but in this re-
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search it consists of four layers in total which are Embedding layer, RNN layer, two
Dense layers with different input features. For the entire research, we split the main
dataset into three sets: training, cross validation, and test set. Since cross validation
set is playing main part on getting more truly results of classifiers, the model trained
with 20-fold cross validation set. Moreover, Adam optimization algorithm [42] and
binary cross entropy loss are used for optimizer and loss function, respectively. For

the activation a sigmoid and ReLLU functions are used.

To train the model not only the optimization or loss functions but also the batch
size and number of epochs are significant, where one epoch is when entire dataset
is passed the neural network forward and backward only once and batch size is the
total number of training examples presented in a single batch. The reason of dividing
one epoch into smaller batches is that it has too large size for calculation at whole.
However, the right number of epochs and batch size is unknown and it can vary from
domain to domain, from larger dataset to smaller dataset. Generally, the most com-
mon used batch size is the 20, 25, and 32. In addition, it is important to use cross

validation set as validation data in training model and to shuffle the dataset.

In this research, the fixed number of epochs and batch size are used: 5 and 20, re-
spectively. The reason choosing small number of epochs is to avoid overfitting. More
precisely, overfitting is caused even in using just 5 epochs over both of two datasets.
In this study, techniques except such as early stopping, dropout regularization, and
L2 regularization are used to overcome overfitting. As mentioned earlier, the small
number of epochs is used and little size of model is applied. Moreover, in next sub-
sections the results of experiments with and without the regularization techniques are

shown and compared.

In this thesis, we use an available dataset which was created for the paper " Senti-
WordNet for New Language: Automatic Translation Approach " and a dataset that is
used for U. Erogul‘s master thesis. The former dataset is represented as Dataset 1,

while the latter is named Dataset 2. A set of positive and negative examples for movie

reviews is given in the [Appendix A
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(a) LSTM model for Dataset 1 (b) Bidirectional LSTM for Dataset 2
Figure 5.1: An example of overfitting.

5.1 Results for Experiments with Tokenizer

This specific section only presents the results for experiments that are done by using

simple tokenizer under neural networks.

Tokenizer allows to vectorize a text corpus, by turning each text into either a se-
quence of words ids or into a vector where the coefficient for each token could be
binary, based on word count, and based on frequency. Keras provides the Tokenizer
class for preparing text documents for deep learning. However, simple Tokenizer has
been constructed by ourselves for this research and has been used to tokenize Turkish

sentences.

As shown in Figure[5.1] the overfitting problem occurrs on both datasets when apply-
ing, both RNN models, LSTM, and bidirectional LSTM. To address the issue dropout
regularization and most popular L2 regularization are applied. Despite the fact that
the dropout regularization is the powerful tool to address overfitting, in our case it was
not the solution to the problem. On the other hand, the L2 regularization technique
is the alternative way to solve the problem and to avoid overfitting from the training
model. The overfitting problem is addressed using L2 regularization and can be seen

in the Figure[5.2]

Table [5.1] presents the results of 20-fold cross-validation of different models on the
training set and the results on the test set of a Dataset 1 for movie reviews, while

Table [5.2] shows the results for a Dataset 2. The metrics used are the accuracy and
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Figure 5.2: An example of avoided overfitting.

F1-score by classes of positive and negative polarities.

Table 5.1: The results for Dataset 1

DATASET 1 Validationa data | Test data
Accuracy F1-score
LSTM 87.3 87.1
LSTM with Dropout 87.4 87.6
LSTM with L2 regularization 87.8 88.4
Bidirectional LSTM 87 87.3
Bidirectional LSTM with Dropout 87.3 87.3
Bidirectional LSTM with L2 regularization | 87.9 88
Table 5.2: The results for Dataset 2
DATASET 2 Validationa data | Test data
Accuracy F1-score
LSTM 81 80.9
LSTM with Dropout 81.4 81.6
LSTM with L2 regularization 81.5 81.7
Bidirectional LSTM 80.5 81.3
Bidirectional LSTM with Dropout 81.2 81.7
Bidirectional LSTM with L2 regularization | 81.8 82.7

Since the overfitting is the biggest issue during whole research, the results of the mod-
els with L2 regularization are taken as more correctly performance for the datasets.
So, LSTM and bidirectional LSTM with L2 regularization show 88.4% and 88% as

their F1-score for Dataset 1 while for Dataset 2 these measures are 81.7% and 82.7%,
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Figure 5.3: An example of overfitting.

respectively (see the [Appendix BJ). Each of the architectures gives acceptable results

for Turkish datasets by using simple tokenizer as a vector representation of words.

5.2 Results for Experiments with Word2Vec

This section only presents the results for experiments that are done by using state-
of-the-art word embedding algorithm, so called Word2Vec. For this research, a pre-

trained Word2Vec model for Turkish language is utilized.

It can be seen from Figure [5.3] that overfitting starts at some point instead of start-
ing at the beginning point as in the previous section. In such situation to avoid the
overfitting, the early stopping method can be used with the epoch where the valida-
tion loss starts increasing. However, in this research the regularization methods are
also applied to avoid overfitting. The difference from the previous section when used
simple tokenizer under neural networks is validation loss, fluctuated when dropout
regularization is applied to overcome the overfitting (see Figure [5.4)). Finally, the L2

regularization method avoids overfitting from the training model shown in Figure[5.5]

The results for experiments using Word2Vec embedding for Dataset 1 and Dataset 2
can be seen in Table [5.3] and Table [5.4] respectively. The accuracy and Fl-score

metrics are used for binary classification.
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Figure 5.5: An example of avoided overfitting.
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Table 5.3: The results for Dataset 1

DATASET 1 Validationa data | Test data
Accuracy F1-score
LSTM 89.5 84.3
LSTM with Dropout 90.2 85.1
LSTM with L2 regularization 87.5 81.2
Bidirectional LSTM 89.2 83.8
Bidirectional LSTM with Dropout 90 85.1
Bidirectional LSTM with L2 regularization | 89.2 83.8
Table 5.4: The results for Dataset 2
DATASET 2 Validationa data | Test data
Accuracy F1-score
LSTM 86.4 78.6
LSTM with Dropout 86.8 79.5
LSTM with L2 regularization 84.9 76.6
Bidirectional LSTM 86.3 78.3
Bidirectional LSTM with Dropout 86.6 79.6
Bidirectional LSTM with L2 regularization | 86 78.4

From the tables, it can be seen that depending on the dataset and the model the pre-
dicted test can be far worth than the validation or training data. Since overfitting prob-
lem cannot be avoided by using dropout regularization, the outcomes made by using
L2 regularization would be taken as a result. LSTM architecture gives 81.2% and
76.6% F1-score for Dataset 1 and Dataset 2, respectively, while for the same datasets
bidirectional LSTM provides performances of 83.8% and 78.4% for F1-score. To

conclude, the bidirectional LSTM overcomes the simple LSTM model in most cases.

5.3 Comparison of the Models

This section provides the comparison between our study and Erogul‘s master the-

sis [20] since both studies used the same dataset.

U. Erogul in his thesis used traditional machine learning algorithm SVM with bag-
of-words method and acquired a F1-score of 85% on binary sentiment classification
at the document level. In order to compare the results of our work and Erogul ‘s study,

only the performances for Dataset 2 is taken from the previous sections. The results
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are presented in Table[5.5]

Table 5.5: The comparison of the results for Dataset 2

DATASET 2 Validationa data | Test data
Accuracy F1-score

LSTM with L2 regularization using | 81.5 81.7

simple tokenizer

Bidirectional LSTM with L2 regu- | 81.8 82.7

larization using simple tokenizer

LSTM with L2 regularization using | 84.9 76.6

Word2Vec

Bidirectional LSTM with L2 regu- | 86 78.4

larization using Word2Vec

SVM with bag-of-words 85.1 84.9

Looking at the results in Table[5.5] the best result was obtained using SVM algorithm
with bag-of-words method. Initially, U. Erogul acquired a F1-score of 84% by using
only the roots of words as features for machine learning and with adding standard
spellchecking methods the performance F1-score increased up to 85%. The better
result from our study for Dataset 2 is acquired applying bidirectional LSTM with
L2 regularization using simple tokenizer and shows good measure of 82.7% as its
Fl-score. However, models with Word2Vec achieve lower results as compared to
models with simple tokenizer or SVM model with bag-of-words due to lower capacity

of pre-trained Turkish Word2Vec model.

Finally, we use LSTM and bidirectional LSTM models to perform sentiment analysis
on English movie reviews from the Internet Movie Database (IMDB). Keras library
is used to build RNN models and its built-in IMDB movie reviews dataset. It means
that we do not need any tokenizers for tokenization process since Keras provides
tokenized version of IMDB movie reviews. The IMDB dataset was first proposed
in [54]], as a benchmark for sentiment analysis. As for Turkish dataset, we use the
same activation, loss functions and Adam optimizer during the learning process of
the model. However, the batch size and number of epochs are changed to 64 and 4,
respectively. The reason of choosing such small number of epochs is again due to
overfitting problem. Early stopping, dropout, and L2 regularization techniques are

applied to address overfitting issue. L2 regularization eventually avoids overfitting
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Figure 5.6: An example of avoided overfitting.

problem for two models, LSTM and bidirectional LSTM, and can be seen in Fig-
ure

Table @]presents the results of the models, LSTM and bidirectional LSTM, and also
the results from the research [31]. In that study, author achieved excellent results by
applying LSTM approach with the word embedding model Word2Vec and showed
95.1% as its F1-score (see the last row in Table[5.6). Since L2 regularization avoids
the overfitting problem, then the results with it are taken from our study as more cor-
rectly performance for both approaches. So, LSTM and bidirectional LSTM presents
performances of 87.7% and 88.2% for F1-score. Therefore, we can see that apply-
ing Word2Vec as word representation with the model LSTM increases F1-score by

almost 7.5% for English texts.

Table 5.6: The results for IMDB dataset

IMDB dataset Validationa data | Test data
Accuracy F1-score
LSTM 86.1 86.4
LSTM with Dropout 87.8 87.8
LSTM with L2 regularization 86.9 87.7
Bidirectional LSTM 87 86.8
Bidirectional LSTM with Dropout 88.5 88.9
Bidirectional LSTM with L2 regularization | 88.1 88.2
LSTM using Word2Vec 95.1
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CHAPTER 6

CONCLUSION AND FUTURE WORK

In this thesis, the state-of-the-art recurrent neural networks have been classified for
sentiment analysis task on Turkish movie reviews domain. The main concept of using
RNN models for this sentiment classification problem is the lack of researches using
them for Turkish language. Generally, their architectures provide excellent results for
English language and this research encourages this fact since it achieves reasonably
good results for Turkish language, too. Furthermore, word representations play a key
role in classifying sentiment analysis tasks and choosing the right word representa-

tions are also important to achieve acceptable results.

In the first part of research, the simple tokenizer under neural network has been used
as a word representation and presents more superior results than the word embed-
ding model Word2Vec. In general, Word2Vec model performs outstanding results
for English texts but in this research it achieves reduced results as compared to the
simple tokenizer for the same datasets. It can be explained by the lower capacity
of pre-trained Turkish Word2Vec model. In spite of this, both word representations
with RNN models present results between 81% and 88% for Dataset 1 and the results
between 77.6% and 82.7% for Dataset 2, which are preferably results for Turkish

domains.

Despite the fact that the models perform well, there can be done more research on
changing and reducing the size of the model and taking another batch size to train the
model should be carried out for further studies. Moreover, it is known that there exist
several types of loss functions, optimizations algorithms which can be adapted and

the vocabulary size which can be shaped to a smaller dimension. Therefore, all these
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changes tend to do more research and achieve valuable results for sentiment analysis

tasks on Turkish review domains.

As future work, the new, well-balanced dataset with larger size must be created in
order to train deep learning models more precisely for Turkish reviews domain due
to the fact that for deep learning models the extension of larger dataset is a signif-
icant one. Another approaches different from recurrent neural networks can be im-
plemented to solve sentiment analysis on Turkish texts. More precisely, architectures
such as Convolutional Neural Networks (CNNs), FastText for text classification [39]],
Attention Mechanism [3, 53] and Recursive Neural Networks can be applied since

there no works related to these approaches in Turkish.

Different from the approaches mentioned earlier, the word representation is also an-
other important part for improving the performance of models. So, one of the most
popular text representation methods is Universal Sentence Encoder[12] representa-
tions and its various types. In recent years, these methods applied with deep learning
models have become more active in the area of natural language processing. More-
over, another approach is the so called transfer learning method [61] which is used

earlier for Turkish domains and highly improved the performance of baseline models.

On the whole, since the document level is not just one type of sentiment analysis
then the other levels, sentence and aspect, can be a new research work for Recurrent

Neural Network architectures.
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APPENDIX A

EXAMPLE TURKISH DATA

A set of positive and negative movie review examples from each dataset are given in

the following sections.

A.1 Positive Movie Reviews

Aklina saglik bu filmin yonetmeninin ve yazariin. Bu film hakkinda
sOyleyebilecegim tek sey, hani bi filmle hayatiniz bambagka olur yaa...
Izlemeden Olmeyin!!

Bu filme puan verenleri cok merak ediyorum aslinda.her seyi ile miikem-
mel bir film 1010 luk bir film ben herseyi ile 10 verdim.Puan kiranlar
acaba neresinden kirtyorlar anlamis degilim.

Edward Norton yeni nesil aktorler icerisinde Johnny deppten sonra
belkide en yeteneklisi ve oynadigi tiim filmlerde oldugu gibi sihirbazda
da kalitesini konusturmus. Ayrica film yorumlarda sikca Prestijle kiyaslan-
mis. Prestij sinema tarihinin en iyi filmlerinden birisi bu filmle kiyaslanil-
mas1 bence yanlis. Genel olarak bakildiginda film zevkle izlenebilecek

seyirciyi stkmayan kaliteli bir yapim. Izlemenizi tavsiye ederim 10/8

A.2 Negative Movie Reviews

Tam bir piyasa korku filmiydi ya.. Rezalet yani begenenler bu film-
den korkmayi nasil basarmis gercekten anlamadim.. Vakit kaybetmek

istiyorum derseniz yada hangi korku filminde katila katila giilerim diye
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sorarsaniz kesinlikle tavsiye ederim.. Ama malesef bundan da kotiilerini
izledim zamaninda..

Bagindan sonunun ne olacagini tahmin edebileceginiz, asir1 derecede
duragan, ¢ok fazla belden asagr muhabbet iceren(cocuklar1 da katan),
her ii¢ kelimesinden biri kiifiir olan bir film olmus. Gercekten hayal
kirikligma ugradim. Ustiine iistliik ne Nicholas Cage ne de Michael
Caine bekledigim gibiydi ikisi de normalde gosterdikleri performanslarin
o kadar altindaydi ki!!!'Bosyere gidip de iki saat sikintidan bayilmayin
derim ben....

Fatih akin tiirkiyenin gelecegi parlak isimlerindense tiirkiye bitmis
desenize.adamin her filminde erotizm her filminde sikic1 bir psikoloji var.
bu filmde dyle bos bir film. farkli duygular katmasini bekliyorsunuz ama
hicbirsey katmiyor haydi kekillinin sahnesi gelsede izlesek diye diisiin-
mekten bagka birsey degil bu film.
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APPENDIX B

SOURCE CODE

This appendix reports sample codes of the experiment. More precisely, text pre-
processing, simple tokenizer, and model construction source codes of the LSTM al-
gorithm with L2 regularization which shows good performance of 88.4% as their

F1-score for Dataset 1.
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import numpy as np

import pandas as pd

from sklearn.model_selection import train_test_split
from keras.preprocessing import sequence

from keras.preprocessing.sequence import pad_sequences

np.random.seed (7)
data = pd.read_excel ("movie_reviews.xlsx")

from zemberek_parser_master.zemberek_python
import main_libs_my_version as ml
zemberek_api = ml.zemberek_api (
libjvmpath="C:\\Program Files\\Java\\jrel.8.0_144\\
bin\\server\\jvm.d1l1l",
zemberekJarpath= "C:\\Users\\admin\\Documents\\
zemberek_parser_master\\

zemberek_python\\zemberek-tum-2.0. jar") .zemberek ()

X_data = pad_sequences (reviews, maxlen = 50)

y_data = np.asarray (labels)

X_train, X_test, y_train, y_test =
train_test_split (np.asarray (X_data), np.asarray(y_data),
test_size = 0.2)
X_train, X_val, y_train, y_val =
train_test_split (X_train, y_train, test_size=0.2,
random_state=42)

Listing B.1: Text preprocessing source code in Python.
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reviews = []
labels = []
all_tokens = []
unique_tokens = dict ()
for i in range(len(data)):
try:
tokens = ml.ZemberekTool (zemberek_api) .
metinde_gecen_kokleri_bul (data["Text"] [1])

reviews.append (tokens)
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except:
pass
def create_dictionary (unique_tokens, threshold):
token_to_idx = dict ()
idx_to_token = dict ()
unique_token_keys = list (unique_tokens.keys())

return token_to_idx,

labels.append(data["Sentiment"] [i])

all_tokens += tokens

for t in tokens:

if t in unique_tokens.keys():

unique_tokens|[t]

else:

unique_tokens[t]

3 =20

for i in range(len(unique_token_keys)):
if unique_tokens[unique_token_keys[i]]

token_to_idx[unique_token_keys[i]]

idx_to_token[7j]
Jo+=1

token_to_idx, idx_to_token =

for 1 in range(len(reviews)):

for

for

reviews = [x for x in reviews if len (x)

labels = [x for x in labels if x

for j in range(len(reviews([i])):

if reviews[i][J] in token_to_idx.keys():

reviews[1][]] =
else:

reviews[1][]] =

reviews[i] = [x for X in reviews[i]

0

r in reviews:

if len(r)!=0:
i+=1

i in range(len(reviews)):

if len(reviews[i]) == 0:

labels[i] = None

Listing B.2: Simple tokenizer source code in Python.

> threshold:

unique_token_keys[i]

idx_to_token

create_dictionary (unique_tokens,

token_to_idx[reviews[i][]]]
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import numpy as np

import pandas as pd

from keras.models import Sequential, load_model

from keras.layers

import Dense, Dropout, Activation, LSTM, Embedding, Bidirectional
from keras.layers.embeddings import Embedding

from keras.regularizers import 12

from sklearn.metrics import fl_score

from sklearn.metrics import classification_report, confusion_matrix

embedding_size=400
model = Sequential ()
model.add (Embedding (len (token_to_idx), embedding_size,
input_length = X_train.shape[l]))
model.add (LSTM (50, kernel_regularizer=12(0.01),
recurrent_regularizer=12(0.01),
bias_regularizer=12(0.01)))
model.add (Dense (50, activation = "relu",kernel_regularizer=12(0.01),
bias_regularizer=12(0.01)))
model.add (Dense(l, activation = "sigmoid"))

print (model.summary ())

nb_epoch = 5
batch_size = 20
model.compile (loss = "binary_crossentropy",
optimizer = "adam", metrics = ["accuracy"])
hist_lstm = model.fit(X_train, y_train,
validation_data=(X_val, y_val),shuffle=True,
epochs = nb_epoch, batch_size = batch_size)
score = model.evaluate(X_val, y_val)
print ("Validation Loss: %.2f%%" % (score[0]%x100))
print ("Validation Accuracy: %.2f%%" % (score[l1]1%x100))

model.save (' lstm_regularizer_movie_reviews.h5’)

y_pred = model.predict (X_test)

yy_scores = (y_pred > 0.5)
yy_true = (y_test>0.5)
print ("F1 Score: " + str(fl_score(yy_true, yy_scores,

average='weighted’)))
print (confusion_matrix (y_test, yy_scores))

print (classification_report (y_test,yy_scores))

Listing B.3: A LSTM model source code in Keras.
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