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ABSTRACT

DRIVERS OF
CARBON PRICES IN THE EUROPEAN UNION
EMISSION TRADING SCHEME

Uludag, Arda
MSc., Department of Economics

Supervisor: Assoc. Prof. Dr. GUL IPEK TUNC

February 2019, 118 pages

This thesis analyzes the interaction of the carbon prices in the European Union
Emissions Trading System (EU ETS) with other macroeconomic variables. In the
thesis, the relationship of carbon prices with the indicative variables related to
industrial production, economic expectations, weather conditions and stock markets,
mainly fossil fuels, has been discussed within the framework of ARDL
(autoregressive distributed lag) co-integration method. Both the long-term and short-
term relationships of this interaction have been put forward. In addition, the causality
relationship between the variables is presented by adopting the Toda-Yamamoto

Granger Non-Causality test approach.

Keywords: European Union Emission Trading Scheme; Climate Change; Carbon

Pricing, ARDL, Toda-Yamamoto Granger Non-Causality test



Oz

AB ETS SISTEMINDEKI KARBON FIYATLARININ
BELIRLEYICILERI

Uludag, Arda
Yiiksek Lisans, Iktisat Bolimii

Tez Yéneticisi: Dog. Dr. Giil ipek TUNC

Subat 2019, 118 sayfa

Bu tez, Avrupa Birligi Emisyon Ticaret Sisteminde (AB ETS) piyasa kosullarinda
belirlenen fiyatlarin diger makroekonomik degiskenlerle olan etkilesimini
incelemektedir. Tezde karbon fiyatlarinin basta fosil yakitlar olmak {izere, sanayi
uretimi, ekonomik beklentiler, hava kosullar1 ve hisse senedi piyasalarina iligkin
gosterge niteligindeki degiskenlerle olan iliskisi ARDL (otoregresif dagitilmis
gecikme modeli) esbiitiinlesme yontemi cergevesinde tartisilmistir. Bu etkilesimin
uzun ve kisa vadeli iligkisi ortaya konulmustur. Tez kapsaminda ayrica, Toda-
Yamamoto Granger Nedensellik Analizi yaklasimi benimsenerek degiskenler

arasindaki nedensellik iligkisi sunulmustur.

Anahtar Kelimeler: Avrupa Birligi Emisyon Ticaret Sistemi, Iklim Degisikligi,
Karbon Fiyatlandirma, ARDL, Toda-Yamamoto Granger Nedensellik Analizi
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CHAPTER 1

INTRODUCTION

In recent decades, international community has started to pay increasing attention to
the adverse effects of climate change since simmering concerns have grown
dramatically as extreme weather events, natural disasters, ecosystem degradations
and extinction of some species have become more frequent. However, one of the most
influential factors which increases the ambition of combatting climate change is its
economic impacts. If the current trend in global warming continues, it is expected
that much more serious economic and environmental consequences will arise in the
future. Nevertheless, not all of the regions of the world are affected from climate
change in the same way. The most damaging effects of climate change have been
observed in developing countries than the developed countries which could be
considered as the primary blameworthy actors for climate change because of their
industrialization process. Among the reasons of this difference lack of sound and
adequate infrastructure and climatically risky locations of developing countries could

be cited.

As a multi-faceted global challenge, climate change cannot be considered as a
problem that should be addressed by only major countries; on the contrary it requires
a collective struggle and cooperation at international level. In this context, climate
change has taken an important place in the agenda of the global public since the early
1990s. Parallel to these developments, the United Nations Framework Convention on
Climate Change (UNFCCC) was set up in 1992, and the basis of the international
climate change regime was laid down and a roadmap was drawn out with the general
outlook for the future. With the adoption of the Kyoto Protocol in 1997, the details
of this general framework have been clarified. During this period, the general

approach to climate change has been designed such that developed countries should
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bear the brunt of climate change by taking necessary measures to mitigate their
emissions and also provide adequate support in financial, capacity-building and

technology themes to developing countries.

Notwithstanding over the course of time, it has been observed that developing
countries have been significantly differentiated in terms of economic structures from
the early 1990s and some of the countries in this group have also begun to contribute
to worsening climate change problem. The changes in the economies of developing
countries have led to changes in the approach for the responsibility sharing among
parties to cope with the adverse effects of climate change. Concordantly, the Paris
Agreement, which forms the basis of climate change policies for the post-2020
period, was adopted as a result of the negotiations that endured by the end of 2015
with respect to the evolution of developing countries. The most important feature that
differentiates the Paris Agreement from the former ones is that the responsibility of
reducing greenhouse gas (GHG) emissions previously charged only on developed

countries, has become widespread throughout all countries.

Stressing that climate change is a serious market failure, solutions should be designed
to cope with market failures by eliminating externalities due to climate change. This
aspect of the issue has been studied extensively in academia and by international
organizations in the recent period. In this context, countries may prefer implementing
conventional tools like regulatory and supervisory measures for facilities which give
rise to emissions. However; resorting only to measures within certain regulatory and
supervisory mechanisms would negatively affect the national economies and bring
serious costs to economic actors. Especially, in recent years when the global financial
crises seriously have weakened the economies, it has become a necessity to
implement policies to combat climate change with cost-effective, flexible and
innovative methods. In this context, the struggle against climate change, which has a
multidimensional structure in terms of the effects, needs to be supported not only by

environmental policies but also in different areas by different policy tools. At this



point, carbon pricing tools, which are becoming increasingly popular with

applications in many countries, are at the forefront

Historically, it is observed that carbon pricing mechanisms have started to be
implemented in the Nordic countries in the early 1990s through carbon taxes.
Besides, one of the first primitive examples of emission trading schemes (ETS) was
set up in the USA in the same years and the schemes impose an upper limit on sulfur
dioxide (SO;) emissions. When the time span from the 1990s to the present is
considered, it is seen that there are three different periods in the development of
carbon pricing policies. In the first period of 1990-2005, developed countries have
started to implement the carbon tax for the first time and taken early actions in this
direction. The second period between 2005 and 2011 was the beginning of the Kyoto
Protocol and it also came to the forefront as a period in which the EU Emissions
Trading System (EU ETS) came into force and more types of greenhouse gas
emissions were included in the scope of the Scheme and a rapid expansion was seen.
From 2012 to the present, it has been observed that the effectiveness of the Kyoto
Protocol has weakened, and carbon pricing tools have emerged at new, national,
regional or city levels in both developed and developing economies encouraged from

the ambition of the Paris Agreement.

Nevertheless, many developing countries today prefer a carbon tax to implement as
carbon pricing tools, but they have already planned or scheduled to add the ETS or
to convert the tax directly into ETS after reaching an adequate maturity. In this
respect, it would not be wrong to say that by considering its environmental
effectiveness, ETS could be perceived as a more advanced policy tool to combat with
climate change. Considering the urgency of this problem to take necessary actions,
ETS initiatives are likely to increase. In this regard, the fundamentals of ETS must

be comprehensively analyzed and its economic impacts should be well understood.

In this study, emission trading schemes and one of the most successful examples, the

European Union Emission Trading Scheme (EU ETS), will be presented and
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reviewed econometrically. The main aim of the study is providing a better
understanding of the operationalizing of the market by analyzing interactions among
emission allowance prices, macroeconomic and other relevant variables like weather
conditions, fuel switching prices. In other words, the drivers of allowance prices in
the EU ETS are tried to be crystallized. With more facilities and countries captured
by the emission trading schemes, understanding the dynamics and causality
relationships in the market will be very critical for policymakers, facilities, and
researchers in order to rationalize their expectations on the emission trading market.
This is critical not only for current appliers of ETS but also for developing countries
which decide to raise ambition to combat against climate change. Therefore, the other
aim of the study is to give an idea about the functioning of ETS and showing the
possible effects of the scheme for other countries, if they decide to apply the

mechanism.

The most important feature that differentiates this study from its peers is the inclusion
of the effects of the Paris Agreement and following two years into the analysis. In
this way, all the building blocks of the international climate change regimes can be
handled together and an adequate timeframe to see the effects of regime changes can
be captured clearly. By this way, the EU ETS has been put forward to reflect current
developments in a more holistic way. Moreover, instead of daily data, monthly price
movements are preferred order to investigate the relationship among carbon prices
and other variables such as economic sentiment indicator, industrial production index
which are published on monthly basis. Last but not least, the causality directions of

the relationship among variables are also revealed.

Within this framework, in the first chapter of the thesis, fundamentals of emission
trading schemes under climate change regime is described. Focusing on the economic
perspective of the climate change, carbon pricing tools, milestones for global climate
action and emission trading are evaluated. In the second chapter the EU Emission
Trading System which is the first major carbon market and still the largest cap-and-

trade system is introduced. In this chapter background and the building blocks of the

4



scheme is shared. Additionally, the price movements in the EU ETS are also analyzed
in general terms. Econometric analysis of macroeconomic interactions among
allowance prices and other selected variables in Phase II and Phase III of the EU ETS
will be presented in the third chapter of the thesis. In this chapter, the interaction
among European Union allowances (EUA) prices and fossil fuel prices, economic
activity and temperature indicators are investigated within the framework of ARDL
model and Toda-Yamamoto Non-Granger Causality test for the period between

January 1, 2008 and December 31, 2017.

According to the regression results, the relationship among the EUA prices and
variables has been analyzed. For the long-run, coal price and industrial production
index (IPI) affect the EUA prices positively, on the other hand, gas price affects it in
the opposite direction. In this long-run interaction, IPI has a dominant role as the
driver of EUA prices. For the short-run, while 2 months lagged economic sentiment
indicator (ESI) and one month lagged of the EUA itself affect the EUA prices
negatively, one month lagged heating degree days (HDD) index affects EUA prices
positively. Results of the Toda-Yamamoto Non-Granger Causality test are also
remarkable. Within this interaction, it is found that weather conditions only affect the
natural gas prices. It is also asserted that economic expectations lead to industrial
production path significantly as it is expected. However, strikingly, it is identified
that when the economic expectations are shaped directly by the natural gas prices
which is a relatively cleaner input, industrial production processes are directly
affected by coal prices. This finding may imply that industrial processes still rely on
dirtier inputs. Since industrial production affects only natural gas prices among fossil
fuels, this evidence may give a signal which shows that industrial production
processes may be shifted towards using natural gas more than coal when the
economic expectations have started to be considered. Furthermore, while natural gas
prices have impact on EUA prices directly, any direct effect from EUA prices to fossil

fuel prices cannot be observed.



As demonstrated by ARDL model and Toda-Yamamoto Non-Granger Causality test
results, we can argue that there is an obvious interaction among macroeconomic
variables and EUA prices. However, the magnitude of this relationship, the direction
of causalities or significance of these interactions may change in the future phases or
years. It is important to note that, the EU has shown a great ambition for transforming
its economy to a low carbon one by aligning its policies and its prosperous emission
trading schemes. Besides currently implemented policies, with the Paris Agreement,
a new global policy framework for international climate change regime has been
established and the EU has played a vital role in this process as a leader. To this
extent, as the rules, procedures, and modalities related to international emission
trading in the Paris Agreement is going to be determined in the international
negotiations, emission trading will steal the spotlights in the climate action. Because
of this reason understanding the interactions among carbon prices and other
macroeconomic variables will be crucial and thus, the developments in the
interactions presented in this thesis should be cautiously followed by policy makers

and market players.



CHAPTER 2

FUNDAMENTALS OF EMISSION TRADING SCHEMES UNDER
CLIMATE CHANGE REGIME

Stressing that climate change is acknowledged as not only an environmental problem
but also an economic problem, some economic tools have been introduced by various
countries and regions in order to fight against the adverse effects of it. In this
framework, the most known policies introduced are command and control measures
and carbon pricing mechanisms. Since climate change is considered as a market
failure which is a result of not being able to reflect its costs into the pricing
mechanism, both of these two approaches base on coping with adverse effects of the
climate change while creating a cost component for enterprises which are responsible

from environmental damage.

Among these practices, emission trading schemes come to fore as more powerful
tools in terms of emission reduction since their ability to bring certainty in emission
reduction is observed. The significance of these schemes has also been recognized by
the international community and because of this reason, this mechanism, relevant
regulations and provisions have been included in all critical international agreements
established in the context of climate change. This chapter begins with the presentation
of historical milestones for global climate action particularly from the perspective of
emission trading mechanisms. Then, in which sense climate change is handled as an
economic issue and to this extent, how carbon pricing policies contribute to the fight

against climate change is explained.



Table 1: Carbon Pricing in Implementation or Scheduled

Country/Region Starting Country/Region Starting
Year Year
Finland Carbon Tax 1990 UK Carbon Price Floor 2013
Poland Carbon Tax 1990 Shenzhen pilot ETS 2013
Norway Carbon Tax 1991 Shanghai pilot ETS 2013
Sweden Carbon Tax 1991 Beijing pilot ETS 2013
Denmark Carbon Tax 1992 Guangdong pilot ETS 2013
Slovenia Carbon Tax 1996 Tianjin pilot ETS 2013
Estonia Carbon Tax 2000 France Carbon Tax 2014
Latvia Carbon Tax 2004 Mexico Carbon Tax 2014
EU ETS 2005 Spain Carbon Tax 2014
Alberta SGER 2007 Hubei pilot ETS 2014
Switzerland ETS 2008 Chongging pilot ETS 2014
New Zealand ETS 2008 Korea ETS 2015
Switzerland Carbon Tax 2008 Portugal Carbon Tax 2015
Liechtenstein Carbon Tax 2008 BC GGIRCA 2016
British Columbia Australia ERF
Carbon Tax 2008 Safeguard Mechanism 2016
RGGI 2009 Fujian pilot ETS 2016
Iceland Carbon Tax 2010 Washington CaT 2017
Tokyo CaT 2010 Ontario CaT 2017
Ireland Carbon Tax 2010 Alberta Carbon Tax 2017
Ukraine Carbon Tax 2011 Chile Carbon Tax 2017
Saitama ETS 2011 Colombia Carbon Tax 2017
California CaT 2012 Massachusetts ETS 2018
Japan Carbon Tax 2012 Argentina Carbon Tax 2019
Australia CPM (2012 - 2012-2014 South Africa Carbon 2019
2014) Tax
Québec CaT 2013 Singapore Carbon Tax 2019
Kazakhstan ETS 2013

Source: World Bank and Ecofys, 2018.

2.1. Milestones for Global Climate Action and Emission Trading

Although the interest in the issue of climate change has been intensified in the early
19" century in the framework of scientific research, the global discussions have
accelerated since the mid-20™ century. During the period when scientific studies

related to climate change paced, many meetings were held in order to be able to find



a solution with the participation of many countries to eliminate or at least reduce the

adverse effects of climate change.

In this context, one of the leading conferences was held with the participation of 172
countries in Brazil. As a result of the UN Environment and Development Conference,
the United Nations Framework Convention on Climate Change (UNFCCC) was
adopted on 3-14 June 1992. On the basis of the UNFCCC, the Kyoto Protocol, which
set out concrete targets and details of implementing the Convention was finalized in
1997. For the period after the Kyoto Protocol, there has been long-lasting debates in
the international community and at the end of 2015, the agreement which will serve
to design international climate change regime after 2020, namely the Paris

Agreement, has been prepared.

2.1.1.The United Nations Framework Convention on Climate Change
(UNFCCCQC)

The UNFCCC is a legal document that was signed by 154 nations and the European
Union (EU) during the Rio Conference. The ultimate aim of the framework is to
achieve sustainable levels of GHG accumulation in the atmosphere that prevents
dangerous human-induced effects on the climate system. The framework was enacted
on 21 March 1994. As of October 2018, 196 countries and the EU have become
parties to the UNFCCC.

Under the UNFCCC, developed countries are considered to have historical
responsibilities for climate change. In this respect, it was decided that developed
countries would pledge binding numerical targets in emission reduction and also
provide financial assistance to developing countries. In this context, the two lists,
Annex-I and Annex-II countries are determined to differentiate which countries will
only commit quantitative emission reduction targets and which countries will be
responsible for financial support. These obligations of the parties under the UNFCCC

are determined by considering the Common But Differentiated Responsibilities
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(CBDR)', the specific development priorities, targets and national and regional
circumstances. Despite the UNFCCC does not include any specific article related to
emission trading schemes, the UNFCCC is set up as a framework that outlines the
basis of the international climate regime. In this context, the Kyoto Protocol is drafted

to form the implementation process of the regime.

2.1.2. Kyoto Protocol

The Kyoto Protocol, set up under the UNFCCC, was adopted in Kyoto, Japan, on 11
December 1997 and entered into force on 19 February 2005. Two prominent features
of the Kyoto Protocol can be considered as bringing binding emission reduction
commitments on the parties listed in Annex-I and introducing flexibility mechanism
which enables cost-effective emission reduction opportunities for the parties. In this
context, it is aimed to ensure that the Annex-I parties reduce their GHG emissions by
at least 5% of the 1990 level for the period between 2008 and 2012 referred as the
first commitment period and reduction and controlling of the targets have been
identified for these Parties. The targets are listed in the Annex-B list of the Kyoto

Protocol which is presented in Table 2.

In order to support the parties in achieving their targets, the Protocol has introduced
three different tools under the flexibility mechanism. These tools are; International
Emission Trading (IET), Clean Development Mechanism (CDM) and Joint

Implementation (JI).

The IET mechanism is based on Article 17 of the Kyoto Protocol. According to this
article, the parties to Annex-B list may carry out international emission trading in
order to fulfill their responsibilities under the Protocol. In this framework introduced,

countries are given the opportunity to sell the emission rights that are distributed to

! The principle of common but differentiated responsibilities (CBDR) implies that all parties have a
common responsibility for combating the climate change problem, but different responsibility is
assumed for the different parties, taking such matters as historical responsibilities, national conditions
and development priorities of the countries into account.
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them but not needed, to countries that need additional emission rights to meet their
targets. Thus, a new commodity which is referred as "carbon trading" is created. This
new commodity can be used for emission reduction and can also be traded

(UNFCCC, n.d.).

Table 2: Annex-B of the Kyoto Protocol

Emission
Parties Reduction
Targets
Bulgaria*, Czech Republic, Estonia, EU (15)?, Latvia*, Lithuania*, -8%
Lichtenstein, Monaco, Romania*, Slovakia*, Slovenia*,
Switzerland
United States** -7%
Canada, Hungary*, Japan, Poland* -6%
Croatia* -5%
New Zealand, Russian Federation*, Ukraine* 0%
Norway 1%
Australia 8%
Iceland 10%

* Economies in Transition
** Although the US has set a target in the Kyoto Protocol Annex-B list, it has not become a party
to the Protocol.

Source: https://unfccc.int/process/the-kyoto-protocol, accessed on 15 September
2018.

The CDM is based on Article 12 of the Kyoto Protocol and it aims to incentivize
Annex-I countries to support sustainable development in countries not involved in
the Annex-I and reducing global emissions that help to achieve the final objective of
the Convention. Within the framework of this mechanism, if an Annex-I country

makes an investment which includes curbing or capturing emissions as the primary

2 As of 1997, when the Kyoto Protocol was adopted, the Member States of the EU are referred to as
the 15 Member States. These countries; Austria, Belgium, Denmark, Finland, France, Germany,
Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden, United Kingdom of Great
Britain and Northern Ireland. In addition, the 8% emission reduction target set for the Member States
is distributed among the Member States.
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objective or co-benefits of the project in a non-Annex-I country, Annex-I country is
able to earn certificates called Certified Emission Reductions (CERs)?, which are
issued for abatement of per ton of carbon dioxide equivalent (COze). These
certificates which are also named as emission credits can be traded to meet the
emission reduction commitments of Annex-I countries under the Protocol. This
mechanism could be used by either government agencies or firms. Additionally, these
CERs can be subjected to trade. For instance; if a French firm, which is placed in an
Annex-I party, conducts a project for afforestation in Ethiopia, which is a non-Annex-
I country, according to the emission reduction that is achieved, French firm will get
a CER. Furthermore, this French firm may use these certificates either to meet
requirements in the EU ETS or it can sell to other firms or government agencies. This
is also known as an offsetting mechanism. The mechanism enables flexibility in
meeting sustainable development and emission reduction commitments for the

Annex-I countries.

Joint Implementation (JI) is another mechanism introduced under the Kyoto Protocol
similar to CDM. Differently, it enables to earn Emission Reduction Units (ERUs)*

per ton of COze from the projects provided from Annex-I parties to another Annex-I

party.

The Kyoto Protocol was designed to be valid until 2012 as an agreement with binding

and punitive elements for the implementation of the UNFCCC. However, in 2009,

3 CER is a certificate which can be earned from CDM projects. To this extent, countries with emission
reduction or limitation commitment (Annex-B countries under Kyoto Protocol) can obtain CERs by
investing in emission mitigation projects in developing countries (non-Annex-I) like forestation.By
using these certificates, countries may comply their emission reduction targets or facilities may use
the CERs for meeting the requirements to surrender allowances under the ETS. Under this scheme,
emission reduction generated by the Annex-B countries are certified according to the abatement of per
ton of carbon dioxide equivalent (CO-e).

4 BERU is a certificate similar to CER but differently it can be earned from JI projects and this
mechanism allows Annex-I countries to obtain the ERUs albeit from the investments in another annex-
I country. Like CERs, ERUs are issued regarding to the abatement of per ton of carbon dioxide
equivalent (CO.e) and can also be used by countries to comply with emission reduction commitments
and by facilities to comply with holding necessary amount of allowance under the ETS.
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the efforts to determine the international climate change regime after 2012 were
blocked due to serious disagreements among countries. As a result, it was decided to
maintain the Kyoto Protocol until 2020 and to continue to work for a new Agreement
for the period after 2020. As a result of these efforts, the Paris Agreement has been
concluded in 2015.

2.1.3.Paris Agreement

The Paris Agreement was adopted in 2015 as a consequence of long-lasting
negotiations to determine the climate change regime after 2020. The Agreement,
which entered into force on 4 November 2016, has 184 parties by January 2019. The
Agreement aims to strengthen the combat against climate change in the context of
sustainable development and reduction of poverty. Within the Agreement the target
is determined to limit the global average temperature rise to well below 2°C, and
pursuing efforts to 1.5°C before the end of the century, to strengthen low emission
development, to ensure that financial flows will help developing countries to combat
the adverse effects of climate change and to reduce emissions (UNFCCC, 2015). The
view that the developed countries are only held accountable for the damage they have
caused to the environment during the industrialization stages from the UNFCCC to
the Paris Agreement will change in the new period. Additionally, especially in the
last 20 years, it is undeniable that developing countries have contributed to the
acceleration of climate change due to growth dynamics not based on environmentally
sustainable premises. Thus, in the post-2020 period, a more comprehensive and
dynamic structure, in which both developed and developing countries will be brought

together in the struggle for climate change, becomes inevitable.

The role of the emissions trading system in the international climate change regime
after 2020 is covered in Article 6 of the Paris Agreement. According to this article,
IET, CERs and ERUs will continue to be used by international and domestic markets
in order to meet the obligations of market participants. On the other hand, IET, CERs
and ERUs will be dealt together under a common name called Internationally

13



Transferred Mitigation Outcomes (ITMO). Most importantly, the Agreement is going
to promote the implementation of international emission trading markets in this way.
However, the details on the implementation of this specific article of the Paris
Agreement have not yet been clarified. As time passes, discussions on this article
have been intensified at the international climate change negotiations, however, there

are still many blurry areas for this issue.

In brief, it is not possible to consider climate change just as an environmental problem
at present. With its devastating adverse effects on economies, it should be handled as
a market failure and it should be solved within this frame. That is why, as the climate
change rises to the top of the international agenda, international agreements have been
set up with the participation of all countries. However, the parts of international
agreements related to economic and financial topics have always been the most
controversial sessions during the international negotiations due to the conflict of
interest among developed and developing countries (Carbon Brief, 2018). At the very
end, under these agreements, the emissions trading system and related economic

instruments have been involved as a vital element to combat against climate change.

2.2. Economic Perspective of Climate Change

In order to have a better understanding of emission trading schemes and carbon
pricing, it is necessary to put forward the economic problems they address. Since
climate change is considered as a market failure, starting with the explanation of this
concept and then extending towards externalities and public goods will be

appropriate.

Generally, if production of a good or service is left entirely to market conditions and
then this good or service cannot be produced at the level that maximizes social utility,
this situation is called "market failure". To be more specific, when the social benefits
cannot be maximized while the social costs cannot be minimized for the whole
segments of the society, one may state that the markets are not "Pareto-efficient". In
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a Pareto-efficient market, all costs and benefits are included in the production or
consumption decisions of households and companies. Otherwise, there may be
overproduction or underproduction of goods and services (Hebling, 2012). This
prevents the social well-being from being maximized and therefore, the state
intervention becomes inevitable. At this point, it will be useful to touch upon the

concept of “externalities”.

An externality appears when an economic actor positively and/or negatively
influences the activities of other economic actors as a result of her/his production or
consumption activities. In other words, it can be said that externalities are related to
the welfare of some economic actors not only in their own activities but also in
activities under the control of other economic actors (Tietenberg and Lewis, 2011).
When the economy is not at Pareto-efficient level due to the presence of externalities;
costs and benefits that drive the production, consumption and investment decisions
of households and firms cannot be reflected utterly in the transactions. In case of such
a situation, market mechanisms become ineffective, thus the functioning of the
market mechanism could be deteriorated. Therefore, if externalities exist in the
market, a value that cannot be reflected in the prices of goods and services arises

(Buchanan and Stubblebine, 1962).

Among important reasons for market failures, one is “public goods”. These goods
have two basic characteristics which are; non-rivalry and non-excludability in the
consumption of goods (Cornes and Sandler, 1986). More precisely, it is possible to
talk about the presence of a public good if the cost of providing the good or service
for an additional person does not change and if it is impossible for individuals to be
excluded from the consumption of the good or service. To this extent, it is vital to
note that if the individual benefits are less than the social benefits, but the individual
costs are greater than the social costs in the supply of the goods, there is a risk of not
offering public goods. In this direction, the government takes on the responsibility

and handles supplying the goods or services which are desirable for social benefit and
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finances itself (Samuelsson, 1954). In this manner; services such as justice, security

and compulsory education can be given as examples for public goods.

Another point that needs to be underlined is the “free-rider problem”. This problem
is that those who benefit from public goods do not participate in the costs of these
goods. If there is no financial contribution or if this contribution is not adequate, this
situation leads to underproduction or no production of these goods at all. When jointly
owned resources are taken into consideration, free riding also leads to overuse of
these resources. As a matter of fact, while economic actors act individually and
rationally, they tend to use the resources in order to maximize their own interests
albeit not of society. That is the reason, they tend to overuse the supplied goods and
services, causing depletion of resources. Therefore, there exists an imbalance
between supply and demand of this jointly owned resources, if the government does

not intervene and this problem is called the “tragedy of commons" (Hardin, 1968).

Despite the fact that public goods have long been regarded as a term at national or
local scale, recently “global public goods” term has been developed (Goodstein,
2014). This term is used for goods and services like the environment, climate and
health which have much larger externalities and influence the entire international
community. In this context, since the countries cannot be excluded from access to
these goods, they tend to get benefit from the efforts of other countries without
bearing the brunt of producing these goods. Hence, a good that provides benefits
without an additional cost for the international community, is tended to be supplied
less than the adequate level. Conversely, if a global public good creates a negative
externality for the international community, it is tended to be supplied more than

needed (Nordhaus, 2009).

Although at the first glance, the climate change seems to be a global environmental
problem, in the light of the above-mentioned issues, it is necessary to consider it
within the context of market failures. In this respect, the evaluation of climate change

within the framework of all these concepts will make it easier to understand the
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economic challenges. Climate change is a global problem that appears as a result of
economic activities linked to a variety of areas like energy, industry, transport and
land use. Hence human-induced climate change causes negative externalities on the
most basic scale. Despite the fact that the production activities which cause GHG
emissions creating additional costs for the entire world and the future generations,
these activities have not been subjected to any charges or fees for a very long period.
Furthermore, since the adverse effects of GHG emissions are not observed by the
international community in the short run, there are no economic incentives for the
reduction of them. That is why economic actors do not feel obliged to compensate
for the negative externalities they have caused. In this context, as long as
policymakers do not intervene the markets, climate change is regarded as an

externality that is not corrected by any market mechanism (Stern, 2007).

Climate is a public good with respect to the framework of the aforementioned
qualifications. The climate is considered to be a commodity that does not cause others
to use less by consuming more by one actor. For this reason, an economic actor who
cannot afford to pay, will not be excluded from the benefits of this commodity.
Hence, climate change can be also shown as an example of externality and global
public good because markets do not supply such a public good in the correct amount
and spontaneously (Grasso, 2004). However, there are some important features that
distinguish climate change from other externalities. For instance, its effects are
permanent and mounting over time and there is a big uncertainty about its effects in
terms of size, variety, and timing. Additionally, it is also difficult to predict the exact
impact of climate change on the global economy. All these features make climate

change the biggest market failure that the world has ever seen (Stern, 2007).

Reducing GHG emissions is also perceived as a global public good. However,
without any incentives, states are reluctant to achieve this reduction. For this reason,
governments are encouraged to build international climate change regimes, as is
agreed in the UNFCCC, the Kyoto Protocol, and the Paris Agreement. On the other

hand, if a collective action cannot be implemented; despite all these efforts, the free-
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rider problem cannot be resolved (Bodansky et al., 2017). Even if the countries
endure all costs to reduce their own emissions, while the others remain unresponsive,
the return of these positive actions will be inadequate. Thus, as a tragedy of commons
example, countries are reluctant to take actions to reduce the effects of their emissions
on humanity (Tirole, 2012). Due to this fact, in the context of combating climate
change, it has become inevitable for international agreements to be established with

certain responsibilities to all parties.

At this point, many countries have made public policies based on international
agreements in terms of the fight against the negative effects of climate change.
Historically, environmental policies seem to be based on regulatory measures such as
setting certain standards or prohibiting the use of certain products which are known
as command and control tools. Command and control mechanisms can be defined as
punitive regulations that impose restrictions on emissions only by obeying certain
rules and/or criteria in order to prevent air and water pollution. In other words, the
authority mandates to polluters to obey emissions and technology standards in their
production processes. This mechanism can be used for various purposes, but most
common examples are observed as diminishing vehicle emissions by determining
emission standards, regulating exhaust controls, restricting vehicle driving in order
to decrease mileage rates; dwindling use of fossil fuels by prohibiting particular fuels
for specific purposes, mandating for installation of environmental structures to plants
etc. For instance, Energy Policy Conservation Act which was published in 1975 in
the US, Canadian Environmental Protection Act which was put into force in 1999
and European Union Emission Standards (EURO) for cars and commercial vehicles
sold in Europe which have been implemented since 1991 can be shown as developed
countries’ command-and-control experience. Also, in some megacities in the world
including Beijing, Mexico City and Delhi in order to protect the environment while
decreasing the congestion, license-plate based driving is implemented. This policy
prohibits drivers from using their personal vehicles for some predetermined days.
This ban is generally applied according to the digits on the plates of vehicles.

Additionally, in some countries like Chile, in order to reduce air pollution, shutting
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down factories, ban on biomass use for the purpose of heating in houses was also
introduced in 1997. Another remarkable example for these policies could be given
from Beijing where the 2008 Olympic Games held in. In order to prevent air pollution
and improve its quality, major emission sources were shut down permanently or
temporarily not only in Beijing but also in neighbor cities, while some of them were

relocated (Blackman et al., 2018).

However, from an economic perspective, command and control measures do not
usually provide efficient results due to the being inflexible (Aldy and Stavins, 2012).
The underlying reason for this is that all companies must bear the costs incurred as a
result of the measures introduced by the command and control mechanisms without
any options. Command and control mechanisms are highly criticized by these
features because they cannot create incentives to support environmental-friendly
production processes due to the fact that firms focus on only complying with
established standards (Aldy and Stavins, 2012; South Africa National Treasury,
2013). In other words, the measures and rules are dictated to the stakeholders without

giving them any flexibility.

On the other hand, market-based mechanisms such as emission trading system and
carbon taxation aim to reduce market failure by imposing a price on externalities.
Thus, the economic actor who causes emissions of GHG has to consider
environmental costs while making the investment and/or production decisions. In the
environmental economics literature, market-based mechanisms often referred to as
being able to cope with the problem of externalities, are usually addressed within the
framework of two different approaches by Arthur Pigou and Ronald Coase. Both
approaches suggest the use of economic instruments to align costs with social and
private benefits and to avoid market failures. The main difference is; while the
Pigouvian approach focuses on price-based instruments (e.g. carbon taxes), the
approach put forward by Coase focuses on quantity-based instruments (e.g. emissions
trading schemes). These two methods rely on the introduction of a price on CO:

emissions per ton that cause environmental externality. For this reason, both
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mechanisms are referred to as carbon pricing tools, and in recent years they have been
frequently brought to the fore. In the next part, carbon pricing policies will be

presented briefly.

2.3. Carbon Pricing as a Tool for Emission Mitigation

It is worthwhile to touch on the details of the two economic approaches which could
be considered as the basis of carbon pricing mechanisms. The names of these two
methods which are used to cope with the problem arising from externalities come

from two well-known economists; Arthur Pigou and Ronald Coase.

The Pigouvian approach aims to internalize environmental externalities; foreseeing
that a value which is equal to the level of social benefit and to the social cost of
externality should be defined in the system and should be internalized in the price
mechanism. By this way, all costs and benefits could be reflected in the prices. From
an environmental perspective, if there is a polluter in the economy, it should take its
environmental damage into account as a cost input. This well-known phenomenon is
also named as “the principle of polluter pays". Within this frame, the government
may put a tax which is equal to the social cost that polluter causes, and in this case, it
could be called as “carbon tax”. The carbon tax is a typical "Pigouvian tax". Pigou's
proposed solution is to put taxes in a structure where there are competitive markets,
and the state has an active role. The most important feature of this method is providing
the most economically efficient solution. However, it is extremely difficult to
calculate environmental benefit or harm. It is claimed that this policy cannot respond
certainly to emission reduction purposes. For instance, if a carbon tax level is
determined at a very low level, which is theoretically below social cost, economic
actors will not curb their emissions and they can prefer to pay the tax rather than
changing their production and consumption behavior. Therefore, carbon taxes cannot

assure a quantity targeting for emission reductions.
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On the other hand, different from Pigou, Coase emphasizes that there is no need to
use the most economically efficient method to solve externality problems. At this
point, it is worth to emphasize that Coase has never touched upon a solution that
recommends emissions trading schemes. John Dales, one of the pioneers who adapted
Coase's approach to fight against environmental externalities, argued that
environmental externalities could be internalized by a market mechanism called
"pollution market" in the book titled "Pollution, Property, and Prices" published in
1968. Basically, the theory asserts that the problem can be solved between the
polluters and those who are damaged as a result of pollution reciprocally (McKibbin
and Wilcoxen, 2002). Proposing a solution to the externality problem is based on the
imbalance between marginal cost and marginal utility. According to Coasian
approach, this problem could be solved by the creation of tradable property rights in
a market mechanism. In this way, both the pricing and efficient allocation of polluting
resources would be attained. In Coase's approach, it is claimed that the compensation
of the damage suffered by the parties will bring the economy to the Pareto-efficient
equilibrium as a result of a negotiation between the parties. Thus, the costs and
benefits would be internalized. This approach is based on the functioning of a
competitive market mechanism such as the Pigouvian approach and assumes that the
transaction costs are negligible (close to zero) and the property rights are precisely
defined (Coase, 1960). However, as the opposite of the Pigovian method, this

approach obviously enables quantity targeting for emission reductions.
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Figure 1: Functioning of Carbon Pricing

From theoretical perspective, in Figure 1, the functioning of carbon pricing policies
is presented. In this graph, MAC represents the marginal abatement costs curve while
MB stands for marginal benefits from the emission mitigation. Theoretically, it is
known that marginal benefits from emission reductions are less than the costs of this
mitigation. Thus, the MB curve is flatter than the MAC curve (Newell and Pizer,
2003). In order to present the basic rationale behind the carbon pricing, in this figure,
it is assumed that there is only one polluting firm in the market and the information
in the market is perfect. In this economy, the level of emission reduction is committed
to Qe. In order to achieve this abatement, in case of the carbon tax, the government
should impose a carbon tax at the price level where MAC and MB are equal at
equilibrium. According to this model, for the firm, if MAC is below the tax level,
curbing its emissions by using its own sources will be more beneficial than paying
the tax. Otherwise, the firm will choose to pay the tax and continue to pollute. In this
case cost of emission, abatement is calculated as the sum of B and C areas, while the
government revenue is C. On the other hand if the government has decided to reduce

emission by applying an emission trading mechanism, the point on the vertical axis
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called as Qe will be the cap level. Assume that the allowances are freely allocated
and in order to fulfill the requirements in the scheme, firm needs to hold an
appropriate amount of allowances (Q(allowances) = 100-Qe). In the scheme, the cost

of emission reduction of this policy for the firm will be equal to B area.

After explaining the fundamentals of the Pigouvian and Coasian approaches
regarding their abilities to cope with externalities, it is possible to review succinctly
two carbon pricing policy tools which are emission trading schemes and the carbon

tax

2.3.1.Emission Trading Schemes (ETS)

The ETS is defined as a market-based tool used to reduce GHG emissions efficiently
by determining a cap for the emission level. This approach is based on the Coasian
method as it is stressed, and it emphasizes that the problem arises from non-
excludability which is a typical feature of a public good. Then it is claimed that if a
good has an owner, this problem can be resolved where this ownership exists by
default (Helm, 2005). In a Coasian approach, the most important part of the solution
is bargaining or negotiating in order to reach the optimal solution between the two
sides who causes externalities and who is exposed to it. As mentioned before, in the
Coase's model, there are important assumptions such as the presence of a fully
competitive market, the parties with property rights having equal power to negotiate
and the efficiency is provided by the market mechanism. According to Dales (1968),
property rights in the context of climate change are called as emission allowances.
The system reaches the market solution through transferable allowances. In doing so,
the regulatory authority has no duty except to determine only the total GHG ceiling
and distribute emissions allowances in this framework (Hahn and Stavins, 2010). In
Table 3, emission trading schemes that are currently implemented and price levels in

these markets are shown (World Bank and Ecofys, 2018).
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Table 3: Emission Trading Implementations and Price Levels in 2017

Country/Region Price Level Country/Region Price Level
($/tCO2€) ($/tCO-€)
Alberta SGER 23 Shenzhen pilot ETS 7
Korea ETS 21 Saitama ETS 6
South Korea ETS 21 Shanghai pilot ETS 6
EU ETS 16 Tokyo CaT 6
California CaT 15 Chonggqing pilot ETS 4
New Zealand ETS 15 RGGI 4
Ontario CaT 15 Fujian pilot ETS 3
Québec CaT 15 Guangdong pilot ETS 2
Beijing pilot ETS 9 Hubei pilot ETS 2
Switzerland ETS 8 Tianjin pilot ETS 1

Source: World Bank and Ecofys, 2018

In the context of the design of an ETS, first of all, determining an upper limit, scope
and coverage and then the allocation method of allowances is important.
Implementing an offsetting policy with carbon credits stand out as an optional

preference for an ETS design.

Within ETS, an upper limit is imposed on the total amount of emissions in the
economy, and the amount of emission allowances is determined regarding this
ceiling. In this context, each allowance is equal to one ton of emission. Allowance
prices are determined in the market where they are traded. The market price and the
polluter's willingness to pay for it determine which economic actors will continue to
pollute and which actors will invest in emission reduction technologies (Weishaar,
2013). Thus, it is expected that the allowance buying and selling behavior of facilities
in the ETS framework will be affected by the marginal cost of emission mitigation
(Klepper and Peterson, 2006). Emissions trading ensure the certainty on the emission
mitigation level rather than its cost because in this scheme the cap for emission level
is critical. With this feature, ETS is considered by many economists and politicians
as a market-based and productive policy tool among environmental policies (Jachn

and Letmathe, 2010).
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The scope of an ETS refers to which sectors and gases will be covered by the scheme.
To this end, capturing whole sectors in the economy as much as possible is preferred
in order to curb emissions in a cost-effective way. However, administrative costs to
monitor accurate emission data from firms are usually considerably high. Moreover,
particularly for emission-intensive and export-oriented sectors, being captured within
an ETS may bring a comparative disadvantage in international trade and therefore
this may cause a carbon leakage to some extent. In other words, firms that are
subjected to an additional cost which are brought with a carbon pricing policy may
move their activities and facilities to another destination in where there is no such
regulations or relatively smaller costs. Thus, due to the costs emerged as the result of
the ETS, the economy may suffer, and this will harden the acceptability of carbon
pricing mechanism in the society. Oppositely, if the authority decides to limit the
scope of ETS with specific sectors in order to protect its economy, this may distort
inter-sectoral competitiveness in the economy by creating additional costs for firms
in one sector while firms in the other sectors sustain their businesses-as-usual (PMR

and ICAP, 2016).

On the other hand, in terms of gases covered, it is possible to capture not only CO>
emissions but also other greenhouse gases like CH4, N2O, HFC etc. within the
scheme. This is also related to the institutional and technological capacity that the
country has to monitor emissions from greenhouse gases. For measuring the effects
of capturing additional greenhouse gases into the scheme, a study conducted in the
US reveals that one-third more emission reduction could be achieved as a result of

including greenhouse gases other than CO> (Metcalf and Weisbach, 2009).

Each facility subjected to ETS regulation must hold adequate allowances which are
equal to the amount of emissions they are responsible for. In the beginning, the
allowances are allocated to facilities by the designated authority regarding various
criteria like historical emissions of the facility, sectoral benchmark or output-based
allocation for each facility. Additionally, these allowances can be allocated freely

and/or by auction. While in the free allocation facilities bear just the cost of emission
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allowances, in the auctioning a revenue for government is also generated and this
revenue is generally used for environmental and low-carbon investments. After the
first allocation of allowances which could also be named as the primary market, if
these facilities need additional allowances, they should make trading in the secondary

market.

The trading prices of the emission allowances are determined in the secondary
market. If the ceiling is designated at low levels, the price will soar, and therefore a
stronger signal will be generated to reduce emissions or vice-a-versa. This will ensure
that products which have lower emissions are preferred. By predetermining and
announcing the upper limit, the long-run predictability and investment decisions of
the market participants can be shaped accordingly. When the price trends in the world
by 2017 are observed, prices change from 1 USD/tCO2e to 20 USD/tCOze. Highest
allowance price is seen in South Korea, while the lowest is in Tianjin pilot ETS in

China (World Bank and Ecofys, 2018).

Moreover, the facilities can use national or international emission units with the
prescribed characteristics. As aforementioned these are CERs and ERUs which are
covered by the Kyoto Protocol, to fulfill their obligations. Thus, as incentives are
created for cleaner energy projects, flexibility is provided to businesses under ETS to

meet emissions reduction obligations.

In emission trading systems, emission allowances allocated to covered facilities could
be kept for later use if they exceed the need in the relevant period. This process is
called banking. In other words, if a business can manage to keep its emissions below
the limit set for it, it has the right to bail on the grounds that it may need future
emissions allowances. Nonetheless, emission allowances that are not used could be
sold to other businesses that need them. This flexibility provided by the trading

system ensures that emissions are reduced in the most cost-effective way.

26



2.3.2.Carbon Tax

The carbon tax is defined as a tax or a charge per ton of CO> equivalent (tCOe),
based on the CO; or COze content of a good or service in order to reflect the social
and environmental adverse externalities resulting from GHG emissions (OECD,
2013). Another definition of a carbon tax is that it is a means of taxing different
energy sources on the basis of their CO2 emission intensity. Besides, as in all other
environmental taxes, the main purpose of a carbon tax is incentivizing investments to
increase environmental quality and shaping the behavior of producers and consumers
in a more environmentally friendly way by price signals through tax scheme. As
mentioned, a carbon tax is considered as an example of Pigouvian taxation based on
the fact that the polluting actor pays for while carrying out an economic activity. This
additional price will soar the cost of inputs in the goods and services introduced,
affecting the decision-making mechanisms of producers and households, thus

eliminating externalities through the pricing mechanism.

Carbon taxes cannot attain a certain level of reduction in emissions while they cause
a reduction of GHG emissions by creating a final unit cost element per ton of COze.
Unlike emissions trading systems, a carbon tax aims to reduce the emissions of the
enterprises over the price mechanism by selecting the most cost-effective method
(World Bank, 2014). Contrary to the command and control methods, how to remove
this cost is left to the facilities themselves. In Table 4, current carbon tax
implementations and price levels in these schemes are presented (World Bank and

Ecofys, 2018).

Key design components of carbon tax schemes can be counted as the level of the tax
rate, the point of regulation; either upstream or downstream, the scope and the
coverage of tax, and how the revenue generated from the tax is used by the

government (Narassimhan et al., 2018).
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Table 4: Carbon Tax Implementations and Price Levels in 2017

Country/Region Price Country/Region Price
Level Level
($/tCO2e) ($/tCO2e)
Sweden Carbon Tax 139 Alberta Carbon Tax 23
Switzerland Carbon Tax 101 Slovenia Carbon Tax 21
Liechtenstein Carbon Tax 101 Portugal Carbon Tax 8
Finland Carbon Tax 77 Latvia Carbon Tax 6
Norway Carbon Tax 64 — 4*** | Colombia Carbon Tax 6
France Carbon Tax 55 Chile Carbon Tax 5
Iceland Carbon Tax 36 Japan Carbon Tax 3
Denmark Carbon Tax 29 (25)** | Mexico Carbon Tax 3 — Less than 1*
British Columbia Carbon Tax 27 Estonia Carbon Tax 2
UK Carbon Price Floor 25 Poland Carbon Tax Less than 1
Spain Carbon Tax 25 Ukraine Carbon Tax Less than 1
Ireland Carbon Tax 25 Alberta Carbon Tax 23

***In Norway upper limit of carbon tax is 64 $/tCO»e, while lower limit is 4 $/tCOxe.
**In Denmark, carbon tax for f-gases is 25 $/tCO.e.
*In Mexico, upper limit of carbon tax is 3 $/tCO.e, lower limit is less than 1 $/tCOxe.

Source: World Bank and Ecofys, 2018

In the Pigouvian approach, it is assumed that the information is perfect and due to
this fact, the optimal tax rate can be calculated with social costs and social benefits
precisely. However, in real-world practices, particularly for themes like climate
change which contains tremendous uncertainty about its effects, timing etc. this
assumption causes imprecise results in carbon tax analysis (Helm, 2005).
Additionally, since there is no consensus on the emission level which is socially
optimal, determining the tax rate which maximizes social benefit is impossible
(Mankiw, 2009). In this manner when the global tax levels are considered, it is seen
that these rates vary between less than 1 USD/tCO.e and 149 USD/tCOze. While high
rates are applied, by-and-largely, in Nordic countries whose long-lasting experience
lead this situation; lowest rates are preferred in Poland, Ukraine and Mexico (World

Bank and Ecofys, 2018).

Another important design element of a carbon tax is determining the point of

compliance, instead of regulated facilities in the ETS. Ideally, it is expected that
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carbon tax scheme should cover whole sectors in the economy which are responsible
for emissions. To this end, the point of compliance could be either at upstream which
implies that tax is collected from the producer of emission sources or downstream
which means the point that the product is consumed. Theoretically, in order to have
an effective carbon tax, it is necessary to cover all emitting sources in the economy;
however, in practice, sectors that constitute the largest part of total greenhouse gas
emissions or where greenhouse gas emissions can easily be measured are covered by
the tax. The method is decided according to the institutional capacity for both
collecting tax and gathering emission data and the legislative regulations (Ramseur
et al, 2013). It should also be emphasized that the scope and the coverage of a carbon
tax scheme is important since they show that which sources and greenhouse gases are
subjected to tax. The tax can be imposed on the emitting source regarding the total
emissions, amount consumed or produced, or carbon content of the source. Since
different types of fossil fuels emit different amount of CO., the method preferred
affects the tax revenue and its effectiveness directly. It is recommended that imposing
the tax considering carbon content or the amount consumed or produced will lead
higher effective tax rates due to the fact that this type of approach enables taxing
carbon-intensive fossil fuels like coal much more than the cleaner ones (Metcalf and
Weisbach, 2009). In terms of tax coverage similar to ETS, it is possible to impose the

tax just on the CO; emissions, as well as other greenhouse gases like CH4, HFC etc.

Carbon taxes are criticized by their potential to be regressive. Due to the fact that the
share of the costs of energy products is much higher for low-income households
relative to rest of households, it is expected that the additional tax burden comes from
energy products which are derived from carbon tax falling onto this group of people
(Hassett et al., 2009). At this point, the role of governments is crucial not to let them
be culprits for climate change. Because of this reason, the success of the carbon tax
policies cannot be assessed only by its emission mitigation ability but also its ability
to use the revenue generated in order to compensate the costs of households
effectively (Aldy and Stavins, 2012). That is why the revenue recycling is one of the

crucial design elements. It is possible to use revenues in order to cut other taxes like
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corporate, payroll and income taxes, making climate-resilient and green investments
or earmarking the amount collected to funds which have specific environmental

purposes.

In a nutshell, ETS and carbon tax are very powerful tools to fight against the adverse
effects of climate change. On the other hand, it should not be forgotten that not all
countries have the same level of development, economic conjuncture, and similar
administrative structure and emissions. Therefore, a common and homogenous
carbon pricing structure, or namely one-size-fits-all policy, should not be expected to
have the same level of effectiveness for all countries. For instance, when the
developing countries which put regulations into effect to fight against climate change
are considered, it is observed that they primarily adopt carbon taxes. The carbon tax
is easy to apply by modifying current tax schemes and it causes less implementation
and administrative costs relative to ETS since it does not require the introduction of
new market infrastructure and relevant legislation. However, these countries have
shown a tendency to improve their climate change policies by replacing or
harmonizing carbon tax with ETS. From this perspective, although carbon tax is cost-
effective for facilities, easily applicable and cheaper from administrative perspective
compared to others, ETS can be considered as a more advanced tool to fight against
climate change due to its quantitative emission ceiling ability. Likewise, policies
related to emission trading schemes were frequently involved in international
platforms in the fight against climate change. In the next chapter, one of the most
important initiatives which aim to overcome the climate change problem with the
help of market mechanism, European Union Emission Trading Scheme (EU ETS),

will be described with its highlights and historical milestones.
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CHAPTER 3

OVERVIEW OF THE EUROPEAN UNION EMISSION TRADING
SCHEME (EU ETS)

While the climate change phenomenon gains importance in the global agenda, the
EU has always played a spearheading role in these discussions. Within this respect,
in the adoption of the UNFCCC, the Kyoto Protocol and recently the Paris
Agreement, the EU has provided a considerable contribution in international

negotiations and come to the fore with its environmental policies at regional level.

To this extent, the EU ETS is set up as the first major carbon market and still one of
the largest cap-and-trade schemes aiming emission mitigation. This exemplary
emission trading scheme is applied in 31 countries that are 28 European Union
Member States plus Iceland, Liechtenstein and Norway and it covers nearly 45% of
the emissions from these countries. With its size, it covers almost 75% of
international emission allowance trading. The EU ETS, which started operation in
2005, has entered the third phase that covers the years between 2013 and 2020.
Allowances generated under the EU ETS are subjected to trade in over-the-counter,
spot and future markets. European Energy Exchange (EEX) located in Germany and
the InterContinental Exchange (ICE) located in the United Kingdom are venues used
for EU ETS trading operations. The emission allowances are quoted to these markets

under the name of European Union Allowances (EUAS).

The main objective of the Scheme is to help companies to curb their emissions in a
concrete and the most cost-effective manner as much as possible and in this way,
support the EU’s efforts to achieve its emission reduction target. Additionally, the
Scheme aims to be a significant driver not only for the Union but also for the
investments in clean technology and low carbon development, especially in
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developing countries by allowing the use of international emission units like CERs
and ERUs for the covered facilities (European Commission, 2016). Besides
straightforward environmental targets, by using EU ETS, the EU aims to achieve
smooth transition towards low carbon economic structure and also to provide a solid
regulatory and supervisory framework for firms which are able to participate to the
ETS market. With the incentives generated through the EU ETS, changing the fuel
mix in Europe from fossil fuel dominant to renewable sources is also targeted. By

this way, the EU aims to reduce energy intensity and decarbonize the Union.

In order to explain the fundamentals of the EU ETS, this chapter covers the
background of the Scheme, building blocks for operationalizing it, historical analysis
of pricing in the EU ETS and the developments that can be described as turning points

for the Scheme.

3.1. Political Background of EU ETS

Under the Kyoto Protocol, legally binding GHG reduction target for the EU had been
identified and because of this reason introduction of new policy instruments to meet
these commitments had become a must-have for the EU (European Commission,
2015b). Within this context, as it is mentioned in the previous chapter, the EU had
undertaken an 8% reduction in emissions compared to 1990 levels in the first
commitment period of the Kyoto Protocol. Hence, in order to achieve this target, the
EU had set up a policy mix which also included a cap-and-trade system namely the

EU ETS.

In March 2000, the European Commission published "Green Paper on GHG
Emissions Trading within the European Union". The document contains drafts of the
first design of the EU ETS. With this document, the legal preparations for the first
phase of the EU ETS were completed as a result of a series of interviews with
stakeholders (Commission of The European Communities, 2000). Thus, with the

adoption of Directive 2003/87/EC in 2003, it was accepted that EU ETS would come
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into force in 2005. This stage was planned as the pilot phase to run from 2005 through
2007. Later on, this trial period was followed by starting the complete implementation
phase between 2008 and 2012 in which EU had targets to achieve stemming from
Kyoto Protocol Commitment Period. Though there was not a direct link between the
Kyoto Protocol and the establishment of the EU ETS, since an international emission
trading mechanism was already captured in the Protocol as a flexibility mechanism,
it is possible to say that Kyoto Protocol had influenced the EU ETS in order to support

the Member States to meet the emission reduction commitments (Wettestad, 2009).

Afterwards, since the Kyoto Protocol’s first commitment period covered 5 years
between 2008 and 2012, the EU has developed a strategy which will last until 2020
when the legal term of the Kyoto Protocol ends. With this long-run perspective, the
EU has prepared an action plan which consists of specific and quantitative targets to
implement actions against climate change. To this extent, a policy mix named as
"2020 Climate and Energy Package" (CEP), has been prepared and consists of three
targets which are; reducing GHG emissions by 20% compared to 1990 levels, raising
the ratio of renewable energy sources to total energy consumption to 20% level and

mount up energy efficiency by 20% by 2020 (European Commission, 2008).

In order to reach the GHG emission mitigation goal, one of the most prominent
regulations under the Package is the strengthening of the EU ETS. It is expected to
meet 2/3 of the emission mitigation target with an emission trading scheme. For the
given period, with the EU ETS regulations, it is aimed to decrease GHG emissions
of the facilities which are included in the scope, by 21% compared to 2005 levels

(European Commission, 2009).

At the beginning of the EU ETS, the ceiling on emissions has been left to the Member
States in Phase I and II through National Allocation Plans (NAPs). In other words, a
bottom-up approach has been adopted. However, after the regulations
aforementioned had been entered into force, it has been decided to apply a uniform

emission cap in the ETS and freely allocated part of the emission allowances had
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diminished. Instead, these have started be distributed by auctioning gradually to the
facilities which are comprised in the scope of the ETS after 2013. By 2013, at least
20% of total allowance allocation is planned to be based on auctioning and this rate
will be increased to 70% by 2020 and to 100% by 2027 (European Commission,
2009).

Furthermore, the EU has extended its perspective for a longer time period until 2030
and it has prepared a new policy mix known as the "2030 Climate and Energy
Framework" (CEF). With this strategy, the same targets committed in the 2020
Package have been moved far beyond the current levels. According to the
Commission’s proposal, GHG emission reduction target is 40% mitigation
domestically in 2030 compared to emissions in 1990 while the Member States’
current commitments are still in place. This target is predicted to come from the ETS
and the measures applied at the national level for the non-ETS sectors. It is foreseen
that ETS will contribute to the target by delivering mitigation at the level of 43% in
2030 compared to 2005 levels while this rate is 30% for non-ETS sectors (European

Commission, 2014).

One of the significant reasons for the new framework is fixing market imbalances in
the EU ETS. The global economic crisis of 2008 has lowered the industrial
production then due to decreased demand in the market, an allowance surplus has
occurred, and this has led to plummeting in prices in the market. Therefore, one of
the key areas that the new framework should address, is determined as reforming the
ETS. Although in 2013, the auctioning of 900 million emission allowances were
postponed, according to the estimations, it is expected that the surplus will not be
corrected even after 2020. Since the ETS has been acknowledged as the main
instruments to shift towards low carbon economy, the Commission has proposed
setting up a market stability reserve (MSR) which will start to serve the EU ETS by
2019 (European Commission, 2014). It is announced that MSR is going to serve for
the purpose of setting the current surplus of allowances and enhancing the resilience

of the Scheme to shocks by regulating the allowance supply. The MSR is an
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automatic adjustment scheme with a pre-defined set of rules in terms of auctioning
implementations. With this mechanism, it is aimed to protect the market from shocks
and other types of imbalances. By using this mechanism, it is possible to compensate
supply of allowances even there is a sudden, and temporary upward demand shock.
To this end, 900 million allowances postponed will be auctioned by the Reserve in
2019-2020. Additionally, the Reserve will announce the total number of allowances
in circulation annually to improve market transparency (European Commission,

2015a).

The EU has also a roadmap for a much longer period which put forward its transition
towards low carbon economy by setting up "2050 Low Carbon Roadmap Document".
It is a very comprehensive document that considers the cost-efficient emission
reduction ways for the European economy in order to enhance it in both
environmental and energy consumption perspectives. In this roadmap, it is suggested
to cut emissions to 80% compared to 1990 levels by 2050. In this process achieving
40% emission reduction by 2030 and 60% by 2040 with the contributions of all
sectors, and last but not least realizing these targets in a feasible and affordable

manner is proposed (European Commission, 2011).

At this point, some key features of these targets should be noted. For the goal that
aims to reduce emissions by 80%, the vital point is that the emission-cutting will be
provided through domestic reductions rather than relying on international credits.
Another issue to be emphasized is that the contributions should come from all sectors,
but this common action may encompass some differentiation among sectors. In this
process, electricity can gain importance in order to fulfill the gap in fossil fuels in
transport and heating. Absolutely in this manner, electricity sources must rely on
renewables like wind, solar etc. or low-emission sources like nuclear plants. It is
important to note that this roadmap does not include any role for the EU ETS
textually. However, on account of raising the ambition of emission mitigation target,

obviously, the EU has a very powerful ETS tool to reach this objective.
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3.2. History of Prices and Milestones for the System

In the EU ETS, each phase has its own characteristic features and specifications. For
instance, owing to the fact that in Phase I, there was not a concrete emission data of
facilities and lack of bankable allowances, the pricing behavior was completely
different from other phases. Another example is about determining the cap level
which was left to each Member States in Phase I and II by NAPs. However, this
structure has been changed in Phase III and it is decided that this cap should be
common and regulated by the Commission. On this ground, before moving further,
it is beneficial to mention general specifications of phases and the price movements

in the market.

3.2.1.Phase |

The first phase of the EU ETS which captures the period between 2005 and 2008 is
called “learning by doing” period by the European Commission. This is a premature
version of the ETS when it is juxtaposed with the Scheme in action today. The
ultimate aim of this period is to prepare the Scheme for Phase II in which the EU

should meet emission reduction targets determined under the Kyoto Protocol.

In Phase I, the coverage of system was limited with CO> emissions from energy-
intensive industries like oil refineries, coke ovens, iron and steel plants, cement
clinker, glass, lime, bricks, ceramics, pulp, paper, and board and power stations and
other combustion plants which exceeded a threshold level. In this stage, the Scheme
included only 27 Member States of the European Union and it was only allowed to
trade EUAs. In other words, CERs and ERUs could not be used to meet the
requirements of the Scheme. Since this period was considered as a pilot phase, almost
all allowances were freely distributed to facilities. Another important feature of this
phase is that the banking mechanism was not available, thus facilities covered by the
Scheme could not transfer the allowances which they did not use to the following

phase.
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EUA Prices in Phase | (2005-2007)

35
30
25
20
15
10

PRICE ( EUR/TCO,E)

5
0

O H H H H o o b o o b A A A A A A
,»00 ,LQQ F T F P T T T T T TS SS
CCEVA LIS U2 L2 L LI LR L L I LR L LI LI LI L
O S S N SN L N S A MR AN WS MRS MRS AN
UGN NI AN I AR\ AP NI\ LA AR LN
NN NN N
DATE

Figure 2: EUA Prices in Phase I (2005-2007)
Source: ICE Futures Europe, EUA Futures.

On the other hand, at the end of this period, the price of EUAs dropped to zero after
gathering the actual emission data, because it was realized that there was a significant
difference between allocations based on estimations and accurate levels of
allocations. In other words, there was an oversupply of EUAs in the market, which
led to a decrease in prices. Owing to this mismatch, the aim of achieving market
efficiency in this phase had failed. Another explanation for this price crash in the
market relied on the non-bankability of allowances for phase II (Alberola et al.,
2008). On account of not being able to use allowances in the next phase through
banking, the demand for EUAs diminished over time. Despite all the problems
encountered in this period, Phase I can be found successful for putting a price for
carbon, enabling the trade of EUAs within the EU region and setting up an
infrastructure of monitoring, reporting and verifying mechanism which is the
fundamental pillar to gather emission data of facilities captured in the emission

trading scheme.
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3.2.2.Phase 11

The second phase of the EU ETS was critical for the EU in order to meet the
commitments given under the Kyoto Protocol’s first commitment period. For the
period between 2008 and 2012, the EU had committed to reduce its emissions by 8%.
The base year in this target was defined according to GHG types. For CO2, CH4 and
N2O, the base year was decided as 1990 except for Bulgaria, Hungary, Slovenia,
Poland, and Romania. For fluorinated gases which are HFCs, PFCs and SFs the base

year was defined as 1995 except for Austria, Croatia, France, Italy, and Slovakia.

In this phase of the EU ETS, 3 new countries outside of the European Union which
are Iceland, Liechtenstein and Norway had participated to the ETS. The emission cap
of this phase was lowered by 6.5% compared to 2005 levels and free allocation of
allowances slightly decreased to 90% of total allocations. In this period facilities were
allowed to use offset mechanism by buying international credits such CERs and
ERUs. For instance; if a German facility captured by the EU ETS invest in a
deforestation project in Kenya, the emission reduction from this project is calculated
and a CER which is equal to this reduction amount is issued for the German facility.
To follow up this acquisition, German facility is able to use this CER in order to meet
a part (for Phase III; up to 11% of the allowances which were allocated to the facility
in Phase II) of its emission reduction requirements within the framework of this offset
mechanism of the EU ETS. However, with the regulations in the EU ETS, facilities
cannot use this mechanism to comply with the whole cap requirement in the ETS, in

other words, the use of offset mechanism is limited by a predetermined level.

In the previous phase there was a lack of concrete and reliable emission data.
However, in this phase, the cap on allowances had been reduced in a more consistent
way and this decrease was the result of gathering accurate and actual data on
emissions. However, because of the 2008 global economic crisis which give rise to a
tremendous fall in industrial production and economic activities, the demand for

EUAs diminished while permission for using CERs and ERUs raised the supply of
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allowances in the market. In this period, the price of EUA declined from 30
Euro/tCOze in July 2008 to 10 Euro/tCOze in February 2009. After a fluctuation
within the range of 18 Euro/tCOze and 10 Euro/tCOze, with the impulse of the
European debt crisis in 2011, price levels had experienced another record low towards
7 Euro/tCOze levels. In June 2011, the European Commission has limited the use of
CERs and ERUs coming from certain activities for facilities which use them for the
purposes of compliance within the EU ETS. In this frame, the European Commission
has decided that the facilities captured by the EU ETS cannot use CERs and ERUs
generated from industrial gas projects by 2013. In more detail, credits from the
projects based on trifluoromethane (HFC-23), chlorodifluoromethane (HCFC-22)
and N>O which are used for adipic acid have not been allowed to be used anymore in
the EU ETS. Moreover, this regulation also included that by 2012 facilities cannot
use any CERs for the abovementioned purpose, unless the project is in a Least

Developed Country (LDC) (European Commission, 2014).
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Figure 3: EUA Prices in Phase 11 (2008-2012)

Source: ICE Futures Europe, EUA Futures.
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Furthermore, also in June 2011 a draft regulation related with the EU ETS was
presented by the European Commission in the EU Climate Change Committee and
this draft played a significant role in coping with imbalances in the market. This
regulation contained some measures on security requirements for the market players
and the use of funds collected in the Scheme. Since before 2011 in the EU ETS, fraud
activities have been widespread, and the market conditions were not facilitative for
the new entrants to the market, the European Commission decided to regulate the
market. The Commission has increased the security inquiries for market participants
while for new entrants, a fund has been set up to lead those making investments for
low carbon areas by 2013. All of these new regulations have affected both demand

and supply sides of EUAs in the market.

3.2.3.Phase 111 and Beyond

Compared to earlier periods, Phase III of the EU ETS has become distinct as a result
of important regulations. In this period, European Union Member States adopted the
2030 CEF framework, in which the expected outcome for the EU ETS had been
declared as cutting emissions from sectors captured by the EU ETS by 43% compared
to 2005. Thereafter, from 2021 onwards; the cap is going to be lowered by 2.2%

annually until 2030 (European Commission, 2015c).

To achieve these targets, a major reform for the EU ETS has been taken into action.
To that end, instead of nationally determined cap, a common EU-wide emission cap
has been adopted for the third period of the EU ETS. In other words, in the first two
periods, a bottom-up approach has been implemented in which each country could
set its own national emission ceiling, while in the third period, a top-down approach
has been applied by setting a single emission ceiling for the Union. Within this
framework, during the third period of the EU ETS (2013-2020) it is envisaged that
the cap is going to be reduced by a linear reduction factor of 1.74% annually to
mitigate emission by 21% in 2020 compared with the level of 2005. As of 2030, the

Commission notes that this value will reach to 43% (European Commission, 2015c).
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Although free allocation for industrial facilities except power generation sector is still
in charge, free allocations of emission allowances for the rest of facilities have been
reduced and the auctioning has been designated as the current allocation method. It
is to safeguard for the power generation sector from the risk of carbon leakage which
can damage the global competitiveness of sectors in the ETS. As it is aforementioned,
in Phase II, the EU ETS had distressed by the huge amount of allowance surplus in
the market in consequence of slowdowns in the European economy and high imports
of international credits which caused a depreciation of EUA prices. To overcome this
problem and also to fix the system for potential market inefficiencies in the future, in
Phase III some short and long-run measures have been defined into the framework of

the Scheme.

For short-run, with the EU ETS Auctioning Regulation enacted in 2014, it was
decided that auctioning of 900 million allowances have been postponed until the
period of 2019 and 2020 which implies diminishing the supply of allowances for a
while. This policy is named as “Back-Loading”. With this measure, while the number
of allowances auctioned in Phase III has not been reduced, by regulating their
distribution within the phase, it is aimed to set the supply side of the market to prevent

price downfalls.
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EUA Prices in Phase Ill (2013-2017)
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Figure 4: EUA Prices in Phase 111 (2013-2017)

Source: ICE Futures Europe, EUA Futures.

In this phase, prices fluctuated between 3.4 Euro/tCOze and 9.6 Euro/tCO2e. The peak
and bottom levels had been observed within the first year of Phase III. An upward
trend from 3.4 Euro/tCOze to 8.67 Euro/tCOze was observed between April 2013 and
November 2015. However, the most dramatic change in prices had been seen in
December 2015 when the Paris Agreement had been concluded. On monthly basis,
the EUA prices had decreased by almost 43% to 4.98 Euro/tCOze in February 2016
from 8.67 Euro/tCOze level in November 2015. Nevertheless, after April 2017 this
trend had been reversed. The EUA prices had increased from 4.9 Euro/tCO»e to 8.15
Euro/tCOze in 9 months.
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Overview of Allowances and Emissions
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Figure 5: Allowances and Emission in EU ETS by Phases

Source: EEA, EU Emissions Trading System (ETS) Data Viewer, Dashboard,
Published: 10 Jul 2018

Last but not least, in order to interpret the price movements, it is also important to
underline how the allocation of allowances has been changed phase by phase. In
Figure 5, the verified emission of the facilities captured by the EU ETS, and the total
amount of allocations are shown. Freely distributed allowances are also presented
separately from total allocations. According to the figures, in Phase I and Phase II,
except in 2008, total allowances have been higher than the verified emissions. By
2013, with supply-side regulations like diminishing the rate of free allocations, more
strict market entrance end registry rules, limiting the use of carbon credits etc. it can

be seen that this trend has been reversed, except 2013.

To sum up, the EU has always come to the fore as a region that attaches importance
to the fight against the adverse effects of climate change. It is possible to understand
this both in its engagement and constructive approach in international climate change

negotiations and in the policy instruments that are already implemented. The EU
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ETS, the first established and still the largest cap-and-trade system, is of a great
example in this context. From this long-lasting successful model of the ETS, there
are lots of key lessons to be learnt such as, step-wise implementations by cutting into
phases the process helps to learn and better implication of the Scheme. Accurate data
and a solid monitoring of the emissions are required, to design the system as flexible
as possible to adapt to unexpected and unforeseen impacts of economic crisis which
causes oversupply of allowances, price volatilities etc. Moreover, the ETS has begun
to be viewed as an auxiliary tool for longer-term and low-carbon growth models not
only by developed countries but also by developing countries. It also shows that
decoupling economic growth from greenhouse gas emission is possible and cost-
effective. In this context, the EU ETS has become an example for more and more
countries. For this reason, it is critical to understand and reveal the relationship of the
EUA with other variables of the economy. This relationship is tried to be envisaged
by examining the EUA price movements and associated variables during the

implementation period of EU ETS.
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CHAPTER 4

DRIVERS OF EUA PRICES IN PHASE 11 AND PHASE 111 (2008 -2017)

In this section, it is desired to find an answer for which macroeconomic variables
have effect on EUA prices and for which variables EUA plays role as a driver. For
this purpose, firstly the literature on price interactions between allowance prices and
macroeconomic variables will be scrutinized. Then the data used in the analysis and
the methodology adopted will be introduced. Following these descriptions, the
empirical results will be shared which are derived from ARDL regression and Toda-

Yamamoto Granger Non-Causality Test.

4.1. Literature Review on Price Interactions between EU ETS and

Macroeconomic Variables

Since the introduction of the EU ETS in 2005, market participants, academicians and
other relevant actors have tempted to define the interconnection between the EU ETS
and other macroeconomic variables such as economic activity, fossil fuel prices,
policy interaction, and even temperature conditions. These studies have been

intensified after the Phase I of the EU ETS has been operationalized.

Due to the fact that the EU ETS is defined as a market-based policy tool to fight
against climate change, it is necessary to describe the demand and supply side of this
market. This taxonomy has been established by Christiansen et al. (2005) and it is
laid out by Rickels et al. (2007) more profoundly. Although it is a very early analysis,
Christiansen et al. (2005) claim that for the Phase I of the EU ETS; policy interactions
which imply regulatory actions about the Scheme could be considered as supply-side
variables; while weather conditions, fuel-switching behavior and production level in

the economy are playing a decisive role on the demand side of the Scheme. Rickels
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et al. (2007) extend this finding and they argue that since the EU ETS is a market
designed by policy-makers artificially, the policy decisions incorporate cap level,
allocation and auctioning methods adopted for allowances, usage of CERs and ERUs
in meeting the requirements, usage and flexibility of the banking mechanism, and
penalties for non-compliance as the main drivers for the supply side of the EU ETS.
On the other hand, they argue that fuel prices, economic activity and climatology are

the demand side drivers.

However, in the literature, researches on the supply side of the market could not be
developed as much as the demand side, because of the lack of data and also the
difficulty of producing quantitative data for such policy interactions. Despite this
adversity, some studies like Alberola et al. (2008), Conrad et al. (2012), Fan et al.
(2017) include institutional and policy interactions in their research. Due to the
plethora of policy interactions for the Scheme, these studies are based on bulky and
high frequency datasets which are daily or even hourly. As the result of these
relatively limited researches, the effectiveness of regulatory decisions is proved, and
it is underscored that policy adjustments which regulate emission allowance supply

and demand for the future period have considerable effects.

For the demand side, variables are categorized as fossil fuel prices, economic activity
and climatology drivers as it is mentioned. Since fossil fuels are leading energy
sources which causes high amount of CO> emissions, there is a cornucopia of analysis
that investigates the relationship between the EUA and fossil fuel prices. In such wise,
either spot or future contract prices of oil, coal and natural gas are subject to analysis.
Oil is one of the primary commodities which has been expected to have a significant
impact on prices, particularly at the earlier stages of the EU ETS because in addition
to its role in energy production as an input, natural gas contracts were also indexed
to oil prices. This evidence is also underlined by Convery and Redmond (2007).
Additionally, in 2016, petroleum and products which includes oil also represents
34.6% of EU-28 energy consumption composition. (European Commission, 2018).

To this extent, according to the studies which investigate the role of oil in the EUA
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price dynamics, Mansanet-Bataller et al. (2006), Rickels et al. (2007), Mansanet-
Bataller et al. (2011), Bredin and Muckley (2011), Creti et al. (2012), Rickels et al.
(2014) detect a positive influence of oil on the EUA prices, while Hammoudeh et al.
(2014) argue that the sign of this effect is negative. The reason for this difference
might be related to the type of oil used in the analysis because unlike other studies,
Hammoudeh et al. (2014) conduct their analysis based on crude oil instead of brent
oil and since the pricing dynamics in the West Texas Intermediate is different than
its European counterpart, the result of Hammoudeh et al. (2014) should be interpreted

with a different point of view.

Another important fossil fuel in the EU is coal which represents 14.7% of the energy
mix of EU-28 in 2016 (European Commission, 2018). Alberola et al. (2008),
Mansanet-Bataller et al. (2011), Schumacher et al. (2012) Aatola et al. (2013),
European Commission (2014) find that coal prices have negative effects on the EUA
prices because when the prices of coal decrease, facilities are prone to use cheaper
coal in their production process and this leads a raise in emission which requires
holding more emission allowance to meet requirements within the EU ETS. Last but
not least the other fossil fuel in Europe is natural gas and its share in the EU-28 energy
consumption composition is 23.4% in 2016 (European Commission, 2018).
According to the studies, there is a mixed outlook for the sign of the effect of natural
gas. Mansanet-Bataller et al. (2006), Rickels et al. (2007), Alberola et al. (2008),
Fezzi and Bunn (2009), Mansanet-Bataller et al. (2011), Schumacher et al. (2012),
Aatola et al. (2013) and Hammoudeh et al. (2014) claim that the natural gas is an
important driver of the EUA prices and it affects prices positively. On the other hand,
Chung et al. (2018) which also covers Phase III price dynamics in their analysis argue
that the sign of natural gas is negative due to the fact that decreasing demand for
natural gas leads to an increase in the usage of dirtier fossil fuels which causes an
upward trend in emissions and higher carbon prices. Furthermore, besides the
conventional fossil fuel classification, in terms of determining the drivers of EUA
prices, a theoretical price which shows that the equilibrium price level at which

facilities exchange from coal to gas-based power production is employed in some
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studies. Mansanet-Bataller et al. (2011), Creti et al. (2012), Schumacher et al. (2012),
Koch et al. (2014), Rickels et al. (2014) adapt this price indicator into their researches
and they find that it affects EUA prices positively. In the next section, in which data
descriptions are given, more information about this variable will be provided.
Succinctly, as it is aforementioned, it is hard to stress concrete results in terms of the
sign or the power of fossil fuels as drivers of EUA prices. This might stem from the
difference of periods or phases analyzed in the studies. While some analysis captures
only Phase I price dynamics in their analysis, some of them include both Phase I and
II. Additionally, some researches also capture available data from Phase III. When it
is considered that the price dynamics in the pilot period of the EU ETS, Phase I, do
not run sturdily, involving this period into the analysis may distort results. In Table

5, periods covered in the selected studies are presented.

Another reason of the disparity among empirical results might be resulted from the
different prices reviewed. Within this context, Mansanet-Bataller et al. (2006), Aatola
et al. (2013) use forward prices, Rickels et al. (2007), Alberola et al. (2008), Fezzi
and Bunn (2009), Nazifi and Milunovich (2010), Hinterman (2010) and Hammoudeh
et al. (2014) handle spot prices. On the other side, Bredin and Muckley (2011),
Mansanet-Bataller et al. (2011), European Commission (2014) and Chung et al.

(2018) adapt future contract prices into their analysis.

Emission level in an economy is very closely related with the macroeconomic
performance of that country. On the expansionary path of the business cycle, facilities
ramp up their production level and this will lead an increase in emission level, by and
large. On the contrary, for instance the recent global economic crisis which impaired
industrial production tremendously, had caused an essential decrease in the demand
for emission allowances, besides the contraction in the economies had led allowance
surpluses in the EU ETS. Since most of the industries are covered by the emission
trading schemes and represent a great proportion of emissions in the economy, adding

industrial production level into analysis would provide not only concrete backward-
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looking information about the macroeconomic performance of the economy but also

a proxy data for measuring the demand for emission allowances.

Table 5: Selected Studies and Covered Years and Phases

PHASE | PHASE 11 PHASE 111

2005 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 @ 2016 | 2017

Mansanet-
Bataller et
al. (2006)

Hammoudeh et al. (2014)

Rickels et al.
(2007)
Fezzi and Bunn Mansanet-Bataller

(2009), etal. (2011)

Benz and Triick
(2009)
Alberola et al. (2008),

Nazifi and Milunovich
(2010),

Lutz et al. (2013),
Oberndorfer (2009),

European Commission (2014)
Keppler and Mansanet-

Bataller (2010)
Hinterman (2010)

Bredin and Muckley (2011)

Chung et al. (2018)

Creti et al. (2012)
Koch et al. (2014)

Chevallier and Zhu (2017)

Aatola et al. (2013)

According to Alberola et al. (2008), carbon prices are affected not only by the costs
of emission abatement options but also business-as-usual production of the industry.
Chevallier (2011) also touches upon the significance of industrial production and
state that the EUA prices are positively correlated with the growth of the economy.

To follow up these discussions, the EU industrial production index is involved in
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various analyses. Bredin and Muckley (2011), European Commission (2014), Koch
et al. (2014) are some of these studies which detect a positive effect from industrial
production to the EUA prices as it is theoretically expected. Koch et al. (2014) move
these studies one step further and also include a forward-looking proxy which is
economic sentiment indicator in their research. This index measures expectations and
forecasts of economic actors about the future of the economy. The authors argue that
the economic sentiment indicator has a positive impact on the EUA prices. Conrad et
al. (2012) argue that expectations about the economic performance of Germany and
the US are closely related to carbon price movements because improvement in the
expectations about economic growth of these countries affects immediately EUA
prices. Besides industrial production index and economic sentiment indicator, the
performance of stock exchange markets is another variable that is commonly used as
a proxy for gauging expectations about economic activity. In this manner,
Schumacher et al. (2012), Rickels et al. (2014) claim that equities and stock
exchanges have a positive impact on the EUA prices, while Bredin and Muckley
(2011) argue the opposite. On the other hand, Creti et al. (2012) find that for Phase |
of the EU ETS, stock markets affect the EUA prices negatively but in the next phase,
this finding is reversed. This contradiction proves one more time that analytical
results are highly related not only to the econometric approach adopted but also the

period subjected to the analysis.

In various studies such as Considine (2000) and Staffell and Pfenninger (2018), short-
run effects of climate conditions on the emissions are emphasized. For instance;
according to Considine (2000), short-run energy demand is closely related with
seasonal and stochastic weather conditions and this also affects carbon emissions. In
this study he emphasizes the positive relationship between heating degree days and
carbon emissions. In other words, warmer climate and weather conditions causes a
decrease in energy demand which lead less carbon emissions in the US. Furthermore,
Staffell and Pfenninger (2018) argue that as European policies move towards
decarbonization of energy production, the effects of weather conditions through

renewable energy sources will strengthen. Specifically, Christiansen et al. (2005)
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underscore that the temperature affects the EUA prices. Relying on findings from
such studies, the role of weather conditions in the energy demand has been revealed
by a plethora of authors. Within the context of carbon pricing, adding a proxy variable
which represents weather conditions into the analysis has become a widely used
method. To this extent Mansanet-Bataller et al. (2006) and Rickels et al. (2007) find
that extremely cold weather conditions have a positive effect on the EUA prices due
to the increasing requirement of heating. In the further extensions of these studies,
Rickels et al. (2014) claim that there is a positive relationship between hydro-capacity
of the France and the EUA prices. As a result of high precipitation in a season, hydro
capacities will rise which will be a leading indicator of a higher necessity of heating
due to seasonal weather conditions. On the contrary, in the study conducted by the
European Commission (2014) and Koch et al. (2014), data on the share of electricity
generated from renewable energy sources in the total electricity production (RES-E)
is used as a weather proxy and the negative effect of this variable is explored. The
reason behind this result is that the RES-E variable also implies that if the share of
renewable sources in the energy mix increased, the use of fossil fuels would decline
and then the emissions could be abated. Taking all of these researches into
considerations, it could be concluded that fossil fuel prices, electricity prices,
indicators for macroeconomic and weather conditions are in interaction since the
beginning of the ETS. Despite the fact that there is somewhat consensus on the
determinants of the EU ETS prices, the econometric modeling approaches used to
catch this relationship vary regarding the frequency, quality and theoretical

consistency of data.

To find a long-run relationship and short-run interactions among variables, co-
integration-based methods which are vector autoregressive (VAR) regressions,
vector error correction mechanism (VECM) regressions and autoregressive lag
distributed (ARDL) regressions are often used. Keppler and Mansanet-Bataller
(2010), Peri and Baldi (2011), Bredin and Muckley (2011), Creti et al. (2012),
European Commission (2014), Hammoudeh et al. (2014), Chung et al. (2018) adapt

co-integration techniques into their research. As an extension of these approaches
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Granger causality relationships are also analyzed by some studies. Keppler and
Mansanet-Bataller (2010) and Nazifi and Minunovich (2010) are leading studies
which reveal the relationship among various variables and the EUA prices. In order

to summarize literature review, table 6 is presented below.

Table 6: Selected Studies and Variables Used

AUTHORS METHOD FREQ INDEPENDENT VARIABLES
Mansanet- LS Daily . EUA forward prices
Bataller et al. e Natural gas future prices
(2006) . Coal future prices
. Brent oil future prices
e A weather index established by authors including the
minimum air temperature, the mean air temperature and the
maximum air temperature
Rickels et al. OLS-GARCH Daily . Brent oil spot prices
(2007) e Natural gas spot prices
. Coal RB Index
. Hot and cold days index established by authors
Alberola etal. | OLS Daily . EUA spot price
(2008) . Brent oil futures prices
. Natural gas future prices
. Electricity prices
. Clean dark spread
. Clean spark spread
. Fuel-switching prices
. European temperatures index published by Tendances
Carbone
Benz and ARCH- Daily e EUA Spot prices
Triick (2009) GARCH e  EUA AR-GARCH
Fezzi and SVAR Daily . EUA forward prices
Bunn (2009) . Day-ahead electricity prices
e  Natural gas prices
Oberndorfer Pooled OLS Monthly . EUA settlement price
(2009) . Stock returns of electricity corporations captured by Euro
Stoxx Utilities Index
. Natural gas forward prices
. Brent oil forward prices
U EuroStoxx
Keppler and Granger Daily . Spot and futures EUA prices
Mansanet- Causality Test e natural gas forward prices
Bataller e Coal forward prices
(2010) e clectricity prices
. Eurostoxx600
. European temperature index published by Tendances
Carbone.
Nazifi and VECM-Granger | Daily . EUA spot and future prices
Milunovich Causality Test . Electricity prices
(2010) e  Natural gas prices
. Coal prices
. London Crude Oil-Brent Index
e Daily atmospheric temperature
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Table 6 (continued)

Hinterman
(2010)

ARCH

Daily

EUA over-the-counter prices

Natural gas future prices

Coal Prices

European Climate Assessment and Dataset
Nordic reservoir levels

Bredin and
Muckley
(2011)

Modified
Johansen (1988)
cointegration
test (capture
ARCH process)

Daily

EUA Future prices

brent oil future prices

clean dark and spark spreads

temperature deviations from seasonal averages
EUROSTOXX50

Mansanet-

Bataller et al.

(2011)

VAR-VECM-
TGARCH

Daily

EUA future prices

secondary CER (sCER) data
Brent oil future prices

Natural gas futures prices
Coal prices

Fuel-switching prices
Industrial Production Index
Economic Sentiment Indicator

Creti et al.
(2012)

Johansen
Cointegration
Test- FM-OLS-
DOLS- VECM

Daily

EUA Future prices

ICE Brent oil Futures prices
Fuel-Switching Price
EUROSTOXX 50

Lutz et al.
(2013)

Markov regime
switching
extended with
GARCH

Daily

EUA Futures

Coal futures

Natural gas futures

Brent oil prices

EUROSTOXX 50

Thomson Reuters/Jeffries Commodity Research Bureau
Index (CRBI)

Moody’s average annual yields of US corporate long-term
bonds rated AAA and BAA

Deviations from average temperature

P. Aatola et
al. (2013)

OLS-IV-VAR

Daily

EUA forward prices

German electricity forward prices
Nord Pool electricity forward prices
Mineral Price index

Steel Price index

Paper Price index

Gas forward prices

Coal forward prices

Oil forward prices

FTSE350

Water reservoirs

Gas storage

European
Commission
(2014)

ARDL

Monthly

EUA prices

Industrial Production Index

Coal prices

Electricity produced by renewables
Electricity produced by hydroelectric

Hammoudeh
etal. (2014)

NARDL-ARDL

Monthly

EUA spot prices
Crude oil spot prices
Natural gas spot prices
Coal spot prices
Electricity prices
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Table 6 (continued)

Koch, Fuss, OLS Monthly
Grosjean,
Edenhofer
(2014)

Natural gas future prices

Coal future prices

EUROSTOXX 600 Index

Economic Sentiment Indicator

RES-E production data from European Network of
Transmission Systems Operators for Electricity (ENTSO-E)
Monthly issued CER data from IGES CDM Project Database

Tan, Wang Quantile Daily
(2017) regression

EUA future prices

Brent oil prices

Natural Gas prices

Coal Prices Index

EUROSTOXX 50

CRB (Reuters/Jefteries commodity research bureau)
Treasury bill yield (90 day US T-bill

Junk bond yield

Zhu and Johansen’s Monthly
Chevallier Cointegration —
(2017) Ridge
Regression -
Granger
Causality Test

Brent oil prices

Coal future prices

British Gas futures index prices

EEX electricity futures prices

Tendances Carbone’s EU temperature index monthly
Tendances Carbone’s industrial production index

Australian Thermal Coal Price

Brent oil Futures Index

Nature Gas Future Index

UK Power Future Index

Industrial Production Index

Economic Sentiment Index

Euro Area Bank Lending Index
Average Temperature Maximum Index
Average Temperature Minimum Index
Average Precipitation Index

CER Futures Price

Chung et al. DSEG-VECM Monthly
(2018)

4.2. Data and Methodology

After scrutinizing the literature to determine which variables and methods will be
used in the analysis to detect the relationship between the EUA prices and its
determinants, firstly the data selected will be introduced. At the next stage, the most
appropriate model and the methodology regarding the data specifications selected and

will be explained briefly.

4.2.1. Data

In this part, the data used in the modeling exercise will be described. To this extent,

primarily the EU ETS prices, namely EUA, as the dependent variable will be
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introduced. The EUA will be followed by the description of fossil fuel prices,
macroeconomic activity variables, weather variables and dummy variables adapted
into the model. In this study for the price movements future contract prices are
selected because they are more liquid and also are not affected from dramatic
structural changes unlike spot prices (Bredin and Muckley, 2011). Additionally,
instead of daily data, monthly data is preferred in order to abstain from misleading
price movements based upon low daily trading volumes as it is stated in Oberndorfer
(2009) and to compare price movements with other variables which are monthly
published like Industrial Production Index and Economic Sentiment Indicator.
Furthermore, the natural logarithmic forms of variables are used to avert non-

linearity.

4.2.1.1. EUETS Prices

Emission allowance prices (EUA) are provided in monthly frequency and they are
obtained from Intercontinental Exchange (ICE) in Euro/metric ton. In the EU ETS,
one lot of EUA subjected to trade, consists of 1,000 CO> emission allowances and
each one represents one ton of COze. To express the price movements, instead of spot
prices, future contracts rolled-over in December of the current year are selected since
December ended contracts have the highest volumes of trading among other

maturities.

Data prior to January 2008 is not included in the study because Phase I is considered
as a pilot period for the EU ETS, as it is aforementioned. Additionally, since there
was a ban on banking in Phase I, incorporating Phase I with other phases may give
rise to inconsistent interpretations (Hintermann, 2010). Therefore, the sample period
for the analysis begins on January 1, 2008, and finishes on December 31, 2017. To
cope with such problems, Phase Il and the first 5 years of Phase III has been

incorporated in the sample. The sample covers 120 monthly observations.
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Figure 6: EUA Prices

4.2.1.2. Fossil Fuels

The linkages between energy markets and carbon markets have been subjected to lots
of academic researches due to the fact that the bulk of the global CO, emissions are
generated from oil, gas, coal combustion. Moreover, most of the electricity generation
is based on fossil fuel use, so it is obvious that the process in which such emitting

inputs used should be affected by carbon prices.

According to EUROSTAT, the share of renewable energy sources in electricity
production has increased from 17% in 2008 to 30% in 2016. This implies that even
there exists a considerable effort in order to raise the share of renewable energy where
fossil fuel and nuclear-based energy sources have still dominated the electricity
production. In the EU, fossil fuel-based power plants are responsible for 44% of
electricity consumption while the share of nuclear and hydro based power plants are
responsible for 26% and 12%, respectively. Other renewable energy sources like
wind, biofuels and solar are only responsible for 18% totally. Although, in order not
to neglect the effects of power generation based on renewable energy sources, in
modeling exercise, the UK electricity base load index is used to represent electricity
prices and it is obtained from the ICE. However, this variable is statistically

insignificant in all model variations, therefore it has not been covered in the thesis.
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Coal is counted among leading energy products and it has a heterogeneous structure
which varies according to different geological specifications, heating values,
chemical composition and physical features (Albrecht et al., 2014). Solid fuels which
consist of various types of coals account for 9% of the EU’s energy imports in 2016.
McCloskey Coal Industry Services (MCIS) is a leading price index for European coal
markets. The prices provided by this service include cost, insurance and freight (CIF)
and these prices are gathered from the deliveries to Amsterdam, Rotterdam and
Antwerp (ARA) ports. The price information is published by McCloskey in a
cooperation with Argus as a Physical Coal Price Index (API2). To this extent, data
on coal future prices are obtained from the CME database by using Coal (AP12) CIF
ARA (ARGUS-McCloskey). Future contracts which are rolling over December of
the current year are preferred for the analysis. The price data has been provided in

US Dollars/metric ton.

Natural gas is another key driver chosen for this study because it is a primary resource
to meet energy demand. While it is majorly used in power generation, it is also an
important input for heating in buildings, industrial products which capture steel,
paper, ceramic etc., industrial oil and gas operations and transportation. It is also used
as a raw material to produce fertilizers, ammonia, methanol and hydrogen. According
to 2016 figures, natural gas is the second biggest energy product imported into the
EU as 24% of total energy imports. Moreover, natural gas has the majority in primary
energy for heating and cooling per energy carrier in the EU (Honoré, 2018). Since
natural gas is a heterogeneous fossil fuel, its place of origin has a great importance in
price determination. The Henry Hub located in the US and the National Balancing
Point (NBP) in the United Kingdom are among the most liquid natural gas markets
in the world. According to the ACER data for market overview in 2011, NBP is the
sole hub in Europe with a churn rate’ higher than 10 (ACER, 2012) and as reported

5 Churn rate is an important indicator that is used to measure the liquidity of the hub and it is calculated
as a share of the volume of natural gas subjected to trade in the hub to the volume of natural gas
physically produced and traded in the region where the hub operates in.
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by to the recent ACER data published in 2018, NBP is still the most important with
Dutch Title Transfer Facility (TTF) (ACER, 2018). The follow-up hub which is
Zeebrugge in Belgium has a 4.4 churn rate in that year (ACER, 2012). This
information shows us that in order to represent natural gas price movements in the
EU, NBP can be considered as a leading indicator. To access price data CME database
is used and, in this database, the UK NBP Natural Gas Futures which rolls over in
December of the current year are selected in GBP currency. The unit subjected to the
trade is 1,000 therms of natural gas per day and in this sense, 1 therm is equal to

29.3071-kilowatt hours.

Petroleum products where oil has the highest share, are the main energy products
imported into the EU by the rate of 2/3 of total energy imports. It is used for transport,
heating and cooling in buildings, power generation and industrial processes. On the
other hand, in terms of power generation, oil has lost its significance in the EU, except
in Malta and Cyprus. (Albrecht et al.,2014), because in power generation it has started
to affect the process indirectly. For instance, the effects of oil on the coal prices could
be seen through the costs from the fuels used in the coal extraction process and the
transportation of this coal. On the other hand, while previously oil-indexed long-run
natural gas contracts are affected significantly by oil prices, with the replacement of
indexation with hub-based pricing, it has lost its significance in natural gas pricing.
However, it has continued to affect the natural gas prices via transportation costs
since oil is a globally traded commodity and since then regional and local price
differences are held at a minimum. Information on future contracts of brent oil is
accessed from ICE Futures Europe, and it is quoted in US Dollar. The size of this
contract is 1,000 barrels. Similar to coal and natural gas prices, for contract rollover

period, December of the current year is selected and is given as US Dollar/Barrel.

For all data, in order to harmonize EUA prices which are expressed in Euro with
fossil fuel prices data which are provided in US Dollars and GBP, European Central
Bank (ECB) exchange rates are used for currency conversion. Price movements of

the fossil fuels are shown in Figure 7. According to the figure, it can be easily seen
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that all of three fossil fuels follow a somewhat similar path within the time period

between 2008 and 2017.

Table 7: Correlation among Fossil Fuels

Coal Brent Oil Natural Gas
Coal 1 0.524 0.604
Brent Qil 0.524 1 0.716
Natural Gas 0.604 0.716 1

Until 2011, a high correlation had been observed among all fossil fuels. However,
after 2011 this correlation has been weakened. This finding is also shared by Albrecht
et al. (2014). For the whole sample period, the correlation among fossil fuels is
presented in Table 6. Moreover, the correlation among oil and other fossil fuels has
been diminished due to the replacement of oil-indexation pricing with hub-based

pricing as aforementioned.
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Figure 7: Fossil Fuel Prices

The last but not least, the fuel-switching price is also included in the research. It is a
theoretical price to find an equilibrium price level used in order to represent the
exchange from coal to gas-based power production. In more detail, it could be defined

as a price level that electricity producers can make a profit from changing their
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production method from coal-fired generation to gas-fired generation. This ratio
considers efficiency, emissions intensity factor and price levels of both coal and
natural gas inputs as parameters for calculation. Regarding this price, facilities
captured by the ETS can switch coal-based production to natural gas-based
production, if the allowance price is above the switching price level and vice-a-versa.
To this extent for coal-fired power plant efficiency rate is 0.38 while emission
intensity factor is 0.96 tCO,/MWh. For a natural gas-fired power plant, these rates
are 0.5 and 0.411 tCOo/MWh, respectively.

(Natural Gas Price / 0.5) — (Coal Price / 0.38)
0.96 — 0.411

Fuel Switching Price =

The values for thermal efficiencies and emission factors are collected from Thomson
Reuters Point Carbon database. Relying on these values, the ratio is calculated as
above. Within the scope of this study, price levels used in the fuel switching price are

derived from one-month forward prices.

4.2.1.3. Macroeconomic Activity Variables

Economic activities, expectations, and risk behavior are also considered as some of
the key drivers of carbon prices. The increase in economic activities will boost
production processes conducted by a higher amount of electricity and since electricity
is generated by coal and natural gas inputs, raising production will drive up emission
and implicitly demand for the EUAs. The same rationality is also valid for economic

expectations and risk perception of market actors.

In this framework, the industrial production index (IPI) which is published by
EUROSTAT can give a concrete overview of economic activity. IPI is a backward-
looking indicator for business cycle conditions to capture monthly changes in the

output of industries.
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Figure 8: Macroeconomic Activity

Economic Sentiment Indicator (ESI) is another instrument used in our research. This
is another composite indicator published by EUROSTAT and it compiles the indexes
prepared to measure confidence levels of industry, construction, retail trade, services
sectors and consumers in an economy. ESI could be considered as a forward-looking

indicator to estimate expectations of participants about economic activity.

Table 8: Correlation among Macroeconomic Activity Variables

IPI ESI STOXX600
IPI 1 0.709 0.289
ESI 0.709 1 0.167
STOXX600 0.289 0.167 1

STOXX Europe 600 Oil & Gas (STOXX600) is a sectoral exchange market index
which bunches oil and gas firms together. The index includes the leading 20 firms
whose primary revenue source is oil and gas. The index is dominated by French and
Great Britain firms whose weights are 33% and 32.2%, respectively. They are

followed by Italian, Norwegian, and Spanish firms with 10.4%, 8.6%, and 5.8%
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weights, respectively. STOXX600 can also be considered as a forward-looking
indicator like ESI.

4.2.1.4. Variable for Weather Conditions

Emission trading schemes are closely linked with weather conditions due to the fact
that almost 55% of emission allowances are held by facilities operated in heat or
electricity sectors (Chevalier, 2017). This implies that extreme weather conditions
like severe cold in winter can trigger the demand for heat and/or electricity
consumption by households. Therefore, in the wake of this hoisted demand, more
emission may be emitted by producers and this may increase the requirement for more
emission allowances by facilities in the EU ETS. On the opposite direction, in a
severe hot and dry season, due to the lack of adequate precipitation which is used as
hydropower resource in a nuclear power generation process for instance, nuclear
energy could be replaced by other conventional energy generation methods which are
generally based on coal and/or natural gas (Chevalier, 2017). Since this chain reaction
may soar the emissions by coal and natural gas producers, this will be reflected as the

demand for emission allowances.

Concisely, an indicator which represents the temperature and weather conditions in
the EU may play an essential role in EUA price drivers. To this extent in this study,
heating degree day index (HDD) which is published by EUROSTAT will be used.
The aim of HDD is to define the need for heating energy requirements of buildings
and it is presented as a weather-based index. It is important to underline that by 2018
buildings in the EU are accounted for 40% of total energy consumption and 36% of
total CO; emissions. (European Commission, 2018) By this index, a period of severe
cold could be calculated regarding both outdoor temperature and average room

temperature.
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Figure 9: Heating Degree Days (HDD) Index

The HDD is provided in the country-specific form on monthly basis. Thus, in order
to reflect the geographical distribution of the data correctly, index values are
recalibrated by weighting with the population. Additionally, the variable is

intentionally used seasonally unadjusted.

4.2.1.5. Dummy Variables

Dummy variables used in the study represent structural breaks observed in time
series. In order to find out whether there is a break or not, breakpoint unit root test
for the dependent variable is used. Additionally, during the modeling exercise
stability analysis (CUSUM and CUSUM-Squared tests) show the exact dates when

the model becomes unstable.

To this extent, “Dummy for 05.2011” is used for the first structural break that comes
from the breakpoint unit root test run on the EUA price series. This dummy variable
incorporates the effects of the European Debt Crisis and the European Commission’s
EU ETS regulation proposal which is presented in the previous chapter. After this
date, the EUA prices had plummeted to the lowest levels since March 2009.
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The other dummy variable which is “Dummy for Paris Agreement” implies that there
is a structural break with the end of UNFCCC Negotiations held in December 2015
and the publication of the final version of the Paris Agreement. Despite it does not
include explicit regulations or directions for the EU ETS, it shows a great ambitious
towards low carbon economy and it introduces new mechanisms which can be
integrated into the EU ETS after a while. This dummy variable has been identified
from CUSUM and CUSUM-Squared stability analysis.

It is important to note that during the modeling study, the dummy variable for the
transition from Phase II to Phase III is also considered; however, according to the
regression results, this dummy is not statistically significant in any model structure
and this finding is completely consistent with the finding of Tan and Wang (2017)

which stated that none of the Phases division is statistically significant.

Table 9: Summary Table on Variables

Variables Abbreviation Data Source
European Union Allowances EUA ICE Exchange
Coal Futures (API2 CIF ARA (ARGUS-
Coal CME database
McCloskey)
UK NBP Natural Gas Futures Gas CME database
Brent Oil Futures Brent CME database
Author’s
Fuel Switching Prices FS
Calculations
Industrial Production Index IPI EUROSTAT
Economic Sentiment Indicator ESI EUROSTAT
STOXX Europe 600 Oil & Gas Index STOXX600 Reuters
Heating Degree Days Index HDD EUROSTAT
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4.2.1.6. Summary and Descriptive Statistics

This study comprises Phase II and the first 5 years of Phase III of the EU ETS and it
consists of EUA prices, natural gas, and coal future contracts prices and a theoretical
fuel-switching price derived from these two contracts, industrial production index,
economic sentiment indicator and STOXX600 prices. On the other side, CER and
ERU prices are shown as significant drivers to explain EUA price dynamics
(Mansanet-Bataller et al. 2011). However, with the regulations adopted in July 2011,
in the beginning of Phase III of the EU ETS, the usage of offset tools has been
constrained proportionally. Because of this reason, it is preferred not to include CER

and ERU prices in this analysis.

Descriptive statistics of the variables used in the analysis is shown in Table 10 and
statistics, show that EUA, oil, gas, ESI, and HDD are normally distributed at 5%
significance level, while coal, IPI, STOXX600 and F.S. are not normally distributed

according to the Jarque-Bera test statistics.

Table 10: Descriptive Statistics of VVariables

EUA | Oil Coal | Gas IPI | STOXX | FS ESI HDD

600
Mean 2.184 | 4.098 | 4.178 ' 4.065 | 4.632 5.754 | 3.593 | 4.581 | 5.095
Median 2.074 | 4.116 | 4.170 | 4.142 | 4.630 5.759 | 3.618 | 4.633 | 5.487

Maximum 3.394 | 4590 | 4930  4.679 | 4.732 6.084 | 4709 | 4.747 | 6.416
Minimum 1.224 | 3351 | 3.673 | 3.264 | 4.515 5.537 | 2560 | 4.176 | 2.683

Std. Dev. 0.523 | 0.315 | 0.254 | 0.299 | 0.046 0.105 | 0426 | 0.118 | 1.061
Skewness 0.357 | -0.398 | 0.382 | -0.597 | -0.220 | 0.368 | 0.099 | -1.468 | -0.685
Kurtosis 2.051 | 2.004 | 3.009 | 2.637 | 3.234 3.504 | 2520 | 4993 | 2.174

Jarque-Bera | 7.051 | 8.119 | 2916 @ 7.793 | 1.239 3984 | 1.351 | 62.968 | 12.782
Probability | 0.029 | 0.017 | 0.233 | 0.020 | 0.538 0.136 | 0.509 | 0.000 | 0.002
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4.2.2. Methodology and Model Specification

Autoregressive distributed lag (ARDL) approach and Toda-Yamamoto Granger Non-
Causality Tests are used to conduct the analysis. Before moving onto the empirical

analysis, these two approaches will be reviewed comprehensively.

4.2.2.1. Autoregressive Distributed Lag (ARDL)

In this research, a linear dynamic model which relies on Pesaran et al. (2001)
multivariate autoregressive distributed lag (ARDL) approach to define short-run and
long-run dynamics of prices in the EU ETS over the sample period between 2008 and
2017 in monthly basis is used. ARDL is a co-integration method to detect the short
and long-run relationships among variables simultaneously developed by Pesaran and

Shin (1999). Later, their method had been improved by Pesaran et al. (2001).

In the literature, on time series great importance is attached to the stationarity of the
variables used in the studies. If this condition cannot be held, the researcher can suffer
from spurious regression results. Additionally, as Maddala (2001) mentions time
series tend to be non-stationary. The most prominent feature of the ARDL technique
is making it possible to use both I(1) and/or I(0) variables together compared to other
methods, particularly the famous Johansen method. Thus, it is possible to apply
ARDL irrespective of the order of integration of the dataset unless having 1(2)
variables where the dependent variable should be I(1). This characteristic of ARDL
also differs itself from VAR models. If one wants to work with non-stationary data
through VAR models, this researcher needs to take the difference of the data and this
operation causes loss of information and the loss of long-run relationship between

series especially in small sample series (Brooks, 2014).

Since the ARDL technique looks for short and long-run equilibrium simultaneously,
the error correction mechanism works without dropping long-run information.

Additionally, due to the fact that ARDL enables to work with different lags for each
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variable unlike the other techniques, modeling exercise becomes more flexible to

detect optimal lags for variables (Pesaran et al. 2001).

On the other hand, ARDL is not a sensitive technique to sample size which means
that it is a more appropriate method for small samples (Pesaran and Shin 1998,
Pesaran et al. 2001, Adom et al. 2012). A simple form of ARDL (p, q) model can be

written as;

I(L)ye = ag +y(L)xe + uy €Y)

where, a, is the intercept term, L is the lag operator, 9(L) is a p-order polynomial,
y(L) is a g-order polynomial, u, is a random error term. This equation can be

expressed in a different form by expanding lag polynomials as follows;

yt = ao + 191yt_1+ ..... ﬁpyt_p + ylxt_1+. . .)/qxt_q et ut (2)

To determine the short and long-run relationship among variables, the ARDL model
may be used by considering its F-bounds test results. The F-bounds test is based on
the Wald test; however, it uses different critical values provided by Pesaran et al.
(2001) for the co-integration test. The null hypothesis of this F-statistics is that there
is no co-integration among variables. Critical bound for I(0) implies that for F-
statistics below the values of 1(0) critical values, the null hypothesis is not rejected.
In other words, there is no co-integration relationship among the variables. On the
contrary, if F-statistics are above the I(1) critical bounds, this means that a co-
integration relationship exists among variables. If the result of F-statistics lies

between the 1(0) and I(1) bounds, it implies inconclusiveness.
For this study which researches the interaction between the EUA prices and other

variables, the linear regression can be expressed as follows by assuming n

independent variables;
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(Y) = a+60(X) +m(Xp) + 9(X3) + p(Xy) .. +7(Xp) + ue 3)

where Y is the EUA prices, from X; to X, are explanatory variables, a is the intercept
and u, is the disturbance term. In this respect, an ARDL representation of the

equation above is formulated as follows:

AY)=ag+ X0 00+ 200 (X))o + T, md (Xo) o +
Yo i (X3 i+ D piD X emite o+ T TA X ei + 61(V) g + 62 (X1) o1 +
03(X2)e—1 +04(X3)e1 +05(Xg)p—q oo+ 6 (X1 + & 4)

where A denotes the difference operator, and &; is the white noise residuals.

To detect the existence of co-integration relation, in this equation F-bounds test can
be applied and the null hypothesis of this modified Wald test method will be Ho: §; =
0, =03 =04 =05 = ... = &, = 0. If a long-run relationship exists, then the long-

run model will be as follows:

In(Y) =0+ Z?:l g (Ve + Zg=1 py (Xq)e—i + Z?:l ps (X2)e—i + Zg=1 paln (X3)e; +
Zg=1 usln (X4)t—i+- st Z?:l Umln (Xn)t—i +
w; (5)

where o is the intercept term, u; denotes the long-run coefficients and w, is the error
term. For short -term relationship, the Error Correction Mechanism (ECM) regression

is shown below;

A(Y) = ag + 25;1 a; (Y)e—; + 2?:1 a; (X1)e—i + Z?:l a; (X3)e—i + Z?=1 ay (X3)e—; +
Z?:l a; (Xg)e—it....+ Z?:l a; (Xp)e—i + AECe_1 +
Ut (6)
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where A denotes the speed of adjustment and the EC is the residual series that are

obtained from the co-integration regression and v; is the disturbance term.

Despite the ARDL and related ECM results show very comprehensive information
on the relationship among variables, these methods do not capture the direction of
causality between the variables. Therefore, to follow-up the regression results, it is

beneficial to touch upon Toda-Yamamoto Granger Non-Causality Test and its details.

4.2.2.2. Toda-Yamamoto Granger Non-Causality Test

Theoretically, Granger-causality and similar causality tests are labeled as sensitive to
the number of lags used in the model and other specifications of the regression
(Gujarati, 1995). When there is an integration among variables, the classic F-test
process cannot provide consistent results (Gujarati, 2006). Since test statistics have
not a standard distribution, F-statistics cannot be used to find Granger-causality. For
such cases, the Toda-Yamamoto approach has been introduced by Toda and
Yamamoto (1995). This method consists of a modified version of the Wald test for
an autoregressive model structure. The modified structure of the Wald test comprises
an asymptotic distribution of the Wald statistic. In other words, it regards an
asymptotic y2-distribution. The most important feature for this causality test is that
this method can be used with variables which have different order of integrations and
when co-integration exists among variables (Toda and Yamamoto, 1995; Dolado and

Liitkepohl, 1996).

To conduct the Toda-Yamamoto method, first, it is necessary to find the maximum
order of integration of variables used in the analysis. Then this level is called “p”.
Next, it is required to find the optimal lag length of the model regressed. The
appropriate maximum lag length is called as “m”. Then a VAR model in the level of
variables is established with the lag order of “p+m”. At the final stage, a typical Wald

x2 test is set to apply the Toda-Yamamoto Granger non-causality test.
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To illustrate this method following formula is given in which a bivariate VAR

(m+pmax) comprised of X and Y according to the Yamada (1998), is used;

+ +
Xe= 0+ TR 10X + XM 0,X,; + Xt @iV + M .Y, +

€1t @)

+ max + max
o=y +X0 nYe i + X Yeoi + X 0oy + Do, max 9, X, +

i=m+1 i i=m+1

E2¢ (8)

where ®, 0,¢, T, ¥ and y are parameters of the model while the pmax is the maximum
order of integration found among variables. The null hypothesis of non-causality test

can be expressed as Ho: 0= 0, V i=1, 2,...., m.

4.3. Empirical Analysis and Results

After describing the data and reviewing the methods adopted in the study, in this
section the conducted analysis is explained. In this respect, primarily unit root tests
are presented. Then a bunch of models which have different variables in each is
analyzed and for the most proper one, diagnostic tests are being applied. Following,
F-bounds tests and model interpretations are given and short and long-run
relationships are introduced. Last but not least, Toda-Yamamoto Granger Non-
causality test is held in order to introduce the direction of causalities in this

relationship.

4.3.1. Unit Root Tests

To make a sound and robust estimation for our analysis, it is necessary to ensure that
all variables used in the regression are integrated of order less than 2 and the
dependent variable is non-stationary. To this extent, we conduct both Phillips-Perron
(PP) and Augmented Dickey-Fuller (ADF) tests to reach a consistent result. The null

hypothesis for both tests is that variable follows a unit root process.
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Table 11: Summary Table for PP Unit Root Test

UNIT ROOT TEST TABLE (PP)

At Level
EUA Coal Gas Oil IPI STOXX600 FS HDD ESI
t-Statistic -18.139 | -24.015 | -25.768 | -16.471 | -21.417 -32.939 -26.611 -40.183 | -19.153
Prob. 0.3723 0.1435 0.1006 0.4555 | 0.2290 0.0173 0.0839 0.0019 | 0.3243
Stationarity no no no no no *k * ok no
At First Difference

AEUA ACoal AGas AOil AIPI ASTOXX600 AFS AHDD AESI

t-Statistic -134.014 | -94.044 | -102.638 | -86.538 | -97.904 -108.923 -111.169 | -46.152 | -50.013
Prob. 0.0000 0.0000 0.0000 0.0000 | 0.0000 0.0000 0.0000 0.0002 | 0.0001
Stationarity wkk Hkok *kk Hkk Hkk *kk Hkk Hkk Hkk

Notes: (*) Significant at the 10%; (**) Significant at the 5%; (***) Significant at the 1%. and (no) Not Significant
*MacKinnon (1996) one-sided p-values.

According to PP test statistics, logarithmic forms of the EUA, coal, gas, oil prices
and IPI are integrated into I(1), while the price level of STOXX600, HDD, and FS
are integrated into levels, in other words, they are 1(0) according to different

significance levels.
Table 12: Summary Table for ADF Unit Root Test

UNIT ROOT TEST TABLE (ADF)

At Level
EUA Coal Gas oil IPI1 STOXX600 FS HDD ESI
t-Statistic -18.653 | -19.773 | -22.655 | -16.471 | -32.996 -31.856 -25.254 | -25.684 | -28.293
Prob. 0.3476 0.2965 0.1849 0.4555 | 0.0171 0.0233 0.1120 | 0.1027 | 0.0573
Stationarity no no no no *k *k no no *

At First Difference

AEUA ACoal AGas AOil AIPT ASTOXX600 AFS AHER AESI

t-Statistic -133.818 | -92.591 | -102.486 | -86.800 | -30.905 -108.924 -111.195 | -102.49 | -48.544
Prob. 0.0000 0.0000 0.0000 0.0000 | 0.0300 0.0000 0.0000 0.0000 | 0.0001
Stationarity *kk e - ok *x - *okk - *kk

Notes: (*) Significant at the 10%; (**) Significant at the 5%; (***) Significant at the 1%. and (no) Not Significant
*MacKinnon (1996) one-sided p-values.
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For ADF test statistics, IPI data is also integrated into levels, so I(0). However, in
ADF, ESI becomes stationary at level while FS and HDD become stationary at I(1).
It is concluded that there is no unit root in differences in both tests. It is important to
note that neither series is I(2). This is vital for our analysis to conduct the ARDL

approach as described above.

In brief, the variables that we use in our analysis contain different order of
integrations which are 1(0) and I(1). For further analysis, we begin to conduct a deeper

analysis of modeling practice.

4.3.2.Model Estimation

For model selection, first, we need to determine which variables should be included
in the regression. Within this scope, looking for different model specification could
be beneficial in order to define the most appropriate variables. In this process, it is
begun by including all variables described above in the regression. Then regarding
their significance, they are deleted and/or replaced. Since in ARDL, determining the
lag structure is crucial, at first step it is necessary to specify the appropriate lag length
for the model taking into consideration the variables used. In this selection process,
an optimal combination of the model is calculated based on the Akaike Information

Criteria method (AIC).

For the analysis, four models are reviewed in which the EUA prices is selected as the
dependent variable. In first regression (1), coal and natural gas prices, IPI, ESI, and
HDD index are selected as independent variables. Dummy variables for 05.2011 and
Paris Agreement are also added to the regression. In the second model (2), just coal
and natural gas prices variables are replaced by fuel switching prices. In addition to
the variables chosen in (2), in the third model (3), oil prices and STOXX600 index
are also captured. In the fourth model (4), FS is replaced with coal and natural gas
prices to see the effects of 01l and STOXX600 index on the first model structure. The

results of ARDL regression are shown in Table 13 and Table 14 below.

72



Table 13: Short Run Coefficients
Variable/Model (1) (2) 3) (4)
CointEq (-1) -0.39444] %+ -0.284492 %% -0.391611%** -0.380947%%*
q [-7.446258] [-5.788713] [-7.639154] [-7.400464]
c -13.81483%** -6.170693%** -5.647405%** -11.59315%**
[-7.448608] [-5.794859] [-7.644009] [-7.404565]
AEUA (-1) -0.190981** -0.210884** -0.161604** -0.189105%*
[-2.495605] [-2.592907] [-2.195424] [-2.467129]
A Gas -0.077056 -0.054503
[-0.720891] [-0.516242]
1.383322
AlPI [0.990379]
AESI 1.210599% 2.380758%+* 1.107796
[1.749843] [3.236040] [1.598686]
0.189422 -0.235831 -0.389866
AESI(D) [0.214185] [-0.281618] [-0.502509]
-1.671861%* -1.418731* -1.457572%*
AESI(2) [-2.444228] [-1.914350] [-2.139955]
A HDD 0.040534%* 0.036792* 0.033329*
[2.281597] [1.794598] [1.905095]
-0.041333**
AHDD (-1) [-2.006659]
Dummy for -0.245744%%* -0.265084%%* -0.195886%** -0.226009%**
05.2011 [-6.128649] [-5.137738] [-5.595213] [-5.898709]
Dummy for Paris -0.395249%* -0.138932%%* -0.345201 %% -0.376093%**
Agreement [-6.460412] [-3.395614] [-6.191944] [-6.331329]
R? 0.461378 0.338102 0.402212 0.455563
AIC -1.353106 -1.198291 -1.326047 -1.352063

Note: (*) Significant at the 10%; (**) Significant at the 5%; (***) Significant at the 1%. t-statistics are in

brackets.

Table 14: Long Run Coefficients

Variable/Model 1) 2) 3) 4)
Coal 0.502953 ** 0.586505**
[2.416466] [2.016632]
Gas -1.160986*** -0.967265%**
[-4.897760] [-3.650504]
ol -0.873049%%** -0.275522
[-4.092484] [-0.963269]
FS 0.181789 0.513834%**
[1.276628] [3.992325]
IPI 9.318889%** 4.887644** 3.252063*** 7.663902%**
[4.690320] [2.022850] [2.727250] [3.227675]
0.607104 0.416726
STOXX600 [1.114987] [0.761773]
ES| -0.606233 0.322695 0.062997 -0.443652
[-1.185503] [0.439540] [0.158396] [-0.788118]
HDD 0.008981 -0.040576 -0.002252 -0.010462
[0.287069] [-0.946237] [-0.055347] [-0.291733]
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According to both R? and AIC statistics, the first model specification is selected to be
analyzed in-depth. It has the highest R? and the lowest AIC value relative to other
models but also all the variables used in this model are statistically significant either
in short or long-run. To juxtapose regression (1) with regression (4); model (1) does
not include oil and STOXX600 variables which are statistically insignificant in (4),
although R? and AIC statistics are very close to each other. Regressions (2) and (3)
which involve FS variable instead of fossil fuels separately, have lower R? and higher

AIC statistics compared to other models.

Before progressing further, it is useful to assess the findings from modeling exercises
with earlier studies. In model (1), oil and FS variables cannot be used as determinants
of the EUA prices. While not using FS is consistent with the findings of Rickels et
al. (2014) and Delarue (2010), this is not compatible with the results of Creti et al.
(2012) and Hammoudeh et al. (2014). On the other hand, Rickels et al. (2014) and
Creti et al. (2012) argue that oil is a statistically significant explanatory variable for
the EUA, but Reboredo (2014) reveals contrary results. Oberndorfer (2009) and
Rickels et al. (2014) also claim that stock market indicators like STOXX600 are
statistically significant in their models. However, FS, oil and STOXX600 have not
been comprised in our final model in order to maximize model selection criteria and

R

Table 15: F-Bounds Test Results

Model (1) ) (3) (4)
F-statistic 8.805224 6.455900 7.886037 6.397999

100 | 11) | 10) | 1) | 10) | 1@ | 10 | 1)

10% 226 | 335 245 | 352 212 | 323 203  3.13

506 262 | 379 | 286 | 401 @ 245 | 361 232 35

2.5% 296 | 418 325 | 449 @ 275 399 26 | 3.84

1% 341 4.68 3.74 5.06 3.15 4.43 2.96 4.26

As aforementioned, in the model selection process AIC approach is used. According

to this criterion, to find the optimal specification it is necessary to look for the model
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which gives the lowest value. The results for the top 20 models selected are presented

in the Figure 10.

Akaike Information Criteria (top 20 models)
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Figure 10: Akaike Information Criteria (AIC) Selection Process

Taking these results into consideration, model specification with ARDL (2,0,1,1,3,1)
is selected because this lag structure has the lowest value for our regression. This lag
structure implies to use 2 lags for the EUA, no lag for coal, 1 lag for gas, IPI and
HDD and 3 lags for ESI. Then ARDL regression can also be formulated as follows:

A(EUA) = —13.814 — 0.394(EUA),_, + 0.198(Coal), — 0.458(Gas),_; +
3.676(IPI);_1 — 0.239(ESI);_; + 0.003(HDD),_; — 0.191 A(EUA);_; —

0.08A(Gas), + 1.383A(IPI), + 1.211A(ESI); + 0.189A(ESI);_q — 1.672A(ESD) ;5 +
0.040A(HDD), — 0.246 [(EUA) — (0.503(Coal);—; — 1.161(Gas);_; +

9.319(IPI),_, — 0.606(ESI),_; + 0.009(HDD),_,) — 0.246 (DUMMYFOR05.2011) —
0.395(DUMMYFORPARISAGREEMENT)] 9)

Before starting the in-depth analysis of the model results, to avoid estimation bias

primarily it is required to conduct diagnostic tests including Stability tests consisting
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of CUSUM and CUSUM-Squared, Lagrange Multiplier (LM) test, Autoregressive
Conditional Heteroskedasticity (ARCH) test.

4.3.3.Stability, Autocorrelation and Heteroskedasticity Tests

To measure the soundness of the regression, we need the make diagnostics tests
which are stability, autocorrelation, and heteroskedasticity. Firstly, the stability of the
regression with CUSUM and CUSUM Squared tests are analyzed to ensure that there
are not any recursive residuals because of structural breaks which are not reflected in
the regression via dummy variables. As it can be seen in the graphs presented below,
in both tests model performs well and stays between the 5% significance levels which
means that dummy variables selected are appropriate and it is not necessary to add

another dummy variable to represent a structural break.

15 14
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024
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Figure 11: CUSUM and CUSUM-Squared Tests Results

At the next stage, it is important to measure whether there are any autocorrelation or
heteroskedasticity problems. The null hypothesis for the autocorrelation test is that
the residual series are serially uncorrelated. F-statistic for this test is 0.472 and p-
value is 0.8276 which implies that the null hypothesis cannot be rejected, thus there

1s no autocorrelation problem.
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Table 16: Breusch-Godfrey Serial Correlation LM Test Results

Null hypothesis: No serial correlation

F-statistic 0.471894 | Prob. F (6,94) 0.8276
Obs*R? 3.421100 | Prob. 2 (6) 0.7544

For heteroskedasticity, the ARCH test could be applied. For this test, the null
hypothesis is that residuals are homoskedastic. F-statistic is 1.84 and p-value is 0.126

for this test proves that there is no heteroskedasticity problem.

Table 17: Heteroskedasticity Test: ARCH Results

Null hypothesis: No ARCH effect

F-statistic 1.842127 | Prob. F (4,108) 0.1260
Obs* R? 7.217232 | Prob. 42 (4) 0.1248

4.3.4.Bounds Test and Model Interpretation

After checking the diagnostic tests, it is possible to interpret the ARDL regression.
As shown in the table below, in the ARDL model, first we need to look at F-value in
Bounds Test to check the existence of co-integration among variables subjected to
the research. The null hypothesis of the Bounds test stands for no co-integration
among variables. F-value of Bounds test is 8.805 and this value is higher than both
I(0) and I(1) critical value bounds. In other words, rejecting the null hypothesis is

possible, therefore it can be concluded that co-integration among variables exists.

Table 18: F-bounds Test Results

Test Value Signif. 1(0) 1(1)
Statistic

F-statistic 8.805224 10% 2.26 3.35

k 5 5% 2.62 3.79

2.5% 2.96 4.18

1% 3.41 4.68
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Since a co-integration relationship exists, it is necessary to check its meaningfulness.
To do this check, it is possible to look for the t-Bounds test which shows whether
existing co-integration relation makes sense or not. The null hypothesis shows
nonsensical co-integration. Since the t-statistic is higher than both 1(0) and I(1)

critical bounds in absolute terms, it is possible to reject the null hypothesis.

Table 19: t-Bounds Test Results

Null Hypothesis: No levels relationship

Test Value Signif. 1(0) 1(2)
Statistic

t-statistic -7.446258 10% -2.57 -3.86

5% -2.86 -4.19

2.5% -3.13 -4.46

1% -3.43 -4.79

After checking all the tests and they point that there is a meaningful co-integration
relationship. Therefore it is possible to analyze variables one-by-one regarding their
short-run and long-run effects. Short-run analysis implies that all variables may
change from one month to other, however, in long run there is a steady state for the
economy, thus, variables are not affected by short-time shocks or price volatilities.
Within this framework, according to co-integration relationship, in the long-run coal
prices are statistically significant at 5%. Natural gas prices and IPI are statistically
significant at 1% significance level in long-run. On the other hand, the HDD and ESI

are not statistically significant in the long-run.

When we look at the signs of coefficients, all of them are consistent with
expectations. According to the ECM regression results shown below, the speed of
adjustment value is -0.39, and it is statistically significant. This value implies that
39% of the change in the price level of EUA into disequilibrium can be corrected

within 1 month.
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Table 20: ECM Regression Results

Variable Coefficient
_ -0.39444 %%+
CointEq(-1) (-7.446258)
c -13.81483*#*
(-7.448608)
-0.190981**
A(EUA(-1)) (-2.495605)
-0.077056
A(GAS) (-0.720891)
1.383322
A(IPT) (0.990379)
0.040534**
A(HDD) (2.281597)
1.210599*
A(ESI) (1.749843)
0.189422
A(ESI(-1)) (0.214185)
-1.671861**
A(ESI(-2)) (-2.444228)
Dummy for Paris -0.395249%**
Agreement (-6.460412)
-0.245744***
Dummy for 05.2011 (-6.128649)

Note!: (*) Significant at the 10%; (**) Significant at the 5%; (***)
Significant at the 1%. t-statistics are in brackets.

Note?: For further analysis, findings which are significant at 10%
are disregarded.

Nonetheless, for short-run, the change in natural gas, coal, prices and industrial
production index are statistically insignificant to explain the change in EUA prices.
These results contradict with Nazifi and Milunovich (2010) in which they claim that
while there is no long-run relation between fossil fuels and EUA, albeit a relationship
exists in the short-run. On the other hand, the finding that IPI does not affect EUA
prices in the short-run is compatible with the results of the study conducted by the

European Commission (2014).

Meanwhile in the short-run, lagged values of EUA prices and ESI, HDD index and

dummy variables are statistically significant. The result for ESI implies that economic
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expectations have a determining role in short-run on EUA prices with differenced
effect. While all other variables are constant, if the level of the economic sentiment
indicator 2 months ago had decreased by 1%, current EUA prices will increase by
1.67%. This finding could be depicted such that as the expectations of economic
actors for the economy getting worse, they prone to invest less in low carbon
production methods and such a downturn in expectation shows its impact on EUA
prices in 2 months. Then, the change in investment decision leads to an upward trend

in emissions and boost the usage of cheaper and dirtier inputs like coal.

Furthermore, the EUA prices are affected by their lagged value negatively, in other
words, current EUA prices will recede by 0.19%, if lagged prices of EUA increases
by 1%. This is the evidence that price of EUA captures the history of price changes
and it asserts that as EUA prices decrease, facilities boost their demand for EUA in
the next period. This finding is also proved by Fezzi and Bunn (2009), Hammoudeh
et al. (2014), European Commission (2014). Additionally, HDD which is used as a
proxy for weather and temperature conditions affects EUA prices immediately.
Assuming that all other conditions are the same, if the value of HDD rises by 1%,
EUA prices will surge by 0.04%. By the same token, for the short-run period the
evidence for the significance of the HDD implies that fossil fuel consumption is still
a crucial driver to meet the heating requirements of buildings in Europe and this
points out that for the covered period, renewable sources fail to be considered as a
perfect substitute of fossil fuels in this area. The effectiveness of weather and
temperature conditions on carbon prices is also argued by Alberola et al. (2008),
Chevallier and Zhu (2017) and Zhaou et al. (2017). On the contrary, the significance
of climatic variables is rejected by Lutz et al. (2013), Hintermann et al. (2016); and
Koch et al. (2014). For this variable the difference in results might be due to the
preference of proxy variables to represent weather conditions. For instance, while
Lutz et al. (2013) use renewable energy production capacity as an indicator,
Hintermann et al. (2016) use electric load values, hydro and wind power provisions.
Besides these proxies Bredin and Muckley (2011) use absolute deviations from mean

temperatures as indicator of weather and temperature conditions.
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Furthermore, as the result of the analysis, it is observed that both of dummy variables
are significant at 1% level. To this wise, the Paris Agreement affected EUA prices
negatively by 0.39%. Despite the fact that the Paris Agreement could be seen as the
powerbroker treaty in the fight against climate change, due to the blurry, unclear and
disputable articles about the emission trading mechanisms in the Agreement,
assertive statements made on the success of the Agreement have not found a ground
in the EU ETS. Moreover, other dummy variable which stands for EU ETS regulation

changes has an impact on EUA prices by 0.25% in negative way.

Table 21: Levels Equation

Variable Coefficient
Coal 0.502953**
(2.416466)
Gas -1.160986%***
(-4.897760)
IPI 9.318889%***
(4.690320)
HDD 0.008981
(0.287069)
ESI -0.606233
(-1.185503)

Case: Unrestricted Constant and No Trend

Note: (*) Significant at the 10%; (**) Significant at the 5%);
(***) Significant at the 1%. t-statistics are in brackets.

In long-run, coal prices affect EUA prices positively because increasing demand for
coal causes higher emissions. Then facilities raise their demand also for more
emission allowances. To this extent, while all other variables are constant, an increase
by 1% in the coal prices leads a 0.5% increase in EUA prices. The positive coefficient
of coal prices is a contrary finding with Alberola et al. (2008), Mansanet-Bataller et
al. (2011), Schumacher et al. (2012), Aatola et al. (2013), European Commission
(2014) and Rickels et al. (2014). The reason may be related to the preference of the
features of the coal variable because as it is mentioned also in their paper, Schernikau
(2010) and in Zaklan et al. (2012) argue that there are various prices for coal which

differ according to their maturities, trading places, type of contract etc.
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Natural gas prices have a negative effect on EUA prices due to the fuel-switching
behavior of facilities. In other words, since the natural gas is less emitting input than
coal, a boost in the demand for natural gas decreases the requirement for additional
emission allowances. If natural gas prices increase by 1%, this gives rise to 1.16%
decline in carbon prices. This result is endorsed by Bertrand (2013) and he finds that
with the increase in the demand for natural gas in power generation, CO> demand is
diminished and thereby EUA prices are affected negatively. It can be noticed that the
signs of coal and natural gas are different from those specified in most of the literature
review. This discrepancy could arise from including more years into this analysis.
Similarly, with soaring industrial production, EUA prices climb up. Moreover, a
surge by 1% in the IPI paves the way for an increase by 9.32% in allowance prices,
and this consequence shows that the most influential factor among variables selected
for this study on the EUA prices in the long run is IPI. This finding may be an
evidence of the fact that industrial production fundamentals mostly continue to rely
on dirty inputs in production processes. The positive effect of the IPI is consonant
with the findings of Alberola et al. (2009), Chevallier (2011) and Sousa and Aguiar-
Conraria (2014).

3.6
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Figure 12: EUA Prices and Long-Run Relationship
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To visualize the fitness of co-integration relationship and the dependent variable, the
figure 12 is presented. It is obvious that there is a close relationship between these

two lines.

At the next stage of the study, the causality puzzle among variables will be solved. In
other words, causality direction among EUA prices and other variables through the

Toda-Yamamoto Granger Non-Causality Test is tried to be derived.

4.3.5. Toda-Yamamoto Granger Non-Causality Test

The Toda-Yamamoto Granger non-causality test that is used to find the causality
relationship among variables which are integrated of different orders are applied in
the study since our variables consist of both I(0) and I(1). Another characteristic of
this method can be counted as the ability of application for both co-integrated and not
co-integrated series. The preconditions of this test are that inverse roots of
autoregressive characteristic polynomial should not exceed the limits of the unit circle
and the existence of the co-integration. These specifications are important to enable
the test to estimate robust causality results. The process is embarked with the

selection of proper lag structure.

Table 22: VAR Lag Order Selection Criteria

Lag | LogL LR FPE AIC sC HQ
0 | 330.9633 NA 1.66e-10 | -5.490584 | -5.058553 | -5.315247
1 | 968.1695 @ 1173.801 | 4.37e-15 | -16.03806 @ -14.74197 | -15.51205
2 | 1054.638 | 150.1819 @ 1.82e-15* | -16.92347* | -14.76332* | -16.04679*
3 | 1086.739 | 5237554 | 1.98e-15 | -16.85507 | -13.83085 | -15.62771
4 | 1115998 | 44.65911 | 2.29e-15 | -16.73681 | -12.84853 | -15.15878
5 | 1136.656  29.35538 | 3.15e-15 | -16.46765 @ -11.71530 | -14.53894
6 | 1187.236 | 66.55325* | 2.6le-15 | -16.72345 @ -11.10704 | -14.44406

According to the VAR lag order selection criteria test, FPE, AIC, SC, and HQ

indicate that 2 lag structure is the most suitable one for our model. Furthermore, since
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inverse roots of AR characteristic polynomial are in the limits of the circle shown in

the graph below the Toda-Yamamoto Granger non-causality test can be conducted.

Inverse Roots of AR Characteristic Polynomial
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Figure 13: Inverse Roots of AR Characteristic Polynomial Graph

In order to meet the preconditions for the Toda-Yamamoto Granger non-causality test

process, lastly it is required to check the co-integration relationship among the

variables.

Table 23: Unrestricted Cointegration Rank Test (Trace) Test Results

Hypothesized Eigenvalue Trace 0.05 Critical Prob.**
No. of CE(s) Statistic Value

None * 0.382793 113.1871 95.75366 0.0019
At most 1 0.219322 57.21119 69.81889 0.3308
At most 2 0.164596 28.49053 47.85613 0.7920
At most 3 0.033938 7.629114 29.79707 0.9980
At most 4 0.027100 3.623986 15.49471 0.9315
At most 5 0.003760 0.436963 3.841466 0.5086

Trace test indicates 1 cointegrating egn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values
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Table 24: Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

Results

Hypothesized | Eigenvalue Max-Eigen 0.05 Critical | Prob.**

No. of CE(s) Statistic Value

None * 0.382793 55.97590 40.07757 0.0004
At most 1 0.219322 28.72066 33.87687 0.1822
At most 2 0.164596 20.86141 27.58434 0.2847
At most 3 0.033938 4.005128 21.13162 0.9994
At most 4 0.027100 3.187024 14.26460 0.9335
At most 5 0.003760 0.436963 3.841466 0.5086

Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

According to both of Johansen's Trace Test and Max. Eigenvalue Test, one can easily
observe the presence of one co-integration equation at 5% significance level. The
existence of co-integration relation paves the way for conducting the Toda-
Yamamoto Granger non-causality test and the summary results are presented in Table

25.

Table 25: Summary of Granger Causalities

Null hypothesis: Not Granger cause

Dependent
) EUA Coal Gas 1P1 ESI HDD
Variables
Coal** EUA EUA EUA EUA** | EUA
Gas*** | Gas*** Coal** Coal*** Coal Coal
Independent
) IPT* IPI IPT** Gas* Gas** | Gas
Variables
ESI ESI ESI EST*** IPI IPI

HDD HDD HDD * HDD HDD ESI

Note: (*) Significant at the 10%; (**) Significant at the 5%; (***) Significant at the
1%.
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Taking all the relationship among variables which are obtained from the Toda-
Yamamoto Granger non-causality test into consideration, the relationship between

EUA, gas, coal, IPI, ESI, and HDD are visualized as Figure 14.

Industrial
Production
Index

Economic
Sentiment
Index

Heating
Degree Days

Figure 14: Granger Causality between Variables®

According to the test results, weather conditions only affects natural gas prices
directly.” This finding is utterly the same as the results of Keppler and Mansanet-
Bataller (2010) which capture solely the first 3 years of Phase II. This means that the
effect of this variable comes through all variables which are affected by natural gas
since the natural gas prices comprehensively interact with other variables. It affects
ESI, coal and EUA directly. With an alternative statement, due to the fact that natural
gas is the prevailing energy source in terms of heating, worsening of weather
conditions in the EU may lead to a surge in natural gas consumption and this will
pave the way for an increase in the prices of EUA. Furthermore, another interesting
interaction observed in the analysis is that natural gas affects directly ESI which, but
coal is not a decisive factor for ESI directly. This may pinpoint the fact that when

economic expectations are shaped, coal-based investments are considered less than

6 Red lines represent significance at 10%, Blue lines stand for significance at 5% and Black lines
show significance at 1% level.

7 This relationship is significant at 10% with 0.0567 p-value, however it is included in the analysis
since it is considered as an important relationship to mention due to theoretical concerns. For further
analysis, findings which are significant at 10% are disregarded.
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natural gas-based investments which may alternatively signify that investment
decisions have become shaped by less polluter energy sources like natural gas rather

than the polluter ones like coal.

On the other hand, natural gas is affected by IPI and coal. Therewithal, coal has a
direct effect on EUA, gas and IPI. This result shows that industrial production in the
countries captured in the EU ETS is fed by coal and natural gas prices, however, the
industry has a force to affect natural gas prices. This may pinpoint that European
industry still heavily relies on dirty inputs and industrial production causes to
environmental maleficence. It is worth to emphasize that there is no straight-forward
Granger-causality observed from EUA neither to coal nor to natural gas prices. This
shows that carbon pricing policies are still powerless to affect fossil fuel

consumptions.

On the EUA prices, the effect of natural gas comes from both directly and indirectly
through ESI and IPI. At this point, it is also observed that there is a feedback
mechanism between EUA prices and ESI which implies that EUA is considered as a

determinant that affects the decisions and expectations of economic actors.

It is also possible to argue that ESI which is guided by expectations about
macroeconomic activity has a role in industrial decision-making process due to the
one-way Granger causality from ESI to IPI. This finding is endorsed by theoretical
expectations because while ESI is a forward-looking indicator, IPI is a backward-
looking one. This ordinary finding makes interactions among variables more
intriguing when other causalities are taken into consideration. When the economic
expectations are shaped directly by natural gas which is a relatively cleaner input,
industrial production processes rely on dirtier input which is coal. Moreover,
according to test results, though coal has an impact on industrial production,
industrial production affects only natural gas among fossil fuels. This evidence may
be construed as industrial production processes may be shifted towards using natural

gas more than coal after the economic expectations have started to be considered and
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this may be signal for the transition towards low-carbon economy in the EU, but still

in it is early to make such a conclusion.
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CHAPTER 5

CONCLUSION

Since extreme weather events, natural catastrophes, ecosystem degradations and
extinction of some species have started to be observed more often, climate change
has become one of the most discussed topics in the global agenda. In this context, as
a result of the international negotiations held under the United Nations since the
beginning of the 1990s, legal texts such as the United Nations Framework Convention
on Climate Change (UNFCCC), the Kyoto Protocol and recently the Paris Agreement
have been put forward. These texts capture not only environmental principles, rules
and procedures but also provide financial flows from developed country parties to
developing country parties in order to support their efforts to cope with the adverse
effects of climate change. More importantly, they also aim to establish international
emission trading mechanisms in order to promote the actions taken by parties to curb

their emissions in a cost-effective way.

The previous international climate change regime is based on only developed
countries’ bearing the brunt of emission reduction. With the new regime established
with the Paris Agreement, all countries are committed to undertake the responsibility
for emission reduction regarding the common but differentiated responsibilities and
their respective capabilities. In this context, developing country parties have started
to implement various policy options in the fight against climate change. In this
manner, mainly countries put into action two different policy tools which are
command-and-control tools and carbon pricing tools. Due to the fact that command-
and-control mechanisms impose significant costs on economic actors and this may
affect the economies adversely, especially during financial crises which have
seriously weakened the economies, it has become necessary to carry out policies to

combat climate change with cost-effective and innovative methods. In this context,
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the struggle against this multi-dimensional problem should be supported not only by

environmental policies but also by different policy tools in different policy areas.

Stressing that climate change is a serious market failure, the solution must be
designed in a way to remove externalities rooted by climate change and therefore
internalizing costs into the price mechanism. As a matter of fact, countries intend to
carry out their emission reduction targets in a way that minimizes the costs for their
economies while internalizing the externalities due to climate change. At this point,
it is important to use carbon pricing tools to combat climate change which is also
regarded as the biggest market failure seen in human history. In particular, over the
last 20 years, carbon pricing practices have become more widespread worldwide in

the fight against climate change.

Emission trading schemes (ETS) and carbon taxes are the most common tools among
carbon pricing mechanisms. While carbon taxes are preferred to limit emission by
ensuring a specific amount of public revenue, emission trading schemes have specific
emission reduction targets, but the amount of public revenue generated is ambiguous.
Since emission trading schemes require very comprehensive administrative details
like monitoring the emission data of each facility subjected to the scheme which bring
considerable costs for governments, developing countries prefer to apply carbon tax
at first by amending their current tax structures to some extent. However, due to the
urgency of taking concrete actions to combat against climate change, even developing
countries have started to schedule or consider emission trading schemes either as an
extension of current carbon tax structures or as a substitute. In other words, since the
adverse effects of climate change are getting stronger and harmful, the policy
priorities have started to be shifted from generating public revenues to mitigate
emissions urgently. Therefore, it is likely to expect that in the near future, the number
of emission trading schemes will be increased, and the effectiveness of currently

applied schemes will be improved.
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Among the ETS implementations, the European Union Emission Trading Scheme
(EU ETS), which came into force in 2005, has been a spearhead example for other
country practices in terms of design with its scope, the dimensions it reaches and also
the challenges that are encountered. The Scheme captures 31 countries and covers
nearly 45% of the emissions from the European Union (EU), Iceland, Liechtenstein,
and Norway. The EU ETS accounts for 75% of international emission allowance
trading. The fact that the EU ETS has experienced a lot of challenges to overcome
price volatilities and to sustain market stability, the Scheme includes fruitful lessons
to be learnt for other systems. The pricing behavior have been hampered seriously
because of the global financial crisis, fraud activities due to the loose registry
requirements for new entrant actors in the market, the European Debt crisis and the
inadequate progress in the international climate change negotiations. Since an
increase in emission allowances prices implies additional costs for facilities captured
by the Scheme or vice-a-versa, it is expected that these price fluctuations will have
spillover effects on the other macroeconomic variables. In this context, with the
policy interactions like regulations put into force by the European Commission,

carbon prices are tried to be kept under control.

Regarding all of the aforementioned issues, the main purpose of the thesis is to
discover the drivers of the EU ETS by analyzing the interactions among allowance
prices and macroeconomic variables including energy markets, stock markets,
industrial performance, economic expectations, and other relevant variables. In this
way, it is aimed to contribute a better understanding of the functioning of the market.
For this reason the relationship between the EU ETS and price developments in other
relevant markets and/or indicators will be clarified. Understanding this will
contribute to the idea of how the ETS can be used more effectively in the future, as
well as providing lessons for the countries planning to use ETS as a policy tool. As a
matter of fact, the correct interpretation of the relationship of ETS with other
variables will help the market players covered by ETS to use this market more

accurately and interpret the price movements properly.
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In this study, the Autoregressive Distributed Lag Model (ARDL) has been adopted
due to the specifications of the data used. i.e. the variables include both non-
stationarity and also stationarity at level. In order to find the causality directions
among the variables, Toda-Yamamoto Non-Granger Causality test methodology is
used because of the same reasons that are encountered in the ARDL approach. The
time period subjected to the analysis starts on January 1, 2008 and ends on December
31, 2017. In other words, the analysis captures the Phase II and the first 5 years of
Phase III of the EU ETS which means that it involves 120 monthly observations.

The contribution of this thesis to the literature is primarily including the Paris
Agreement and the following years in order to put forward the functioning of the EU
ETS by considering the effects of this historical agreement. It is also aimed to show
the effects of the Paris Agreement in a more holistic manner from the EU ETS
perspective. Additionally, another novelty of this thesis is to visualize causality
directions of the variables interacted within this new international climate change

regime.

According to the regression results, the relationship among the European Union
Allowance (EUA) prices and variables has been detected for both short-run and long-
run. In this context, in the long-run, while coal price and industrial production index
(IPT) affect the EUA prices positively, natural gas price affects it in the opposite
direction. The opposite signs of natural gas and coal prices indicate that fuel
switching behavior of facilities become clearer regarding environmental concerns.
Since energy production majorly relies on natural gas and coal, and oil has lost its
effectiveness on these two fossil fuels due to the paradigm shift like replacement of
oil-indexation with hub-based pricing in gas, the oil price has no impact on the EUA
prices. Moreover, IPI has a dominant role in the price determination of EUA. This
may point out that European industry still uses dirty inputs and the Union industry

runs within an environmentally harmful process.
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On the other side, in the short-run, while 2 months lagged economic sentiment
indicator (ESI) and one month lagged of the EUA itself affect the EUA prices
negatively, one month lagged heating degree day (HDD) affects EUA prices
positively. The result for ESI could be interpreted in such a way that as firms worsen
their expectations about the economy, they may invest less in low carbon production
methods and this shift may trigger emissions upward and usage of cheaper and dirtier
inputs like coal. As a result of this sequence, emissions will cause a rise in demand
and price. The significance of one month lagged EUA prices implies that price of
EUA contains the history of price changes because it is affected from the previous
period. Therefore, this also indicates that when EUA prices decrease, facilities raise
their demand for EUA in the next period. Moreover, the significance of the HDD
shows that the heating requirements of the buildings is also a driver of EUA prices in
the short-run period. This finding implies that heating of buildings in Europe relies
on fossil fuel consumption and renewable sources have not reached to an adequate
level to cut this link yet and failed to be considered as a perfect substitute of fossil

fuels.

According to the regression results, the historical Paris Agreement affects the price
determination negatively. This is an unexpected finding at first sight because it can
be interpreted that the assertive statements made on the success of the Agreement
have not found a ground in the EU ETS. Conversely, markets are affected negatively
by the blurry, unclear and disputable articles in the Agreement. Frankly, by 2018,
rules, procedures, and modalities towards international emission trading mechanism
are still in discussion. Therefore, the regression results may not be regarded as

surprising.

The other dummy variable is used to represent EU ETS regulation change. This
change has affected both the supply and demand sides of the market. The regulation
had rearranged the rules and procedures in terms of the entrance to the market in order
to cope with the fraud activities in the Scheme, the usage of funds generated within

the Scheme, allocation of allowances and also with the regulation the use of carbon
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credit in order to meet the requirements of the Scheme had been limited to a certain
level. Moreover, 2011 was the year when the effects of the European Debt Crisis
have been felt by the European economies. According to the regression results, this
dummy variable affects the EUA prices negatively. This finding signifies that the
effect of increasing the security measures for the entrance to the market which
decreases demand due to the diminishing number of market players is dominant over
the supply side effects of the regulation which covers limiting the carbon credit uses.
On the demand side also, security measures have a stronger effect on EUA prices

than the supports provided for new entrances to the market.

When the causality relations are analyzed, primarily it is observed that the weather
conditions only affect the natural gas prices. This finding can be interpreted in the
following way; since in the EU natural gas is the dominant source for heating
purposes if weather conditions worsen, natural gas consumption increases, and this

leads to an upward movement in the prices.

Another finding is that natural gas has an effect on economic sentiment indicator,
while this is not the case for coal. In other words, economic expectations are
determined by considering natural gas prices rather than coal prices. This finding
implies that while economic expectations are shaped, coal-based investments are
considered less than natural gas-based investments. The reason behind this attitude
could be the changing investment path towards low carbon options. It should also be
underlined that there is a mutual and significant relationship among coal and natural
gas prices. Thus, it is not possible to say that coal prices have no role on economic

sentiments, the impact of this interaction may be observed indirectly.

Moreover, economic expectations lead to industrial production path significantly as
it is expected. Besides this finding, both of the fossil fuels subjected to the analysis
have an effect on industrial production, but while coal directly affects it, natural gas
has an impact through coal. In other words, the fuel-switching behavior is the main

determinant in the industrial production process. This implies that to a larger extent
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European industry still relies on dirtier inputs like coal instead of more environmental
and clean ones. Additionally, this conclusion is utterly consistent with the current
overview of the European energy profile. (European Commission, 2018). According
to the European Commission, figures show that combustible fossil fuels account for
48.7% of the net electricity generation in 2016, while 26.5% comes from nuclear
sources and the rest from renewable sources. Nevertheless, it is also important to
touch upon the point that when these figures are analyzed, it can be expected that
with the energy and environment strategies and plans, these figures will shift towards
more environment-friendly energy production methods. A firm indicator of this
situation is that according to the figures published by European Commission, when
the sources of energy production in 2016 are compared with the figures in 2006, it is
shown that the share of combustible fossil fuels has decreased from 56.8% to 48.7%

(European Commission, 2018).

According to the 2014 figures published by the EEA, the largest share of all electricity
consumption in the EU belongs to industry sector with 37%. Moreover, despite a
significant decrease in the share of fossil fuels in the electricity mix, they are still the
dominant inputs with 42%. In the energy mix, the share of the coal and lignite is 25%
and the share of natural and derived gas is 15% (EEA, 2017). These facts lead another
interesting finding from the analysis. According to the Toda-Yamamoto Non-
Granger Test results, while coal affects industrial production, only the natural gas is
affected by industrial production. This may refer to industrial production processes
have shifted towards using natural gas more than coal. When it is considered that the
share of coal and lignite is higher than the natural gas and derived gas in the electricity
mix and the largest share of electricity consumption belongs to the industry, one may
expect that industrial production leads coal and lignite prices directly. However, this
is not the case in our analysis. Industrial production only affects natural gas in a direct
way. This finding can be confirmed from the EEA figures which show that in 2014
the amount of coal in total electricity generation has diminished by 21% compared to
1990, while the share of natural gas in it has increased by 119% in terms of Gigawatt

hours (GWh) in the same period (EEA, 2017). Therefore, it is possible to expect that

95



in near future the interaction between EUA prices and natural gas prices will be

incremented.

Furthermore, a direct effect from EUA prices to fossil fuel prices cannot be observed.
This leads us to another important interpretation which is that the price of the carbon
is still ineffective to shift fossil fuel demands in a direct way. On the other hand, the
EUA price shows its effects on natural gas and coal in a very indirect way. The price
of carbon has an impact on economic expectations and then industrial production
decisions. On the next stage these decisions lead to natural gas demand and through

fuel switching behavior it affects coal prices.

Taking all of these points into consideration, we can argue that there is an obvious
interaction among macroeconomic variables and EUA prices. However, its
magnitude, causality directions, significance may be subjected to change in the
future. It should be emphasized that, as a leader in the fight against the adverse effects
of climate change, the EU has shown a great ambition for transforming its economy
to a low carbon one by aligning its policies. Additionally, after the rules, procedures,
and modalities related to international emission trading mechanism established under
the Paris Agreement determined in the international negotiations, the progress for
emission trading will gain a tremendous momentum. Succinctly, to have a well
understanding of the conditions of and paths towards green economies, the

developments in the interactions presented in this thesis should be closely watched.
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APPENDICES

APPENDIX A

Table 1: ARDL Model Results for EUA

Variables Coefficients t-Statistic
C -13.81483 -6.042702
EUA (-1) 0.414578 4.884625%**
EUA (-2) 0.190981 2.366411**
COAL 0.198385 2.188318**
GAS -0.077056 -0.598207
GAS (-1) -0.380884 -3.707938***
IPI 1.383322 1.030390
IPI (-1) 2.292429 1.813145%*
ESI 1.210599 1.358350
ESI(-1) -1.260300 -0.851541
ESI (-2) -1.861283 -1.365498
ESI (-3) 1.671861 2.132787**
HDD 0.040534 2.530476**
HDD (-1) -0.036991 -2.288849**
Dummy for Paris Agreement -0.395249 -6.005377***
Dummy for 05.2011 -0.245744 -4.878542%%*
R? 0.951406
Adjusted R? 0.944190

(1) Dependent Variable is EUA

(2) Selected Model is ARDL (2, 0, 1, 1, 3, 1) and model selection method is Akaike info criterion (AIC)
(3) Dynamic regressors (4 lags, automatic): COAL GAS IPI ESI HDD
(4) Fixed regressors: Dummy for Paris Agreement, Dummy for 05.2011, C

(5) *p<.1, **p<.05, ***p<.01
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Table 2: Toda-Yamamoto Test Results

Dependent Variables

EUA COAL GAS
Variables | Chi-Sq Variables Chi-Sq Variables | Chi-sq
GAS 19.69622*** | EUA 4.433311 EUA 5.222600
IPI 6.958195* GAS 14.58575%** COAL 8.697630**
HDD 0.382896 IPI 4.259015 IPI 7.994850**
ESI 6.140243 HDD 2.679642 HDD 7.533851*
COAL 7.841092** ESI 0.441239 ESI 2.732211
Dependent Variables
IPI HDD ESI
Variables | Chi-Sq Variables Chi-Sq Variables | Chi-sq
EUA 0.507385 EUA 1.754489 EUA 10.34390**
COAL 22.82738*** | COAL 3.454996 COAL 6.101400
GAS 6.607822* GAS 0.228935 GAS 8.597689**
HDD 5.273978 IPI 1.547027 IPI 4.821042
ESI 34.01139***  ESI 1.172800 HDD 2.145041

(1) *p<.1, **p<.05, ***p<.01

109



APPENDIX B: TURKISH SUMMARY / TURKCE OZET

Asir1 hava olaylari, dogal felaketler ve ekosistem bozulmalarinin giderek daha fazla
gozlemlenmesi ve bazi canli tiirlerinin yok olmaya baslamasiyla, iklim degisikligi
uluslararas1 giindemde en ¢ok One ¢ikan konulardan biri haline gelmistir. Bu
baglamda, 1990'larin basindan bu yana Birlesmis Milletler kapsaminda yapilan
uluslararas1 miizakerelerin sonucunda, Birlemis Milletler Iklim Degisikligi Cerceve
Sozlesmesi (BMIDCS), Kyoto Protokolii ve yakin zamanda Paris Anlasmas1 gibi
yasal metinler olusturulmustur. Bu metinler sadece cevresel ilkeleri, kurallar1 ve
prosediirleri degil, ayn1 zamanda gelismis iilkelerden, iklim degisikliginin olumsuz
etkileriyle basa ¢ikma ¢abalarini desteklemek i¢in gelismekte olan iilkelere finansal
akislarin saglanmasini da ongodrecek sekilde hazirlanmistir. Bunun yaninsa soz
konusu metinler, anlagmalara taraflar olan {ilkelerin emisyonlarini diigiik maliyetli bir
sekilde azaltmalarini saglamaya yonelik eylemleri tesvik etmek amaciyla uluslararasi

emisyon ticareti mekanizmalarin1 kurmay1 da kapsamastir.

Kyoto Protokolii ile olusturulan iklim degisikligi rejiminin aksine Paris Anlagmasiyla
birlikte olusturulan yeni yapida yalnizca Ek-I listesinde yer alan iilkelerin degil
gelismekte olanlar da dahil olmak iizere tiim tilkelerin emisyon azaltim yiikiimliliigi
istlendikleri bir sisteme gec¢ilmistir. Bir diger deyisle artik gelismekte olan tilkelerde
de ¢evre ve iklim politikalar1 hizla yiriirlige konulmaya baslanmistir. Bu kapsamda
basvurulan politika araglar1 arasindan kumanda ve kontrol yontemleri ile karbon

fiyatlandirma 6ne ¢ikmaktadir.

Kumanda ve kontrol araglari, ekonomide yer alan kirletici aktorlere cesitli kurallar
ve bu kurallara uyulmamasi durumunda cezalar getirerek g¢evresel performansi
artirmay1 amaglayan politika araglaridir. Buna karsin, s6z konusu araglar firmalara
sabit bir maliyet getirmekte, bu nedenle de herhangi bir esneklik sunmamaktadir. Ote
yandan, bu araglar, firmalarin mevcut kurallara uymalarinin disinda bir ¢aba sarf

etmelerini de tesvik etmemekte, dolayisiyla etki anlaminda sinirli kalmaktadir.
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Gegtigimiz yillarda yaganan kiiresel ve bolgesel ¢aptaki ekonomik krizlerin yarattigi
tahribat diisiintildiiglinde iklim degisikligiyle miicadelede oOzellikle ekonomik
yapilari, gelismis iilkelere gore daha kirilgan yapiya sahip gelismekte olan iilkelerde
kumanda ve kontrol araglarina kiyasla ekonomik olarak daha etkin, esnek ve yenilik¢i
politikalara ihtiya¢ duyulmustur. Ayrica iklim degisikliginin yalnizca bir g¢evre
problemi olmaktan ziyade ¢ok boyutlu bir nitelik tasimasi sebebiyle miicadelenin
sadece c¢evre politikalar1 ile degil, farkli politika alanlarindaki farkli politika

araclariyla da desteklenmesi gerekmektedir.

Iklim degisikliginin insanoglunun bugiine kadar karsilastigi en biiyiik piyasa
basarisizligr oldugunu goriisiine paralel olarak, iklim degisikliginin yol agtigi
digsalliklar1 ortadan kaldiracak ve dolayisiyla c¢evresel maliyetleri fiyat
mekanizmasinda igsellestirecek ¢ozliimler aranmaya baglanmistir. Nitekim, lilkeler,
iklim degisikliginden kaynaklanan dissalliklar1 igsellestirirken, ekonomileri igin
maliyetleri en aza indirecek sekilde emisyon azaltma hedeflerini gergeklestirmeyi
amaglamaktadir. Bu noktada, iklim degisikligiyle miicadelede karbon fiyatlandirma
araglar1 6n plana ¢ikmaktadir. Ozellikle son 20 yilda, iklim degisikligi ile miicadelede

karbon fiyatlandirma uygulamalari diinya ¢apinda daha yaygin hale gelmistir.

Karbon fiyatlandirma mekanizmalar1 arasinda en yaygin kullanilan araglar ise
emisyon ticareti sistemleri ve karbon vergileri olarak sayilmaktadir. Bu politikalar
araciligiyla belli bir miktar kamu geliri de elde ederek herhangi bir hedef
belirlemeksizin emisyonlar1 sinirlamak i¢in karbon vergileri tercih edilirken, emisyon
ticareti sistemlerinde ise elde edilecek kamu gelirine iligkin bir Ongodriide
bulunamamakla birlikte spesifik emisyon azaltim hedefleri belirlenmektedir.
Emisyon ticaret sistemleri sisteme tabi olan her tesisin emisyon verilerini izleme gibi
cok kapsamli idari detaylar gerektirdiginden, ulusal biit¢elere ciddi maliyetler
getirmesinden dolayr gelismekte olan {ilkeler, mevcut vergi yapilarini bir dereceye
kadar degistirerek karbon vergisini uygulamayi tercih etmektedirler. Bununla
birlikte, iklim degisikligiyle miicadelede somut eylemlerin hayata gecirilmesinin
aciliyetinden dolay1, gelismekte olan {ilkeler dahi, mevcut karbon vergisi yapilarin
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bir uzantist olarak ya da bu politikalarin ikamesi olarak emisyon ticaret planlarin
planlamaya ya da degerlendirmeye baglamiglardir. Diger bir deyisle, iklim
degisikliginin olumsuz etkileri gittikge arttigindan, politika oncelikleri kamu
gelirlerinin iiretilmesinden ziyade emisyonlarin azaltilmasi yoniinde degismektedir.
Bu nedenle, yakin gelecekte emisyon ticaret sistemlerinin sayisinin artacagini ve
halihazirda uygulanmakta olan programlarin etkinliginin artirilmasini beklemek olasi

goziikkmektedir.

ETS uygulamalarindan 2005 yilinda yiiriirliige giren Avrupa Birligi Emisyon Ticaret
Sistemi (AB ETS), kapsami, ulastig1 boyutlar ve bugiine kadar karsilastigi zorluklar
ve lirettigi ¢oziimler ile tasarim agisindan diger iilke uygulamalarina onciiliik etmistir.
Sistem 31 iilkeyi kapsamakta ve Avrupa Birligi ile izlanda, Lihtenstayn ve Norveg'in
emisyonlarinin yaklasik %45'ini kapsamaktadir. AB ETS, uluslararasi emisyon

ticareti hacminin %75'ini teskil etmektedir.

AB ETS'nin fiyat dalgalanmalarimin iistesinden gelmek ve piyasa istikrarim
stirdiirmek icin bir¢cok zorluk yasadigi gercegi, diger sistemler igin Ogrenilecek
verimli dersler icermektedir. Fiyatlandirma davranislari, kiiresel mali kriz, Avrupa
Bor¢ krizi, sistem dahilinde gerceklestirilen vergi kagake¢iligi ve dolandiricilik
faaliyetleri ile uluslararast iklim degisikligi miizakerelerindeki yetersiz
ilerlemelerden ciddi sekilde etkilenmistir. Emisyon fiyatlarindaki artis, sistemin
kapsamina aldig1 i¢in ek maliyet dogurdugundan, bu fiyat degisikliklerinin diger
makroekonomik degiskenler iizerinde bir etki yaratmasi beklenmektedir. Bu
baglamda, Avrupa Komisyonu tarafindan yiirlirliige konulan diizenlemeler gibi

politika etkilesimleri ile karbon fiyatlar1 kontrol altinda tutulmaya ¢aligilmaktadir.

Yukarida bahsedilen tiim konulara iliskin olarak, bu tezin temel amaci, enerji
piyasalari, borsalar, sanayi sektoriiniin performansi, ekonomik beklentiler ve diger
ilgili degiskenler de dahil olmak lizere AB ETS’de ticarete konu olan emisyon permi
fiyatlar1 (EUA) ile makroekonomik degiskenler ile arasindaki etkilesimlerini

kesfetmektir. Bu sayede piyasanin isleyisinin daha iyi anlagilmasi amaclanmakta,
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boylece AB ETS ve diger ilgili piyasalardaki fiyat gelismeleri ve gostergeler
arasindaki iliskinin agikliga kavusturulmasi hedeflenmektedir. Bunu iligkiyi dogru
bir sekilde ortaya koyabilmek, ETS'in gelecekte nasil daha etkili bir sekilde
kullanilabilecegi ve ETS'yi bir politika araci olarak kullanmay1 planlayan iilkeler i¢in
dersler sunabilecegi hakkinda bir fikir verecektir. Nitekim, bu iliskinin dogru bir
sekilde ortaya konulmasi ve yorumlanmasi, ETS’de yer alan piyasa aktorlerinin de
bu piyasayr daha dogru kullanmalarina ve fiyat hareketlerini dogru bir sekilde

yorumlamalarina yardimei olacaktir.

Bu c¢alismada, kullanilan verilerin &zellikleri nedeniyle ARDL modeli iizerine
calisilmistir. Zira degiskenlerin bazi duragan degilken, bazilar1 ise diizey degerde
duraganlik sergilemektedir. Degiskenler arasinda nedensellik yoniinii bulmak icin,
ARDL yaklagiminda karsilagilan veri setine iligkin ayn1 nedenlerden dolayr Toda-
Yamamoto Granger Nedensellik testi metodolojisi kullanilmistir. Analize tabi tutulan
stire 1 Ocak 2008'de baglayip 31 Aralik 2017'de sona ermektedir. Diger bir deyisle,
analiz AB ETS'nin II. Asamasi ve III. Asamanin ilk 5 yilin1 ele alacak sekilde 120

aylik gozlem igermektedir.

Bu tezin literatiire olan katkisi, Oncelikli olarak bu Paris Anlasmasinin ve
sonrasindaki yillarin etkilerini de géz oniinde bulundurarak AB ETS'nin isleyisini
ortaya koymak ve bu sayede, Paris Anlagsmasinin etkilerinin AB ETS ag¢isindan daha
biitiinsel bir sekilde gosterilmesi amaglanmaktadir. Ayrica, bu tezin literatiire
sundugu bir bagka yenilik de yeni uluslararasi iklim degisikligi rejimin altinda AB
ETS’de etkilesime giren degiskenlerin nedensellik yonlerini gorsellestirmek

olmustur.

Model sonuglarina gore, EUA fiyatlar1 ve degiskenler arasinda hem kisa hem de uzun
vadede bir iligki tespit edilmistir. Bu baglamda, uzun vadede, komiir fiyatlar1 ve
sanayi uretim endeksi, EUA fiyatlarin1 olumlu yonde etkilerken, dogal gaz fiyatlar
ise EUA fiyatlarini ters yonde etkilemektedir. Dogal gaz ve komiir fiyatlarinin tersi

isaretlere sahip olmasi, tesislerin yakit degistirme (fuel-switching) davraniglarinin
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cevresel kaygilar konusunda daha net hale geldigini gostermektedir. Petroliin enerji
iretiminde agirliginin azalmasi ve ayrica dogal gaz fiyatlarinin belirlenmesi
siirecinde petrol fiyatlarina endeksleme yonteminin yerini enerji merkezi (hub) bazl
fiyatlandirmaya birakmasiyla petrol fiyatlarinin EUA fiyatlar tizerindeki etkinligi
azalmis, bu durum neticesinde de g¢aligma kapsaminda petrol fiyatlarinin EUA
fiyatlar tizerinde bir etkisi tespit edilememistir. Ayrica, sanayi iiretim endeksinin
EUA fiyatlarina etki etme konusunda baskin bir rolii oldugu bulgusuna erisilmistir.
Bu bulgu, Avrupa’da sanayi sektoriiniin hala kirli iiretim girdilere bagli oldugunu ve

sanayi liretiminin ¢evreye zararli olarak siirdiiriildiigline isaret etmektedir.

Diger taraftan, kisa vadede, 2 ay once gerceklesen ekonomik beklentilerin ve
EUA'nin bir onceki donemki fiyatlarinin bugilinkii EUA fiyatlarini olumsuz
etkiledigi, bir donem 6nceki hava kosullarina iligkin gosterge niteligi dolayisiyla
modele dahil edilen Avrupa’da binalarin 1sinma ihtiyaci endeksi (HDD) degerlerinin
ise bugiinkii EUA fiyatlarini olumlu yonde etkiledigi tespit edilmistir. Ayrica model
sonuclarina gore, firmalarin ekonomi ile ilgili beklentilerin kotiilestigi donemlerde,
diistik karbonlu iiretim yontemlerine daha az yatirim yapabilecekleri ve bu durumun
komir gibi daha ucuz ve daha kirli girdilerin kullanimini tetikleyebilecegi
goriilmektedir. Yatirim davranislarindaki bu degisikligin de emisyon fiyatlarini
yukar1 dogru itebilecegi ¢ikariminda bulunmak miimkiindiir. Bu siirecin bir sonucu
olarak, emisyon permilerine olan talep artmakta ve bu da emisyon fiyatlarinda yukari
yonlii bir harekete neden olmaktadir. Bir donem 6nceki EUA fiyatlarinin istatistiksel
olarak anlamli olmasi ve giincel fiyatlar etkileyebilmesi ise, fiyat degisikliklerinin
geecmis fiyat hareketlerine iligkin bir hafizas1 olduguna isaret etmektedir. Sonuclara
gore, tesisler EUA fiyatlarinin diigmesini takip eden donemde emisyon permilerine
olan taleplerini de artirmaktadirlar. Ayrica, binalarin 1sitma gereksinimlerinin kisa
vadede EUA fiyatlarini etkiledigi gozlenmektedir. Bu bulgu, Avrupa'daki binalarin
isitilmasinda fosil yakitlarin hala 6nem arz ettigine, dolayisiyla da yenilenebilir
kaynaklarin bu iligkiyi ortadan kaldirmak i¢in yeterli seviyeye ulagmadigini ve fosil

yakitlarin tam ikamesi olarak piyasada yerini almay1 basaramadigini gostermektedir.
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Regresyon sonuglarina gore, tarihi olarak nitelendirilen Paris Anlagmasinin, fiyatlari
olumsuz yonde etkiledigi bulgusuna erisilmistir. Bu beklenmedik bir bulgu olarak
degerlendirilebilir, zira Anlasmanin basaris1 konusundaki iddiali sdylemlerin AB
ETS'de fiyatlar iizerinde bir karsilik bulamadigim1 gostermektedir. Aksine,
piyasalarin, Anlagma'daki bulanik, belirsiz ve tartismali metinlerden olumsuz
etkilendigi goriilmektedir. Acikgasi, 2018 yilina kadar uluslararasi emisyon ticareti
mekanizmasina yonelik kurallar, prosediirler ve yontemler hala tartisiimaktadir. Bu

nedenle, regresyon sonuclar1 ¢ok da sasirtic1 degildir.

Calismada kukla degiskenlerden digeri ise AB ETS’ye yonelik olarak AB
Komisyonu tarafindan gerceklestirilen mevzuat degisikliklerinin etkilerini gostermek
icin kullanilmistir. Bu degisiklikler piyasanin hem arz hem de talep tarafini
etkilemistir. Komisyon; AB ETS’de tespit edilen sahtecilik, vergi kagak¢iligi vb.
faaliyetleri engellemek igin piyasaya giris kurallarin1 ve prosediirlerini yeniden
diizenlemis, sistem dahilinde olusturulan fonlarin kullanimina yonelik esaslari
degistirmis, emisyon permilerinin tahsisatini ve karbon kredilerinin kullanimlarini bu
mevzuat ile diizenlenmistir. Ayrica, degiskenin yorumlanmasinda, 2011 yilinin
Avrupa Borg Krizi'nin Birlik ve ¢evre tlilke ekonomileri tizerindeki etkisini gosterdigi
y1l olmast da g6z oniinde bulundurulmustur. Regresyon sonuglarina goére s6z konusu
kukla degisken, EUA fiyatlarin1 olumsuz yonde etkilemektedir. Bir diger deyisle,
piyasa girisine yoOnelik Onlemlerinin getirilmesi sebebiyle azalan piyasa
oyuncularmin yol actig1 talep kisilmasinin neden oldugu etkinin, karbon kredilerinin
kullanimina iligkin smirlandirmalart yol agtigi arz yonlii etkiden iistiin oldugu

goriilmektedir.

Nedensellik iligkilerinin yonleri incelendiginde, oncelikle hava kosullarinin sadece
dogal gaz fiyatlarin1 etkiledigi goriilmektedir. Bu bulgu; hava kosullarinin
kotiilesmesi durumunda dogal gazin 1sinma agisindan dominant bir kaynak olmasi
sebebiyle, dogal gaz tiiketiminin arttig1 ve bu da fiyatlarda yukar1 yonlii bir harekete

yol agmaktadir seklinde yorumlanabilmektedir.
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Dogal gazin ekonomik duyarlilik gostergesi (ESI) tizerinde bir etkisi varken, bu
durumun komiir i¢in gegerli olmadigi bir diger bulgu olarak one ¢ikmaktadir. Diger
bir deyisle, ekonomik beklentiler komiir fiyatlarindan ziyade dogalgaz fiyatlarimi
dikkate alarak sekillendirilmektedir. Bu tutumun arkasindaki sebep, yatirim
tercihlerinin diisiik karbonlu seceneklere dogru kaymaya bagladigi seklinde
yorumlanabilmektedir. Ayrica komiir ve dogal gaz fiyatlar1 arasinda karsilikli ve
anlamli bir iliski oldugunu vurgulamak gerekmektedir. Zira, komiir fiyatlarinin
ekonomik beklentiler lizerinde higbir roliiniin olmadigini sdylemek miimkiin degildir,

bu iliskinin etkisi dogal gaz fiyatlari izerinden dolayli olarak gozlemlenebilmektedir.

Diger taraftan teoriye uygun sekilde, ekonomik beklentiler, sanayi iiretimi tizerinde
etkiye sahiptir. Bununla birlikte, analiz kapsaminda ele alinan fosil yakitlardan
komiiriin sanayi liretimi iizerinde bir etkisi bulunurken, sanayi {iretiminin yalnizca
dogal gaza dogrudan etkisi bulunmaktadir. Bu beklenmedik bir bulgu olarak 6ne
cikmaktadir. Zira, komiir ve linyitin payinin, elektrik bilesiminde dogal gazdan ve
tiiretilmis gazdan daha yiiksek oldugu ve ayrica elektrik tiikketiminin en biiyiik paymin
sanayi sektoriine ait oldugu diisiiniildiigiinde, sanayi tiretiminin dogrudan kdmiir ve
linyit fiyatlarina yonelmesini beklenmektedir. Bu kapsamda, model sonucunda elde
edilen bulgu, Avrupa’da sanayi iiretim siireclerinin dogal gazi, komiirden daha fazla
kullanmaya dogru kaydigi, seklinde yorumlanabilmektedir. Bu nedenle, yakin
gelecekte EUA fiyatlar ile dogal gaz fiyatlar1 arasindaki etkilesimin artacagini
tahmin etmek miimkiindiir. Buna karsin {liretimin hala kdmiirden etkileniyor olmasi

fosil yakitlara olan bagimliligin siirdiigiinii gostermektedir.

Ote yandan, EUA fiyatlarmin fosil yakit fiyatlari iizerine dogrudan bir etkisi tespit
edilememistir. Bu bulgu, karbon fiyatlandirma politikasinin fosil yakitlarina olan
talebi azaltmak konusunda yetersiz kaldigin1 gostermektedir. Buna karsin, EUA
fiyatlarinin fosil yakitlar {izerinde dolayli etkisi ekonomik beklentiler iizerinden
gorilmektedir. Bu iligskiye gére EUA fiyatlariyla sekillenen ekonomik beklentiler,
sanayi iretimini etkilemekte, {iretim siireci ise dogal gaz ve dogal gaz ilizerinden

komiir iizerinde bir etki yaratmaktadir.
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Tiim bu bulgular 15181nda, EUA fiyatlar ile makroekonomik unsurlar arasinda ¢ok
acik bir iliski oldugunu sdylemek miimkiin goziikkmektedir. Buna karsin, s6z konusu
iliskinin kuvveti, yonii ve anlamlili§1 6nlimiizdeki siirecte degisebilecektir. Nitekim,
AB’nin, iklim degisikligiyle miicadeledeki lider konumu g6z 6niinde bulundurulacak
olursa, gelecekte Birlik ekonomisinin hizla diisiik karbonlu bir yapiya kavusacagini
soylemek miimkiin goziikmektedir. Ayrica, Paris Anlagmasi altinda ele alinan
uluslararasi emisyon ticaret sistemine iliskin kurallarin, prosediirlerin ve rehberlerin
uluslararasi iklim degisikligi miizakerelerinde netlesmesiyle birlikte, diisiik karbonlu
ekonomi yolunda atilacak adimlarin hiz kazanacagin1 sdylemek miimkiindiir. Bu
bakimdan bu tezde incelenen EUA ve makroekonomik unsurlar arasindaki iliskinin
onlimiizdeki stirecte yakindan takip edilmesi, ¢evreci bir ekonominin yapisinin daha

1yl anlagilmasini saglayacaktir.
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