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ABSTRACT

A NEW PAIRWISE COMPARISON SCALE FOR
ANALYTIC HIERARCHY PPROCESS

Yildirim, Bogag Can
MBA, Department of Business Administration
Supervisor: Asst. Prof. Dr. Giilsah Karakaya

Co-Supervisor: Dr. M Sinan Goniil

January 2019, 114 pages

One of the most significant difficulties in daily life or business decision problems is
that they often involve multiple criteria, alternatives and/or stakeholders. Analytic
Hierarchy Process (AHP) is one of the most widely used multi-criteria decision making
tools in such problems. Despite its wide acceptance due to its systematic and simple
procedure, AHP has limitations especially in terms of the numerical comparison scale
used in one of its core steps: Pairwise comparisons. AHP is based on verbal
comparison of alternatives, which are then converted to numerical scores with a one-
to-one mapping between the verbal comparisons and and a numerical scale. The choice
of numerical scale affects one of the most important characteristics of pairwise
comparisons, which is named as “consistency”. This study includes the comparison of
the most widely used numerical pairwise comparison scale (Fundamental Scale) with
other main numerical scales that have been suggested since the first foundation of AHP
(Saaty, 1980). In the comparison procedure, the limitations of Fundamental Scale are

identified, a new scale is proposed considering these limitations, and characteristics of
iv



all numerical pairwise comparison scales are analyzed. These analyses are tested with
extensive simulations. All numerical scales are evaluated on an example decision

making problem. Lastly, the advantages and disadvantages of the numerical scales are
presented.

Keywords: Analytic Hierarchy Process (AHP), Pairwise comparison scale,
Consistency, Simulation
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ANALITIK HIYERARSI SURECI ICIN
YENTI IKiLT KARSILASTIRMA OLCEGI

Yildirim, Bogag Can
Yiiksek Lisans, Isletme Boliimii
Tez Yoneticisi: Dr. Ogr. Uyesi Giilsah Karakaya
Ortak Tez Yoneticisi: Dr. M. Sinan Goniil

Ocak 2019, 114 sayfa

Giinliik hayatta ya da calisma ortaminda karsilagilan karar verme problemlerinde
yasanan en onemli zorluklardan biri, birden fazla Olgiit, segenek ve/veya paydasi
icermeleridir. Bu tarz karar verme problemlerinde siklikla kullanilan ¢ok kriterli karar
verme yontemlerinden biri olan Analitik Hiyerarsi Siireci (AHS), karar vericiler
tarafindan tercih edilmesini saglayan sistematik ve anlasilir yapisina karsin, yontemin
ana uygulamalarindan biri olan ikili karsilastirmalarda en sik kullanilan sayisal 6l¢cek
acilarindan yetersizlikler de icermektedir. AHS, alternatiflerin sdézel olarak
karsilagtirilmas1 ve bu sozel karsilagtirmalarin bir sayisal dlgcege gore sayisal puanlara
cevrilmesi prensibiyle uygulanir. AHS de kullanilan sayisal 6l¢ek ayni zamanda
yontemin “tutarlilik” adi verilen en 6nemli karakterinden biri tizerinde etkilidir.Bu
calisma, AHS de en sik kullanilan sayisal ikili karsilastirma &lgegi olan Temel Olgek
ile AHS nin 6ne siiriiliisiinden beri (Saaty, 1980) 6nerilmis olan diger ana sayisal ikili
karsilastirma Slgeklerinin karsilastirmasini igermektedir. Bu karsilastirmalar sirasinda

oncelikle Temel Olgek’in yetersizlikleri belirtilmis; bu yetersizlikleri giderecegi
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diisiiniilen yeni bir 6lgek Onerilmis; sonrasinda ise biitiin 6lgeklerin genel 6zellikleri
analiz edilmistir. Bu analizler yapilan genis kapsamli simiilasyonlarla test edilmis ve
daha sonra biitiin 6l¢ekler bir 6rnek karar verme uygulamasi iizerinde degerlendirilerek

AHS i¢in fayda ve sakincalar1 yorumlanmistir.

Anahtar Kelimeler: Analitik Hiyerarsi Siireci (AHS), Ikili karsilastirma 6lcegi,

Tutarlilik, Benzetim
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CHAPTER 1

INTRODUCTION

A world with decisions only based on a single criterion would be an easy environment
to overcome decision problems. It would simply be the choice of the alternative, which
provides the best performance on the single decision criterion. For instance, if a
decision maker (DM) were to buy a car considering only its engine capacity, indeed,
he/she would be overlooking many other features of the car, such as its passenger
capacity, comfort, and safety. Conversely, in real life, the decision problems which
require a single decision criterion are very rare compared to those which require
multiple decision criteria. DMs often confront with situations where they need to make
trade-offs, i.e., to stretch some criteria or even waive some of them in order to have
better performance on others. In this regard, humans need to evaluate each decision
criterion considering the other decision criteria in order to decide which alternative fits
best to their expectations, even if an alternative performs the worst with respect to one

(or multiple) criterion.

Management decisions are often complex as they involve multiple objectives (such as
profit maximization, cost minimization) and many decision criteria. In many cases,
there are more than one stakeholder, which makes the decision problems even more
complex as the DM may have to ensure some certain requirements are fulfilled (i.e.
safety requirements by laws, public satisfaction etc.). While “fast and frugal heuristics”
(Gigerenzer, Gerd; Todd, P. M.; The ABC Research Group, 1999) work very well in
some situations, solid analyses based on systematic approaches are more preferable in

managerial decision making.

Having grown as a part of the Operational Research, Multi-Criteria Decision Making
(MCDM) is concerned with providing verbal and/or computational tools to support a

DM while he/she evaluates two or more alternatives with respect to two or more
1



related/unrelated decision criteria. MCDM idea aims to propose an “optimal” or “good
enough” solution to decision problems, as it is nearly impossible to have the best

results in every criteria of the DM.

Numerous MCDM techniques have been proposed by many researchers as systematic
approaches to multi-criteria decision problems. Some of the most well-known

teghniques can be listed as:

e Analytic Hierarchy Process (AHP) (Saaty, 1980)

e The Technique for Order of Preference by Similarity to Ideal Solution
(TOPSIS) (Hwang and Yoon, 1981)

e Preference Ranking Organization Method for Enrichment Evaluation
(PROMETHEE) (Brans, 1982)

e Simple Multi Attribute Rating Technique (SMART) (von Winterfeldt and
Edwards, 1986)

e ELimination Et Choix Traduisant la Realit¢ (ELECTRE) (Roy and Bouyssou,
1993)

e Measuring Attractiveness Through a Categorical-Based Evaluation Technique
(MACBETH) (Bana e Costa et al., 2012)

Although there are many other techniques, none of them can be regarded as the “best”
MCDM technique that is superior to the others in every aspect. Indeed, several studies
(Badri, 2001; Macharis et al., 2004; Pirdashti et al., 2009; Amiri et al., 2009) employ

hybrid use of techniques to provide improved suggestions to DMs.

Among these techniques, AHP attracts attention as it is the first one to systematically
use the concept of “pairwise comparisons”, which was suggested by Fechner (1860),
and developed by Thurstone (1927). According to the concept of pairwise
comparisons, elements constituting the complex decision problem should be compared
in pairs in order not to exceed the cognitive capacity of human mind and obtain invalid
results. Another strength of AHP is that it enables the DM to model complex decision

problems by dividing them in simpler portions, and then, summarizing the results of



these portions to come up with the best alternative based on his/her preferences.
Moreover, AHP does not necessarily require a sophisticated software.

Its strengths led to its widespread use in many real life decision making applications.
Being a widely used method also attracted the attention of the academy and made AHP
one of the most studied MCDM techniques. These studies criticize AHP in various
aspects. Some of them focus on the scale used in pairwise comparisons (Dong et al.,
2008; Franek and Kresta, 2014), while some other studies elaborate on the weight
extraction (Saaty and Hu, 1998; Dijkstra, 2013) and inconsistency measurement (Dodd
et al., 1992; Davoodi, 2009). While some of these studies suggest novel ideas to
improve AHP (Lin et al., 2013), some other studies simply compared and contrasted
what have already been proposed or is being widely used (Ishizaka and Lusti, 2006;
Franek and Kresta, 2014).

This study also reviews the literature, criticizes some parts of AHP, proposes a novel
pairwise comparison scale with better consistency characteristics and introduces new
performance measures, which have not yet been used in any previous research in AHP

literature.

The rest of this study is organized as follows: Chapter 2 provides an overview of the
Analytic Hierarchy Process and its application areas, defines its application procedure,
and explains the fundamental axioms that constitute the basis of AHP methodology.
In the rest of the Chapter 2, the procedure of AHP is elaborated on by detailed
explanation of its main steps, namely “Definition and Hierarchical Representation of
Decision Problem”, “Pairwise Comparisons”, “Weight Derivation”, “Consistency
Measurement”, and “Aggregation of the Local Priorities”. Chapter 3 discusses the
“Limitations of Existing Scales”. In Chapter 4, a new pairwise comparison scale is
proposed in order to overcome the limitations analyzed in Chapter 3. Then, Chapter 5
presents the numerical analyses and simulation results comparing the proposed
pairwise comparison scale and the existing ones with respect to related performance

measures. Chapter 6 compares the scales through a sample decision problem. Finally,



in Chapter 7, the findings of the analyses are discussed details and possible future study

areas with conclusive remarks are presented.



CHAPTER 2

LITERATURE REVIEW

In this chapter, an overview of the Analytic Hierarchy Process (AHP) will be provided
by introducing its application areas, defining its procedure and explaining the main

axioms underlying the whole methodology.

2.1. Overview of Analytic Hierarchy Process and its Application Areas

Analytic Hierarchy Process (AHP) is a multi-criteria decision making (MCDM)
method, originally developed by Thomas L. Saaty (1980). It was developed as a
reaction to the finding that there is a miserable lack of common, easily understood and
easy-to-implement methodology to enable the taking of the complex decisions. Since
then, the simplicity and power of AHP has led to its widespread use across multiple
domains in every part of the world (EI Hefnawy and Mohammed, 2014). AHP has
been used in business, government, social studies, R&D, defense and other domains
involving decisions in which choice, prioritization or forecasting are needed (Bhushan
and Rai, 2004). As indicated in the original study (Saaty, 1980), AHP is a theory of
measurement through pairwise comparisons and relies on the judgements of experts to

derive priority scales.

The importance of AHP comes from its wide applicability to real life problems without
many assumptions and adjustments. Although there are various softwares to apply
AHP, the entire process basically requires only one critical asset: a DM who is
knowledgeable enough in the decision topic so that he/she can accurately compare the
items involved in the decision making problem. Based on several studies (Vaidya and
Kumar, 2006; El Hefnawy and Mohammed, 2014; Russo and Camanho, 2015;
Schmidt et al., 2015) application types of AHP in real-life decision problems include,
but are not limited to:



e Selection of an alternative from a given set of alternatives

e Evaluation and performance measurement of multiple alternatives

e Benefit-cost analysis

e Resource allocation

¢ Planning and development

e Priority determination and ranking of alternatives from the most to the least
desirable

e Forecasting and outcome prediction

Based on the same studies and literature review, some application areas of AHP in
real-life decision problems include, but are not limited to:

e Project management (Al-Harbi, 2001)

e Defense (Cheng, 1997)

e Mining (Ehie and Benjamin, 1993)

e Aerospace (Tavana, 2003)

e Healthcare (Schmidt et al., 2015)

e Environment management (Stirn and Groselj, 2010)
e Property (Safian and Nawawi , 2011)

e Forecasting (Blaira et al., 2002)

e Engineering (Chen and Lin, 2003)

e Location selection (Takamura and Tone, 2003)
e Manufacturing (Abdi and Labib, 2003)

Another advantage of AHP is that it enables post-process evaluation of the DM’s
judgements through numerical analysis. This way, the method checks whether or not

the DM is consistent in his/her pairwise comparisons.



2.2.

Axioms of Analytic Hierarchy Process

Harker and Vargas (1987) note that Saaty (1986) has defined four axioms that

constitute the base of AHP. These axioms are necessary to have a complete

understanding of AHP, with the reasons of its simplicity and related drawbacks:

Axiom 1 — Reciprocal Condition: Although pairwise comparison questions are

asked verbally, AHP is a numerical tool. According to the first axiom, for any
pair of compared elements, the intensity of preference of Elementl over
Element2 is inversely related to the intensity of preference of Element2 over
Elementl. To simply restate, if Elementl is 5 times more preferable than

Element2, then Element2 is 1/5 as desirable as Element1.

Axiom 2 — Homogeneity: Saaty (1986) states that individuals are only capable

of expressing meaningful intensities of preference if the elements are
comparable. According to Saaty (1987), homogeneity is essential as the mind
cannot compare widely disparate elements. Sagir Ozdemir (2005) notes that
pairwise comparisons can be applied successfully to stimuli that are not too
disparate in their magnitudes with respect to the possession of a certain
attribute. The difficulty of comparison increases as the disparity between the
compared elements increase. Saaty and Vargas (2012) exemplify this with the
comparison of an unripe cherry tomato with an oblong water melon in terms of
their volumes. Instead, a clustering of comparable-sized (homogenous) objects
IS proposed in order to create conceivable steps of comparisons. Then, these
comparisons are used to obtain an approximation of the comparison by
multiplication. The example is illustrated by Saaty and Vargas (2012) as shown

in Figure 1.
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34.14
This means that 57 =487.7 unripe cherry tomatoes are equal to the oblong watermelon.

Figure 1 The example used by Saaty and Vargas (2012)

Axiom 3 — Dependence: All sets of elements in the hierarchy should be

compared in terms of the element on their immediately upper hierarchy.
Consider the hierarchy given in Figure 2. For instance, if three different
automobiles are to be compared in terms of trunk size (a sub-criteria under the
“Physical Properties” main criteria), all of them should be compared with each
other in terms of the trunk size, not in terms of another sub-criteria under
“Physical Properties” or the “Physical Properties” itself, which is two levels
above the compared elements (cars) in the hierarchy.

Automobile
Selection

Physical
Properties

| Trunk Size l Color | Fuel ; | Engine Power
Consumption
| Alternative 1 l Alternative 2 | Alternative 3

Figure 2 Exemplary hierarchy for an automobile selection problem

8
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2.3.

Axiom 4 — Expectations: If an exact replica of an alternative is added to the

comparison, the DM should either adjust the criteria by adding another
criterion such as “the number of elements of certain type” or simply do not add
that replica as the preference of A over B is the same for the preference of A’s

replica (A’) over B.

The Procedure of Analytic Hierarchy Process

AHP procedure consists of five main steps:

Definition and hierarchical representation of the decision problem: This step is

basically the determination of the main aim of AHP application and division
of a complex problem into smaller manageable parts, in which, elements
involved in the problem can be compared in pairs.

Pairwise comparisons: Each element involved in the problem are verbally

compared with the other elements in its respective hierarchy level, and these
comparisons are transcribed to numerical values using a one-to-one mapping
between the verbal comparison scale and corresponding numerical scores.
These numerical scores represent the “intensity of preference” of each element
over others.

Weight derivation: Based on the numerical scores obtained in the previous

steps, a special matrix called “Pairwise Comparison Matrix” (PCM) is formed
for all compared elements. Then, these numerical PCMs are evaluated using
specific methods to extract the respective weights of each element within each
PCM.

Consistency measurement: The DM has already responded the verbal pairwise

comparison questions. However, their internal validity (consistency) is not yet
checked. Therefore, in this step, the DM’s consistency in answering the verbal

pairwise comparison questions are checked using the numerical PCMs. If any



inconsistency is detected, then, the DM is asked to revise his/her pairwise
comparisons as he/she might have made a mistake in judgements.

e Aggregation (synthesis) of the local priorities (weights): Weights calculated

using PCMs are only the priorities (local priorities) based on those specific
PCMs. Their contributions to the main aim of AHP application (overall goal),
however, still need to be determined. Here, in this step, previously calculated

local priorities are synthesized to the top level of the hierarchy.

The abovementioned steps will be discussed in details in the upcoming chapters of this

study.

2.3.1. Definition and Hierarchical Representation of a Decision Problem

In multi-criteria decision problems, it is very unlikely, and mostly impossible, to select
an alternative by evaluating all decision criteria and alternatives at once. In line with
Simon (1955), Sagir Ozdemir (2005) notes that there is a limit in our ability to process
information in making comparisons on a large set of elements. Therefore, a systematic
division of the complex decision problem is necessary for a human to properly
understand and process it. In parallel to this point of wiev, the first step in AHP is to
divide a complex problem into manageable portions in order to properly deal with
complexity. This division is made through the hierarchical representation of the

complex decision problem.

According to ElI Hefnawy and Mohammed (2014), hierarchical representation of a

decision problem has two basic advantages:

e It provides an overall view of the complex system of the situation, and
e It helps the DM assess the homogeneity of the issues in each level, so he/she

can compare the items accurately.

Saaty (1994) suggests four main steps do build a proper hierarchical structure for AHP

applications:

10



e Identify the overall goal

e Identify main criteria that must be satisfied to fulfill the overall goal

e If necessary, identify sub-criteria under each criterion

e Add alternatives under the lowest level criteria (the bottom of the hierarchical

structure)

To illustrate the main steps of AHP, the hierarchy in a sample decision problem given
in Isiklar and Biiylik6zkan (2007) will be used. Suppose a person wants to purchase a
new mobile phone and she needs to make her decision between three different

alternatives: Phonel, Phone2, and Phone3.

Based on Saaty’s suggestion, the first step is to determine the overall goal of the
decision problem. Generally, the problem definition involves its own overall goal. In

our example, the overall goal is “Mobile Phone Selection”, as shown in Figure 3.

Level 1

Overall Goal Mobile Phone

Selection

Figure 3 Overall goal of the decision problem

The second step is to define the main criteria. According to Isiklar and Biiyiikozkan
(2007), “Mobile Phone Selection” problem can be divided to two main criteria, namely

“Product Related” and “User Related”, as shown in Figure 4.

Level 1
Overall Goal Maobile Phone
Selection

Level 2

Main Criteri
ain Criteria Product

Related User Related

Figure 4 Main criteria of the decision problem
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At this step, it is necessary to ask whether the main criteria are clear and detailed
enough to make pairwise comparisons. Obviously, there may be many different
product and user related decision criteria, and main criteria definitions are too general
to be properly compared. Thus, it appears that the problem requires further division.
The next step, then, is to determine the sub-criteria related to the product and the user,
respectively. The study divides each main criterion to three sub-criteria, as shown in
Figure 5.

Level1
Overall Goal Mobile Phone
Selection

Level 2

Main Criteria Product

Related

I I

Level 3 ) ) ) )

Sub-Criteria Basic Physical Technical Functionalit Brand Chaice stomey
Requirements Characteristics Features ¥ Excitement

Figure 5 Sub-criteria of the decision problem

User Related

While dividing the problem into smaller parts, it is important not to divide the problem
too much. When people compare items, they focus on the common attributes of those
items and judge based on their differences in common attributes. If the problem is
divided too much that the items do not have common attributes anymore, it becomes
more difficult to compare the items in the same level of hierarchy. Considering our
example, a three-level hierarchy for the overall goal and decision criteria are enough
to represent the problem as detailed and comparable as possible. Thus, the next level
in the hierarchy will be the alternatives, which will be compared during the application
phases of our example. Complete hierarchy is shown in Figure 6. For the sake of
illustrative simplicity, alternatives are shown only under “Basic Requirements” sub-
criteria. However, it should be noted that all three alternatives are under each lowest-
level criterion in AHP decision problems, as they share the lowest-level criteria as a

common attribute.
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Llevel 1
Overall Goal Mobile Phone
Selection

Level 2

Main Criteri
ain Criteria Product

Related

- 1 . - |
Level 3
Sub-Criteria .
ub-Lniten Basic Physical Technical S e Customer
Requirements Characteristics Features & Excitement
2 4 s @ .

Level 4

User Related

Alternatives

U Phone 1 J Phone 2 J Phone 3 'YY

Figure 6 Complete decision hierarchy the “Mobile Phone Selection” problem

2.3.2. Pairwise Comparisons

The second step in AHP is the comparison of the criteria and alternatives within their
hierarchy group at the same level of the hierarchy. Several studies (Alonso and
Lamata, 2006; Dong et al., 2008) indicate that the concept of pairwise comparison
originates from psychological study conducted by Fechner (1860), and developed by
Thurstone (1927). According to a recent study (Fashoto et al., 2016), the pairwise
comparison technique is commonly used to handle subjective and objective
judgements in multi-criteria decision making. Sagir Ozdemir (2005) argues that
humans are not sufficiently sensitive to make accurate changes in judgements on
several elements simultaneously. Another study (EI Hefnawy and Mohammed, 2014)
suggests that the pairwise comparison process is strongly recommended by
psychologists, as it is easier and more accurate to express opinion on only two

alternatives than to do it simultaneously on all the alternatives.

Since the first invention of AHP by Saaty (1980), pairwise comparison scale has been
one of the most widely discussed topics. AHP method suggests that DM verbally
compares two elements at once, which share a common parent in the hierarchy. These
verbal comparisons are converted to numerical values based on a one-to-one mapping
between the set of discrete linguistic choices available to the DM and a discrete set of
numbers, which represent the importance, or weight, of the previous linguistic choices

(Triantaphyllou and Mann, 1995). The most commonly used one-to-one mapping is
13



Fundamental Scale (or as known as 1-9 Linear Scale) of Saaty (Franek and Kresta,
2014), which is given in Table 1.

Table 1 Pairwise comparison scale based on Saaty's Fundamental Scale

Intensity of Definition Explanation
Importance
1 Equal importance Two activities _cor)tribute
equally to the objective
2 Weak or slight

Experience and judgement
3 Moderate importance slightly favor one activity
over another

4 Moderate plus

Experience and judgement
5 Strong importance strongly favor one activity
over another

6 Strong plus
An activity is favored very
7 Very strong or demonstrated strongly over another; its
importance dominance demonstrated in
practice
8 Very, very strong
The evidence favoring one
9 Extreme importance activity over another is of

the highest possible order
of affirmation

If activity i has one of the above non-
zero numbers assigned to it when
compared with activity j, then j has|A reasonable assumption
the reciprocal value when compared
with i

Sources: Triantaphyllou and Mann (1995), Goepel (2018)

Reciprocals of
above

The mapping between the verbal and numerical scales is used for the purpose of
recording each pairwise comparison between the elements. Once two elements are
compared using the verbal scale, the verbal comparison is translated using the

abovementioned one-to-one mapping to obtain a numerical score. The score for each
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comparison is noted on a special matrix called “Pairwise Comparison Matrix” or

“Positive Reciprocal Matrix™ as in Saaty (1980).

Recall the example given in “Definition and Hierarchical Representation of Decision
Problem” section of this study. The DM’s evaluation criteria at level 2 are divided into
two main groups: ‘“Product Related” and “User Related”. These main groups are
further divided into sub-criteria at level 3 of the decision hierarchy. At the last level,
level 4, alternatives are listed for each sub-criterion. In our example in this section,
only “Product Related” criterion is used. Based on these criteria, unevaluated pairwise

comparison matrix is formed as in Table 2.

Table 2 Empty pairwise comparison matrix for the sample decision problem

Product Related Basic Physical Technical
Criteria Requirements | Characteristics |Features

Basic Requirements

Physical
Characteristics

Technical Features

The DM compares the row elements (i) with column elements (j), assesses verbally
the importance of the row element (i) with respect to the column element (j). Then,
these verbal comparisons are translated to numerical scores, using a pairwise

comparison scale. Saaty’s Fundamental Scale is used in this illustrative example.

Once comparison step is carried out, pairwise comparison matrix is filled with the

respective numerical scores (a;;). As all elements are equally important compared to
themselves, it becomes q; ; = 1 for all “i=j”, which means all numerical elements on

the main diagonal of the pairwise comparison matrix is “1” (see Table 3). The DM

does not need to make comparisons for these elements.
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Table 3 Main diagonal elements of the pairwise comparison matrix

Product Related Basic Physical Technical
Criteria Requirements | Characteristics |Features
Basic Requirements 1

Physical 1

Characteristics

Technical Features 1

Remaining elements, where i#j, are compared by the DM. Suppose the DM compares
cost and quality, resulting in a verbal statement of “Cost has very strong importance
compared to comfort.”. From the mapping in Table 1, it is retrieved that the

corresponding score is “7” for a;,. The reciprocity axiom of AHP dictates “a;; =
1/ajl.” for all 1, j. Therefore, it is obvious that “a,; = 1/7”. Necessary entries yield the

comparison matrix in Table 4.

Table 4 Reciprocal scores of compared elements

Product Related Basic Physical Technical
Criteria Requirements | Characteristics |Features
Basic Requirements 1 7

Physical 1 1

Characteristics

Technical Features 1

Similarly, suppose the DM evaluated that “basic requirements are more important than
technical features” and “technical features are more important than physical
characteristics”. Converting the verbal judgements to numerical scores yields the

complete pairwise comparison matrix as in Table 5. It should be noted that it is enough
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for the DM to make the comparisons required to fill the upper triangle of the pairwise
comparison matrix, as the other scores can be determined using the reciprocity axiom.
Another point to note is that the upper triangle does not necessarily have to involve
elements greater than or equal to “1”. Recall that the DM judged that “safety is more

important than comfort”. Again, the reciprocity axiom dictates that if safety is more

Technical Features

important than comfort, that is “as, = = 37, then “a,3; =

Physical Characteristics

Physical Characteristics _ 1

2

Technical Features 3

Table 5 Complete pairwise comparison matrix

Product Related Basic Physical Technical
Criteria Requirements | Characteristics |Features
Basic Requirements 1 7 3
Physical 1 1
. - 1 -
Characteristics 7
. 1
Technical Features 3 3 1

Fundamental Scale was founded based on the psychophysical law of Weber-Fechner,
and Saaty indicates that it was derived mathematically from stimulus response theory
(Saaty, 1996). Saaty (1980; 1996) tested the 1-9 scale, and about twenty other scales
to choose a suitable ratio scale for the pairwise comparisons in AHP. Based on their
testing results, the 1-9 scale was accepted by AHP. Since then the 1-9 scale has become
the most widely used ratio scale in AHP (Zhang et al., 2009).

However, the ratio scale used for pairwise comparisons is one of the most controversial
areas in AHP literature. The values defined on a numerical scale are used to represent
the relative importance between two compared objects in terms of a ratio (Ji and Jiang,
2003). Considering the fact that the scale used in AHP has a significant effect on the
outcome of the process, the issue on numerical comparison scales has drawn the

attention of the researchers. Despite being the most widely used ratio scale for quite a
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long time, Saaty’s Fundamental Scale has been criticized by researchers in many
studies (see Table 6). Dodd et al. (1992) point out that the simplicity of the scoring
method and the coarseness of the scale are inseparable in Saaty's method. Although
the verbal comparison scale has not been a concern of the literature, several numerical

scales have been proposed as an alternative for Saaty’s Fundamental Scale (Table 6).

Table 6 Pairwise comparison scales

Scale Mathematical Description | Parameters (x) Approximate Scale Values
Linear (Saaty, 1;2;3;4;
1977) X 12,...9} 5;6;7:8;9
Power (Harker 0.4 e,
and Vargas, x? {1,2,..,9} 2644%1622851
1987) ; 49; 64;
Root Square

1.\/5.@.2.
(Harker and Vx {1,2,..,9} SR
Vargas, 1987) V5, V6;V7,V8; 3
Geometric

1;2;4;8;16;
(Lootsma, 2%t {1,2,..,9} . 64.128. ¢
1089) 32;64;128; 256
zrl\‘/‘l’grse L'”;:(; 9 (1.2,..9) 1;1.13;1.29; 1.5;
Zheng, 1991) (10 — x) 1.8;2.25;3;4.5;9
Asymptotical
(Dodd  and - V3(x —1) (12,..9) 0; 0.12; 0.24; 0.36;
Donegan, an 14 o 0.46;0.55; 0.63; 0.7; 0.76
1994)
Balanced
(Salo and x 1;1.22;1.5;1.86;
Héamaéldinen, 1-x) {0.5,0.55, ...,0.9} 2.33;4;5.67;9
1997)
Logarithmic . .2.9 9. .
(Ishizaka et log,(x + 1) 12,..,9 BB n2LL
al., 2010) O 20202

Source: Franek and Kresta (2014)

According to Franek and Kresta (Franek and Kresta, 2014), AHP needs ratio scales
due to its pairwise comparison characteristics. It is claimed in several studies (Stevens,
1957; Stevens and Galanter, 1964) that ratio scales are appropriate means to elicit
response stimuli. Harker and Vargas (1987) note that any ratio scale could be used in
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AHP and the choice of a scale such as Saaty’s Fundamental Scale is a result of

experimental evidence.

The main motivation behind Saaty’s Fundamental Scale is the aim to ensure that the
scale does not exceed the capacity of the short- term memory and uses simple integer
values (Ji and Jiang, 2003). Mazurek and Perzina (2017) emphasize that according to
Miller (1956), a human brain is capable of processing only up to 7 pieces (chunks) of
information at the same time. Therefore, they conclude that inconsistency increases
with the increasing number of judgements. According to Saaty and Sagir Ozdemir
(2003) the number of compared elements should not be more than 7, for the
consideration of consistency of the information derived from the pairwise comparison
matrix. Saaty (2001), on the other hand, states that the upper limit of the scale should
not be greater than 9, for homogeneity axiom and consistency. Therefore, Saaty
preferred a 9-point scale that has an upper limit of 9. For the sake of simplicity of
understanding and application, in fact, there is no reason not to accept a linear 9-point

numerical scale from 1 to 9.

The study conducted by Harker and Vargas (1987) has investigated a quadratic and a
root square scale using a simple AHP example, and supported Saaty’s Fundamental
Scale. Yet, it has been criticized by Franek and Kresta (2014) that only one example
is not enough to claim the superiority of Fundamental Scale. Another important critic
on Fundamental Scale is that the scale has been supported by Saaty’s empirical

evidence, but it is not a transitive scale (Dong et al., 2008).

Lootsma (1989) argued that it is more convenient to use a geometric scale instead of
Fundamental Scale. Lootsma’s Geometric Scale rooted from psychological
observations about stimulus perception and his conclusion from related studies
(Lootsma, 1993; 1999) that “human beings follow exponential scales when they
categorize an interval such as ranges of time, sound, and light intensities”. That is to
say, Lootsma’s Geometric scale is founded based on assumptions or external

observations.
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Ma and Zheng (1991) criticized the linear characteristic of Fundamental Scale for
numerical values between 1 and 9. They suggested a scale called “Inverse Linear
Scale”, where the reciprocal elements (elements less than 1) of the scale are linear
instead of the elements greater than “1” in Fundamental Scale. The basic consideration
is to make the numerical values matched with the corresponding verbal expressions.

This leads to the fact that the relation between 1/a;; is linear rather than a;; in

Fundamental Scale.

Dodd et al. (1992) criticized Saaty’s Fundamental Scale remarking that the scale
suffers from vagueness of definition and it is not closed under multiplication (boundary
problem). Dodd and Donegan (1994) have proposed an asymptotic scale with the main
motivation to avoid the boundary problem of Fundamental Scale. Asymptotic scale
can approximately linearize Fundamental Scale in the neighborhood of 1, while further
exponential mapping ensures that positive reciprocity holds for each value on the scale.
Reciprocals (1/a;;) of the scale members (a;;) are greater than 1 for Asymptotic Scale,
which implies a reversed comparison score characteristic (i.e., a verbally better
alternative gets a lower score). This scale has not been included in our simulations as
the reverse comparison score characteristic tends to amplify the inconsistency

measured by the simulations.

According to Salo and Hamaéldinen (1997), discretized ratio scales such as the 1-9 scale
of AHP can be very helpful in preference elicitation; yet, they are problematic as they
severely restrict the range and distribution of possible priority vectors. They point out
that the integers on Fundamental Scale yield local weights, which are unequally
dispersed. Therefore, they claim that elements preferentially close to each other lack
sensitivity in pairwise comparison. Based on this approach, they proposed a “Balanced
Scale” where the local weights are “evenly dispersed” over the weight range of 0.1-

0.9, with an increment of 0.05 for each incremental step.

Ishizaka, Balkenborg and Kaplan (2010) emphasized that decision making scales in
AHP should not tend to recommend extremes which are good in only one dimension.

According to them, decision making is almost always making compromises.
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Therefore, they suggested another pairwise comparison scale, Logarithmic Scale,
which they claim offers more possibilities for the compromise alternative to be

selected.

For all abovementioned scales, the linguistic expression of pairwise comparison

judgements is kept as in Saaty’s original setup (Saaty, 1977).

2.3.3. Weight Derivation

Once all required pairwise comparisons are made and pairwise comparison matrices
with numerical ratio scores are generated, the respective importance of all compared
elements need to be extracted. Just as pairwise comparison scales, weight (priority,
importance) derivation methods have been one of the main discussion topics in AHP
literature (Triantaphyllou and Mann, 1995).

Although numerous different methods have been suggested by researchers, according
to Mazurek and Perzina (2017), weights of all elements (criteria and alternatives) are
usually determined by Saaty’s eigenvalue method (EVM) as the principal right
eigenvector of the respective pairwise comparison matrix. Similarly, another study (El
Hefnawy and Mohammed, 2014) strongly notes that the EVM is the most used method
to derive weights in the vast majority of the applications of AHP. Another method,
“Mean of Normalized Values” (or Rule of Thumb), is frequently used to approximate
the EVM in many practical applications, as it is more practical than EVM and
approximates well the overall weights in low inconsistency pairwise comparison
matrices (Mu and Pereyra-Rojas, 2017). Therefore, for the sake of simplicity, Mean of
Normalized Values (MNV) is used to illustrate how weights are derived in AHP in our
example. The concept of “Consistency” will be discussed in details in “Consistency

Measurement” section of this study.

Recall the “Mobile Phone Selection” example. The DM has a 4-level hierarchy. In
AHP, each element is compared with the other elements that share the same immediate
upper hierarchy element. That is, for our example, “Basic Requirements”, “Physical

Characteristics”, and “Technical Features” are compared with each other as they all
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are immediately under “Product Related” criteria. Similarly, for the “User Related”
criteria, “Functionality”, “Brand Choice”, and “Customer Excitement” are compared
with each other. Once all elements at the same hierarchy level are grouped based on
their upper hierarchy and compared as exemplified in “Pairwise Comparisons” section,

elements on another level of hierarchy are compared with the same process.

Although there is no strict rule to compare hierarchy levels from top to bottom or from
bottom to top, such a systematic approach may be cognitively easier for the DM for
comparisons. In parallel to this, we start with comparing the topmost elements and go

down in the hierarchy.

The topmost comparable elements in the hierarchy are “Product Related” and “User
Related” criteria. Suppose the DM has provided the decision analyst with the pairwise

comparison matrix in Table 7.

Table 7 Level-2 Pairwise comparison matrix

Mobile Phone Selection Product Related Criteria |User Related Criteria

1
2
1

Product Related Criteria 1

User Related Criteria 2

MNYV method starts with summing the numerical scores in each column of the pairwise
comparison matrix. Respective column sums are noted under each row, as shown in
Table 8.

Table 8 Level-2 Pairwise comparison matrix - Column summation

Mobile Phone Selection Product Related Criteria |User Related Criteria

L. 1

Product Related Criteria 1 >
User Related Criteria 2 1
3

Column Sums 3 2
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Then, each column is normalized to sum up to “1” by dividing each element by the
respective column sum, calculated in Table 8. Normalized pairwise comparison matrix

is generated as shown in Table 9.

Table 9 Level-2 Pairwise comparison matrix - Column normalization

Mobile Phone Product Related User Related
Selection Criteria Criteria
Product Related 1
Criteria 3 3
. 2 2
User Related Criteria — —
3 3
Column Sums 1 1

The last step to calculate weights is to average the numerical scores in each row. This
step is simply carried out by summing all normalized numerical scores for each row

and dividing the sum by the number of columns, as shown in Table 10.

Table 10 Level-2 Pairwise comparison matrix - Row averaging

Mobile Phone Product Related |User Related
) o o Row Means
Selection Criteria Criteria
Product Related (% + %) 1
Criteria 3 3 2 - 3
2 2
— + p—
User Related Criteria E E (3 3) = E
3 3 2 3

Based on the calculations in Table 10, it can be concluded that “Product Related

Criteria” and “User Related Criteria” have weights of approximately 0.333 and 0.666,
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respectively. This concludes the weight calculation step for the level-2 elements in the
hierarchy. The next step is to calculate the weights in the remaining hierarchies. For
the sake of simplicity, weights are calculated for the remaining pairwise comparisons

and only the final weights are shown in Table 11.

Table 11 Calculated weights for level-3 of the hierarchy

Product Related Criteria | Weights | User Related Criteria | Weights

Basic Requirements 0.669 Functionality 0.633
Physical Characteristics | 0.088 Brand Choice 0.260
Technical Features 0.243 Customer Excitement | 0.106

So far, comparative weights of elements at each hierarchy level are calculated based
on the criteria in their immediately upper hierarchy, named as the “parent criterion”
(Schmidt et al., 2015). Yet, these weights are calculated only locally, as they represent
how much they affect their parent criterion. Therefore, these weights are named as
“local weights”. Contribution of each criterion to the main goal of “Mobile Phone

Selection” is still unknown.

As described by Saaty (1987), weights (priorities) are synthesized from level-2 down
by multiplying local priorities by the priority of their corresponding parent criterion,
for each element in a level according to the criteria it affects. This multiplication yields
the overall contribution (global weight) of that criterion. Recall Figure 5. Previously
calculated local weights of each criterion are shown in Figure 7. Note that the local

weight of “Mobile Phone Selection” is “1.000” as it 1s the main goal itself.
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Figure 7 Local weights of each criterion in the hierarchy

Based on Figure 7, the global weight of “Basic Requirements” is calculated as follows:
WBasic Requirements — 0.669 * 0.333 = 0.223

Carrying out the same operation for all lowest level criteria yields the global criteria
weights in Table 12.

Table 12 Global criteria weights

Product Related Criteria | Weights | User Related Criteria | Weights

Basic Requirements 0.223 Functionality 0.422
Physical Characteristics | 0.029 Brand Choice 0.173
Technical Features 0.081 Customer Excitement | 0.072

As the lowest-level criteria’s contribution to the main goal (global weights) are
calculated, the only remaining operation for the decision is obtaining the overall score
of each alternative. Similar to the previous application, all alternatives are compared
in pairs with respect to each lowest-level sub-criteria. That is, Phonel, Phone2, and
Phone3 are compared on their performances in “Basic Requirements”, “Physical
Characteristics”, “Technical Features”, “Functionality”, “Brand Choice”, and

“Customer Excitement”. These comparisons generate 6 more pairwise comparison

25



matrices, and thus, 6 sets of local weights (scores) for 3 alternatives. Then, the local
weights (scores) of each alternative is multiplied with its respective global weight and
summed up to obtain the final score of the alternative. Suppose 6 pairwise comparisons
resulted in the respective performances of the alternatives in each criterion as shown
in Table 13.

Table 13 Local weights of alternatives in each lowest-level sub-criterion

Mobile Phone Selection \(/:Vrelg[gﬁton g?grneel gsgrr;eZ gsgrr;eB
Basic Requirements 0.223 0.581 | 0.309 | 0.110
Physical Characteristics | 0.029 0.315 | 0.602 | 0.082
Technical Features 0.081 0.089 | 0.324 | 0.587
Functionality 0.422 0.557 | 0.123 | 0.320
Brand Choice 0.173 0.416 | 0.126 | 0.458
Customer Excitement 0.072 0.174 | 0.723 | 0.103
Total 1.000 0.465 | 0.238 | 0.296

These results show that Phonel is better than Phone2 and Phone3, considering the
given pairwise comparisons. Although AHP suggests the best alternative based on the

calculations, it is still up to the DM to make the decision.

As previously mentioned, EVM is the most widely used local weight determination
method. Yet, the choice of weight determination method has been the topic of many
debates, which contributed various approaches from different researchers. A study
notes that (Srdjevic, 2005) EVM is the most common means of calculating the weights
from PCMs, while some other methods (additive normalization, weighted least-
squares, logarithmic least-squares, logarithmic goal programming, and fuzzy

preference programming methods) also yield comparable results.

El Hafnawy and Mohammed (2014) classify weight derivation methods, mainly in two
categories as shown in Figure 8. The study of El Hafnawy and Mohammed (2014)
investigates the weight derivation methods, which are used at least in one AHP

application.
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Figure 8 General classification of weight derivation methods

Taking a closer look in the wide AHP literature, on the other hand, it is observed that
majority of the studies involve the derivation methods grouped under “Eigenvalue
Methods” and “Methods of Least Squares”. Based on the study of Ishizaka and Lusti

(2006), these two groups of methods are further divided as shown in Figure 9.

Eigenvalue
Methods

Methods of Least

Squares
The Principal Right The Modified T'L‘:a;‘;g:‘:r;”f The Logartihmic
Eigenvalue Eigenvalue (Geometric Mean) Values

The Principal Left
Eigenvalue

The Weighted

The Least Squares Least Squares

Figure 9 Classification of the frequently used weight derivation methods

Among these methods, it is noted that many studies focus on comparing EVM and

LLSM. In a comparative study (Dong et al., 2008), it is stated that EVM and LLSM
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are the most commonly used weight derivation method. EVM is supported by several
studies (Saaty, 1990, 2003, 2005; Kumar and Ganesh, 1996; Saaty and Hu, 1998),
while LLSM is regarded as a better method by several other studies (Crawford and
Williams, 1985; Takeda et al., 1987; Zahedi, 1986; Barzilai and Golany, 1997).
Additionally, Herman and Koczkodaj (1995) emphasize that there is only a small
difference between EVM and LLSM.

EVM and LLSM are described in the following sections.

2.3.3.1. Eigenvalue Method (EVM)

The Eigenvalue Method (EVM) is proposed by Saaty (1977; 1980) to derive local
weights in AHP. Based on the EVM, weights are derived from pairwise comparison
matrices based on the maximum principal (right) eigenvalue of a pairwise comparison
matrix. Suppose matrix A is an (nxn) pairwise comparison matrix, and 7 is its
(nx 1) eigenvector corresponding to the maximum right eigenvalue of matrix A.
Matrix algebra dictates that the following equation is valid, where “m” is a real

number:

After the weight vector p is calculated, the elements are normalized by dividing each
element by the sum of all elements of vector p. This operation makes sure that the
weights sum up to 1. Saaty claims that the corresponding weights are the normalized
elements in the vector p. He justifies the method based on the perturbation theory,
according to which, slight changes in pairwise comparison matrices result in slight

changes in the eigenvalues and corresponding eigenvectors.

Two years after the publication of Saaty’s study (1977), Johnson, Beine and Wang
(Johnson et al., 1979) criticized the EVM method as the right and left eigenvectors do
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not necessarily give the same result. This criticism lead to the suggestion of numerous
weight derivation methods as an alternative to the EVM.

Despite its widespread use in real-life applications, Saaty’s original approach of
Eigenvalue Method (EVM) has some drawbacks and these drawbacks have been
discussed by many authors in numerous studies. Some of these studies suggest partial
solutions to what they criticized. Still, it is strongly noted by El Hefnawy and
Mohammed (2014) that the EVM is the most used method by majority of applications.

2.3.3.2. Logarithmic Least Squares Method (LLSM)

The Logarithmic Least Squares Method (LLSM) is also known as Row Geometric
Mean Method (RGMM). This approach is relatively simpler than the EVM. Vector of
weights w is derived by obtaining row or column geometric means of the elements,

where a;; is the element on the i row and j" column of the (nxn) pairwise

comparison matrix A Weight derivation using the LLSM is as follows:

N
Il
l
=!
Il

After the weight vector w is calculated, the elements are normalized by dividing each
element by the sum of all elements of vector w.. This operation makes sure that the
weights sum up to 1, as in the EVM. Although the method takes the row geometric
means, column geometric means give the same result. Therefore, LLSM is regarded

“insensitive” to the inversion of scale (Ishizaka and Lusti, 2006).
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It is noted in several studies (Aguaron and Moreno-Jiménez, 2003; Alonso and
Lamata, 2006) that there has been a significant increase in the use of LLSM as a weight
derivation method in AHP. This increase can be attributed to its psychological and
mathematical attributes (Aguaron and Moreno-Jiménez, 2003) as well as being more

easily applicable compared to the other methods (Ishizaka and Lusti, 2006). An

interesting fact is that the maximum left eigenvector of matrix Ais approximated by

taking the geometric mean of each row (Triantaphyllou and Mann, 1995).

Despite the heated debate on which method is better, there is still no agreement on a
single weight derivation method for pairwise comparison matrices. According to
researchers, each method has its advantages and disadvantages (EI Hefnawy and
Mohammed, 2014), and there is no superior method to another (Ishizaka and Lusti,
2006). Therefore, it is suggested that the weight derivation method should be chosen
based on the application and other criteria like “easiness of use” should be considered

during the method selection process.

2.3.4. Consistency Measurement

A consistent matrix is defined as a matrix, for which, each numerical pairwise
comparison score between i and j is equal to the ratio of the final weights of the
corresponding two elements, i and j. That is, for each numerical pairwise comparison

score a;; in the pairwise comparison matrix equals to

where w; and w; are the final weights of the elements denoted on the i"" and the jt"

rows of the pairwise comparison matrix, respectively.

By its nature, AHP is a human centered decision analysis tool. AHP requires subjective

judgements, which takes into account the personal tastes, needs, experience,
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perception, specific knowledge and even the temporary mood of the DM. Considering
the fact that the human mind is not a flawless measurement device and the
abovementioned subjective items may vary with time, checking consistency is very
important for the validity of the judgements. (EI Hefnawy and Mohammed, 2014). As
emphasized in Sagir Ozdemir’s study (2005), although consistency of judgements may
not be sufficient alone for the validity, a valid set of judgements must be consistent.

For a consistent matrix, it is obvious that only a complete row (or column) of pairwise
comparisons is enough, since the other scores can be simply deduced from the ratios
of available numerical comparison scores. Making all possible pairwise comparisons,
on the other hand, brings redundancy in the information provided. Still, redundancy is
regarded as a necessity to improve the validity of the outcome, particularly in the cases,
which involve intangibles (Sagir Ozdemir, 2005).

By its definition, consistency in AHP requires complete transitivity in the pairwise

comparison matrix. Saaty and Hu (1998) mention two kinds of transitivity:

e Ordinal Transitivity: If A is preferred to B and B to C, then A must be preferred
to C.
e Cardinal Transitivity: If A is preferred to B three times and B to C twice, then

A must be preferred to C six times.

Based on the consistency definition of AHP, a pairwise comparison matrix must be
cardinally transitive, and therefore ordinally transitive, to be consistent. According to
Saaty (2003), people are more likely to be cardinally inconsistent than cardinally
consistent, as they cannot estimate precisely measurement values even from a known
scale and worse when they deal with intangibles. As DMs are rarely fully consistent
in their judgements, Saaty (1980) proposed the consistency index (CI) and the
consistency ratio (CR) as a measure of the consistency of judgements. Cl is defined by

Saaty as:

Clzlmax_n
n—1
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where n is the dimension of (n x n) pairwise comparison matrix and A,,,, is the
largest eigenvalue of this particular pairwise comparison matrix. Saaty and Vargas
(2012) note that “A,,,,, = n”” when the pairwise comparison matrix is consistent, i.e.
all elements in the matrix are cardinally transitive. Under “A,,,, = n” condition, the
numerator of the CI equation becomes 0, which means perfect consistency. It is stated
in the study of Alonso and Lamata (2006) that small changes in a numerical pairwise

comparison judgement a;; imply small changes in 4,,4,, which makes the difference

between A,,,, and n a good measure of consistency.

In addition to Cl, Saaty suggested a normalization to the consistency measurement
process, as the difference between 4,,,, and n tends to increase with the increasing
matrix dimension. In order to normalize CI, Saaty suggested the CR, which measures

the uniformity of a DM’s answers as follows:

Cl

CR =—
RI

where RI is the random index, i.e. the average CI of the randomly filled PCMs. The
main idea is that the CR is a normalized value since it is divided by an arithmetic mean
of random matrix Cls (Alonso and Lamata, 2006). This way, Saaty enabled the
normalization of the inconsistency of a pairwise comparison matrix with respect to an

average inconsistency obtained from the random matrices of the same dimension.

Alonso and Lamata (2006) studied random index topic in detail and prepared a table
of the RI values obtained in various main studies. The procedure is quite simple and

consists of the following three steps:

e Random matrix generation (Saaty’s Fundamental Scale, uniform distribution)
e Calculation of corresponding CI for each matrix

e Calculation of the mean of Cl values for each matrix size

The number of randomly generated matrices and the RI values obtained for each

matrix dimension are shown in Table 14.
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Based on the RI values calculated by various authors, it can be concluded that the
values vary between different experiments. However, at higher numbers of randomly
generated matrices, it is observed that Rl values converge to some certain values.
Additionally, it should be noted that these values are only valid for Saaty’s
Fundamental Scale. Therefore, if any other scale is to be used, RI values should be
calculated in the same way. Salo and Haméldinen (1997) emphasize that the CR is a
meaningful measure only if the same scale has been employed both in the assessment
of the actual comparison matrix and in the generation of the random matrices to

calculate RI.

In Saaty’s consistency measure based on the eigenvalue approach, the closer CR to 0
the more consistent the judgements of the DM. However, as people are seldom fully
consistent in their judgements, a cut-off point is required to separate consistent and
inconsistent pairwise comparison matrices, such that beyond this particular cut-off
point the pairwise comparison matrix is regarded as inconsistent. The most commonly
used cut-off point is the one proposed by Saaty (1980). According to Saaty, small
values of inconsistency may be tolerated. Particularly, if CR is less than 10% (0.1),
inconsistencies are tolerable. If the CR exceeds this threshold, then the matrix is
deemed unacceptably inconsistent. As consistency is necessary for a pairwise
comparison matrix to be valid, in case of an unacceptable inconsistency, the DM is
advised to revise the pairwise comparison matrix. This step is repeated until the DM
provides an acceptably consistent matrix or is certain that no more revisions can be
made. Later in another study, Saaty (1996) proposed 5% and 8% as thresholds for 3x3

and 4x4 matrices respectively, while keeping it 10% for larger matrices.

According to Dodd et al. (1992), this 10% threshold was clearly intended to be only a
tentative measure. Yet, it is surprising that this tentative measure has been widely
accepted without much questioning. In the following years, several other methods have
been proposed for consistency measurement. One of the most well-known approaches
is the geometric consistency index (GCI) proposed by Crawford and Williams (1985),

who preferred to sum the difference between the ratio of calculated weights and the
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pairwise comparison matrix provided by the DM. GCI proposed by Crawford and
Williams (1985) is formulated as:

2
W.
2%icj (log a;j — log W;)

Ger= (n—1)(n-2)

Based on this formulation of GCI, Aguarén and Moreno-Jiménez (2003) calculated
geometric thresholds which are analogous to CR=10%. They calculated GCI values
as:

e GCI=0.3147 for n=3
e GCI=0.3526 for n=4
e GCI=0.3700 for n>4

Another formulation of GCI has been proposed by other studies (Salo and Hdmaildinen,
1997; Ji and Jiang, 2003), which is moderately different than the previous GCI

formula:

vy Tz (aij — log %)
GCI = ]
nn—1)
2

In another study (Dodd et al., 1992), a statistical approach to consistency has been
suggested as an alternative to this tentative threshold. This statistical approach employs
confidence intervals to determine if a matrix is consistent, based on normal distribution
of the ClI values of randomly generated pairwise comparison matrices. The CI values
of the pairwise comparison matrix is compared to the tolerance threshold (95%, 99%
or 99.9%) selected by the DM. Then the pairwise comparison matrix is accepted if it
has a lower ClI than required, and rejected otherwise.

An important and influential question is raised by the literature: Why tolerate 10%
inconsistency? Can there be another cut-off point based on the accuracy need of the

problem at hand? This question is partially answered by a different approach (Alonso
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and Lamata, 2006), which proposed a formulation for A4,,,, with an adaptive
consistency coefficient a that is determined by the DM based on the level of
consistency needed. According to this formulation, matrices ensuring the following
condition are acceptably consistent:

Anax <1+ a(1.7699n — 4.3513)
Other methods can be listed as:

e Consistency check based on the determinant of the pairwise comparison matrix
(Pelaez and Lamata, 2003)

e Accepting/rejecting the pairwise comparison matrix based on the average
principal eigenvalues (Alonso and Lamata, 2006)

e Harmonic consistency index (HCI) based on additive normalization method
(Stein and Mizzi, 2007)

It can be deduced from the literature review that the consistency and
accepting/rejecting matrices topics are highly debated in AHP literature. Lane and
Verdini (1989) state that Saaty’s 10% threshold is too restrictive as the standard
deviation of the CI values of randomly generated matrices are small. Another study
(Murphy, 1993) shows that Saaty’s Fundamental Scale gives results which are beyond
the CR acceptance threshold as matrix dimension “n” increases. Salo and Haméldinen
(1997), on the other hand, draw attention to the fact that the CR acceptance threshold
depends on the granularity of the scale used for pairwise comparisons. Another
surprising result obtained in a recent study (Mazurek and Perzina, 2017) is that DMs
are mostly inconsistent (93%) even when they are only asked to make three pairwise
comparisons. As such, the authors conclude with a remark implying that cardinal
transitivity may be too strong for practical use, and it might need to be substituted by

ordinal transitivity.

Still, Saaty (2003) emphasizes that “if one insists on consistency, people would be
required to be like robots unable to change their minds with new evidence and unable

to look within for judgements that represent their thoughts, feelings and preferences”.
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Therefore, a slight amount of inconsistency may be considered a good thing and forced
consistency may be an undesirable compulsion for the validity of a pairwise

comparison matrix.

2.3.5. Aggregation of the Local Priorities

The last step in AHP is to aggregate (synthesize) the local priorities (weights) across
all criteria to calculate the overall scores of alternatives with respect to the goal of the
decision making process. Similar to the weight derivation methods, how to aggregate
the overall score of an alternative has been widely discussed in the literature. Basically,
there are two main approaches to obtain the overall scores of alternatives from pairwise
comparison matrices, which can be named as “Additive Aggregation” and
“Multiplicative Aggregation” (Choo and Wedley, 2008).

2.3.5.1. Additive Aggregation

Additive aggregation is the method that was brought to the literature by the original
AHP approach. Additive aggregation employs a weighted additive method to
aggregate the overall scores. Recall Table 13, where the global weights of all sub-
criteria and the respective local weights of Phonel in each sub-criterion are shown as
in Table 15.

Table 15 Global sub-criteria weights and Phonel’s respective performances on each

sub-criterion

Sub-Criterion Criterion Weight |Phonel Score
Basic Requirements 0.223 0.581
Physical Characteristics 0.029 0.315
Technical Features 0.081 0.089
Functionality 0.422 0.557
Brand Choice 0.173 0.416
Customer Excitement 0.072 0.174
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Based on additive aggregation approach, the overall score of Phonel is calculated by
multiplying its score in each sub-criterion with the global weight of the respective sub-
criterion. That yields the overall score of Phonel as follows:

(0.223 * 0.581) + (0.029 = 0.315) + (0.081 * 0.089) + (0.422 * 0.557)
+ (0.173 * 0.416) + (0.072 * 0.174) = 0.465

Additive aggregation approach has been widely criticized for its famous “rank reversal
phenomenon”. It is stated in the study of Ishizaka et al. (2010) that the rank reversal
problem in AHP is argued as it is due to incorrect usage of the additive aggregation
method. According to Tomashevskii (2015) all EVM rank reversal phenomena have
the same cause. Another study (Tomashevskii, 2014) further divides the rank reversal

problem into three different categories as follows:

e Rank reversal for scale inversion or the right-left eigenvector asymmetry
(Johnson et al., 1979)

e Rank reversal caused by the addition or deletion of an element under
consideration (Hochbaum and Levin, 2006; Raharjo and Endah, 2005)

e Rank reversal of “order of intensity of preference” (Bana e Costa and

Vansnick, 2008)

2.3.5.2. Multiplicative Aggregation

Multiplicative aggregation has been proposed as an alternative to additive aggregation,
with the main motivation of preventing the rank reversal. According to Ishizaka and
Labib (2011), multiplicative aggregation approach has non-linearity properties, which

allow a superior compromise to be selected.

Multiplicative aggregation approach calculates the overall score of Phonel by
multiplying its score in each sub-criterion using the global weight of the respective
sub-criterion as its exponent. Using the same example given in Table 15, the overall

score of Phonel is calculated by multiplicative aggregation approach as follows:
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(0.581)%%23 x (0.315)°92% x (0.089)%%81 x (0.557)%422  (0.416)%173
* (0.174)°072 = 0.417

Similarly, scores of Phone2 and Phone3 are calculated as 0.195 and 0.250,
respectively. Dividing each final score to the sum of the scores of all three alternatives,

normalized scores appear as shown in Table 16.

Table 16 Aggregated scores of all alternatives by additive and multiplicative

aggregation approaches

Aggregation Method Phonel Score |Phone2 Score |Phone3 Score
Additive Aggregation 0.465 0.238 0.296
Multiplicative Aggregation 0.484 0.226 0.250

Apparently, for our example, aggregation method does not change the rank of any
alternatives. Yet, it should be noted that the differences between the weights of

alternatives are less when additive aggregation is employed as the aggregation method.
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CHAPTER 3

LIMITATIONS OF EXISTING SCALES

According to Stevens (1957) and Stevens and Galanther (1964), a ratio scale is an
appropriate means that can be used to elicit response stimuli. The pairwise comparison
scale in AHP is defined as a ratio scale, and it is assumed that one can express the
cardinal intensity of preference between two compared elements by using this ratio
scale. Similarly, Ji and Jiang (2003) emphasize that the values defined on a pairwise
comparison scale are used to represent the relative importance between two objects in
terms of a ratio. In parallel to this statement, Franek and Kresta (2014) note that AHP

requires a ratio scale due to its pairwise comparison characteristic.

The reason why a 1-9 scale (Fundamental Scale) is chosen has been explained in the
study of Harker and Vargas (1987). They point out that although Saaty chose
Fundamental Scale based on experimental evidence, any ratio scale can be used in
AHP. Another point they emphasized is that any bounded ratio scale would be in
accordance with the axioms of AHP.

Saaty supports his Fundamental Scale with famous Weber-Fechner Psychophysical
Law. According to Weber’s approach, an observer’s ability to detect a difference
between two different stimuli is a function of an observer-specific constant “k” and the
value of the standard stimulus “S”. Mathematically, Weber defines the “just noticeable

difference” (JND) as:
JND=Fk=*S

According to Weber’s formula, if the difference between 100 and 105 grams is just
noticeable by an observer, the same observer can notice the difference between 1000
and 1050 grams. In this example, if the difference between two stimuli is less than 5%
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of the value of standard stimulus, then the observer would not be able to notice the
difference.

Later, Fechner (1860) derived a relationship between the intensity of a stimulus and
its perceived magnitude by assuming that Weber’s Law holds and the JND is the basic
unit of perceived magnitude so that one JND is perceptually equal to another JND.
Fechner defines the mathematical relationship between the perceived magnitude of a

GGI”

stimuli “P” and the stimulus intensity “I” as:

P =k * log(I)

Based on Fechner’s formulation, the perceived magnitude and the stimulus intensity
have a diminishing relationship. For instance, if the intensity of light is doubled in an
environment, let’s say from 15 to 30, the perceived magnitude of this increase would

not be directly proportional. As such, the effect would be:

P. k* 1 30
2 _ k * log(30) = 1.256
P,  k* log(15)

According to Saaty’s approach based on Stevens (1957) and Fechner (1860), if a
stimulus is increased successively from one point to the next “detectable difference”
point, then the points on the stimulus scale are geometrically related and the points on
the response scale are linear. In AHP methodology, “P” is analogous to the answers of
the DM to pairwise comparison questions, and “I”” is analogous to the real value of the
stimulus. Saaty’s approach would be possible only if the “I”” values of two different
stimuli are on the same geometric function, such as 10* for our example. Then, what
the DM perceives from the difference between two different stimuli and what answer
he/she gives would obey an arithmetic progression.

Although it is easy to understand and use in practical situations, Fundamental Scale
has another major flaw. Dodd et al. (1992) criticize Saaty for his overestimation of the
validity of normal arithmetic on his set. As emphasized, the scale used in AHP
methodology is a ratio scale. However, ratios between the successive elements of

Fundamental Scale are not the same. Ji and Jiang (2003) draws attention to the fact
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that the difference of the importance (or preference) intensities of any two adjacent
major gradations in Fundamental Scale (1, 3, 5, 7, 9) in the verbal part form an
arithmetic progression. They call this “the arithmetic progression rule of the verbal
part”. It is indeed the case in the numerical part as well. From 1 to 9, the numerical
responses form an arithmetic progression as well. However, considering the fact that
AHP methodology employs reciprocals of the numerical scores to complete the
pairwise comparison matrix, the numerical part below 1 (i.e. 1/2, 1/3, ..., 1/9) does
not form the same arithmetic progression. Dodd et al. (1992) criticize Fundamental
Scale as it is partially linear and partially harmonic, which in turn, already disturbs the
“ratio” nature of pairwise comparisons in AHP. This characteristic will be referred in

this study as “the partial characteristic of Fundamental Scale”.

Another point that has been criticized by several authors (French, 1988; Dodd et al.,
1992; Ji and Jiang, 2003) is that Fundamental Scale is not closed under multiplication.
This problem is also named as “the boundary problem”. That is, Fundamental Scale
has an inherent tendency to inconsistency as the scale has upper and lower limits. For
instance, considering the cardinal transitivity requirement for consistency, if “a;; =
4” and “aj, = 57, then “a;;; = 20” must hold to enable consistency. However, Ji and
Jiang (2003) state that all of the existing scales suffer from this type of inconsistency.
Sagir Ozdemir (2005), on the other hand, notes that people are unable to directly
compare widely disperate objects. In order to do that, she claims AHP needs a range

greater than 1-9 scale (Fundamental Scale).

Table A3 in Appendix A section includes the possible combinations of (a;;, a;) and
the resultant a;;, values. Based on our analysis, it can be concluded that only 173 of
possible 289 combinations are within the limits of Fundamental Scale. A significant
portion (126 combinations), however, is beyond upper or lower limits, that result in a

huge possibility of inherent inconsistency.

Another cause of inconsistency is due to the discreteness of the scale. That is, even if
“ai = a;j * aj” is within the upper and lower limits of the scale, “a;,” may not be

one of the numerical scores defined by the scale itself. They show that 44 of 81 possible
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multiplication results are not defined by Fundamental Scale, as shown in Table 17.
They add that a geometric scale would not have such inconsistencies. That is to say, if
a multiplication is within the limits of the scale, there is no chance that the

multiplication is not defined by the scale as a numerical pairwise comparison ratio.

Table 17 Values of (aj; * aj) in Fundamental Scale

ag | L [ 20 [ 3t [ 4t [ 5t [ et [ 71 [ gl [ ot
1 1 |12 [ 3| us | U5 | e | u7 | U8 | 19
2 2 1 | 23 | 24 | 25 | 26 | 27 | 218 | 209
3 3 | 32 | L | 34 | 35 | 36 | 37 | 38 | 309
4 | 4 2 |43 | 1 | 45 | 46 | 47 | 48 | 49
5 5 | 52 | 53 | 5/4 | 1 | 56 | 57 | 58 | 59
6 6 3 2 |64 | 65 | 1 | 67 | 6/8 | 69
7 7 (2 |3 | ua [ s | 76 | L | 18 | 79
8 8 4 |83 | 2 |85 |86 | 87 | L | 89
9 9O [92 | 3 | 94 |95 | 96 | 97 | o8 | 1

Source: Ji and Jiang (2003)

According to Budescu et al. (1986) and Crawford (1987), the scale has an inherent
exponential quality. What they mean by the “exponential quality” is that a consensus
in a group decision making can be found by geometrically averaging the experts’
judgements, and thus, the scale should be compatible with multiplicative/divisive

operations.

Exponential pairwise comparison scale idea first appears in Lootsma (1989). The

formulation he discusses is:

rij = 9/16”

where §;; is an integer designating the gradation chosen by the DM to estimate the

ratio difference between items i —j, A is a scale constant, and r;; is the numerical score
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of the i row j™ column element of the pairwise comparison matrix. According to
Lootsma, if a trade-off estimate between two items is carried out by employing an
exponential scale, the additive degree of freedom can clearly be ignored, and thus, the

true ratio difference between these items can be estimated. That is:

Ab;i
ey
= eA(8ij=8km)

tij—km = eAOkm

where t;;_y., is the ratio between the values of elements ij and km. Note that the
numerical scores of elements ij, km and the ratio of their numerical scores t;;_, are

all on an exponential function. This kind of a function eliminates the previously

mentioned reservations about the partial characteristic of Fundamental Scale.

Although Lootsma (1989) notes that there is no unique value of the scale constant “A”,
and expresses his feeling about A=1 or A=2 would be appropriate choices, this selection
of the scale constant appear too “intuitive” as it finally affects the numerical score of
the comparison in the pairwise comparison matrix. Therefore, there is room for an

improvement for a method to determine the scale constant “A”.

Ji and Jiang (2003), on the other hand, note that an AHP scale can hold the transitivity
if:

e Its verbal part satisfies the arithmetic progression rule, and

e Its numerical part satisfies the geometric progression rule.

Therefore, a geometric/exponential progression is desirable for the numerical part of a

pairwise comparison scale.

For the Geometric Scale of Lootsma (1989), the most important problem is that the
upper limit of 64 or 256 severely violates the homogeneity axiom of AHP (Ji and Jiang,
2003). Another criticism about the Geometric Scale is that it is obtained from
assumptions and external observations, thus, making its theoretical foundations rather

weak.
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CHAPTER 4

A NEW PAIRWISE COMPARISON SCALE BASED ON FIBONACCI
SEQUENCE

The famous Fibonacci sequence consists of integers where a number in the series is
equal to the sum of the previous two numbers. This rule is mathematically formulated

as:

E,=F_1+F,

where the first two numbers in the series are initially defined as F; =1 and F, = 1.

This makes the series appear as follows:

112 3 5 8 13 21 34 55 89..

By nature, Fibonacci sequence has an exponential characteristic. In order to show this
with a smooth exponential equation, we adjust the one-to-one mapping between the
verbal pairwise comparison scales and numerical grades. We use a similar approach
adopted as in Ji and Jiang (2003), that is to “digitize” the verbal scale by using a range
of [-4, 4] with increments of 0.5. However, in our study, we use a range of [-8, 8] with
increments of 1 in the digitized part. Table 18 shows the original and adjusted one-to-

one mapping between the verbal scale and its digitized counterpart.
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Table 18 Adjusted one-to-one mapping between the verbal scale and numerical

grades

Numerical Digitized Verbal Numerical
Verbal Scale Grades Part (Ji and Jiang, Grades

(Original) 2003) (Adjusted)
Equally important 1 0 0
Slightly more i i
(less) important 3 1(1) 2(-2)
Strongly more
(less) important > 2(-2) 4(-4)
Very strongly more i i
(less) important ! 3(-3) 6(-6)
Absolutely more
(less) important 9 4(-4) 8(-8)
Compromises 2,4,6,8 +0.5,+1.5,+2.5,+3.5 | £1,+3,+5,£7

Using the adjusted numerical grades shown in Table 18, a curve is fit to the first nine

Fibonacci numbers (excluding the first “1”) and their multiplicative inverses

(reciprocals). Curve fitting operation is carried out by using MATLAB® software for

the sake of accuracy. Figures 10 and 11 show the exponential curve fit to the Fibonacci

numbers based on the adjusted numerical grades and the equation/goodness of fit data
retrieved from MATLAB® Curve Fitting Tool screen.
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Figure 10 Exponential fit to the Fibonacci numbers based on the adjusted numerical

grades
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General model Exp1:
f(x) = a*exp(b™x)

Coefficients (with 95% confidence bounds):

a= 1166 (1.142, 1.189)
b= 04818 (0.4791, 0.4845)

Goodness of fit:
SSE: 0.1177
R-square: 1
Adjusted R-square: 1
RMSE: 0.08857

Figure 11 Equation and goodness of exponential fit

As seen in Figure 10, all of the numerical values are on the same function, unlike

Fundamental Scale. Thus, we have already overcome the partial characteristic issue
criticized by Dodd et al. (1992).

Evaluating the exponential curve fit to the Fibonacci numbers using the adjusted

numerical value grades, the initial approximate numerical values to be used in pairwise

comparisons (a;;) are obtained as shown in Table 19.

Table 19 Approximate numerical pairwise comparison values (Initial)

Adjusted Numerical Approximate Numerical
Verbal Scale Grade Value ()

Absolutely less important -8 0.025
-7 0.040

Very strongly less important -6 0.065
-5 0.105

Strongly less important -4 0.170
-3 0.275

Slightly less important -2 0.445

-1 0.720

Equally important 0 1.166

1 1.888

Slightly more important 2 3.056

3 4.948

Strongly more important 4 8.011

5 12.969

Very strongly more important 6 20.997
7 33.994
Absolutely more important 8 55.036
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Due to the coefficient “1.166” in the exponential equation, it is seen that the
approximate numerical value of a;; for equally important alternatives is “1.166”
instead of “1.000”. Similarly, for all other possible a;;, values are multiplied with
“1.166”. Therefore, an additional adjustment is necessary. As such, dividing the fit
exponential curve by the coefficient “1.166”, and thus dividing all elements on the

curve, we obtain the following equation:

1.16660'48186ij
Y= 1166 €

0.48185ij

where a;; for the equally important situation, naturally, becomes equal to “1.000”.

With this final adjustment, the equation becomes principally the same with what was
discussed by Lootsma (1989):

183

— — ,0.48186;;
rij =e aij =e )

where &;; is the adjusted numerical grade value that is mapped to the verbal answer of
the DM. Therefore, as mentioned previously, instead of selecting A =1 or A =2
intuitively, we have now determined the scale constant A based on the Fibonacci
sequence. Thus, the final approximate numerical values to be used in pairwise
comparisons (a;;) become as shown in Table 20. This exponential scale based on the
numbers of Fibonacci sequence is referred to as “Exponential Scale” in the rest of this

study.
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Table 20 Approximate numerical pairwise comparison values (Final)

Adjusted Numerical Approximate
Verbal Scale J Grade Numefi?:al Value (a;;)
Absolutely less important -8 0.021
-7 0.034
Very strongly less important -6 0.056
-5 0.090
Strongly less important -4 0.146
-3 0.236
Slightly less important -2 0.382
-1 0.618
Equally important 0 1.000
1 1.619
Slightly more important 2 2.621
3 4.244
Strongly more important 4 6.870
5 11.123
Very strongly more important 6 18.008
7 29.154
Absolutely more important 8 47.200

4.1. Scale-Based Inconsistency in the Existing Scales and Exponential Scale

In our previous discussion, the inconsistency characteristic due to the boundary
problem of the existing scales were discussed. Recall it was mentioned that all of the
existing scales suffer from this type of inconsistency (Ji and Jiang, 2003). Therefore,
the main aim at this point should be to reduce, if elimination is not possible, the
inconsistency based on the boundary issue. In order to show how much the existing
scales and the Exponential Scale are affected by this issue, an analysis is made on all

numerical AHP scales.

All scales are evaluated on boundary issue by checking how many of all paired-
combination multiplications of scale values remain within the scale boundaries. That

is, for each possible (a;j,aj) paired-combination, it is checked whether their
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multiplication “a;, = a;; x aj,” remains within the upper and lower boundaries of the
same scale. For instance, a;, = 8 where a;; = 4 and a;; = 2 is regarded as “within
the limits” while a; = 15 where a;; = 3 and a;, =5 is regarded as “outside the

limits”. Based on the analysis, the results in Table 21 are obtained:

Table 21 Possible paired-combination multiplication results within limits of the scale

Number of Number of Percent .
i e e Analysis

Scale possible multiplications | multiplications Results

combinations | within limits within limits
Balanced 289 231 79.93% Table Al
Exponential 289 217 75.09% Table A2
Fundamental | 289 173 59.86% Table A 3
Geometric 289 217 75.09% Table A 4
Inverse Linear | 289 249 86.16% Table A5
Logarithmic 289 167 57.79% Table A6
Power 289 173 59.86% Table A7
Root Square 289 173 59.86% Table A 8

Results clearly indicate that Fundamental, Logarithmic, Power and Root Square scales
are very susceptible to inconsistency due to the boundary problem. Inverse Linear
Scale, on the other hand, has a surprisingly high percentage of paired-combination
multiplication results within limits, making it superior to the other scales for this
measure. Exponential and Geometric scales are very similar to each other in this
characteristic, while Balanced Scale is slightly better than these scales. The analysis

results can be seen from the respective tables in the Appendices section.

Another inconsistency reason is the discreteness of the scale, as named by Ji and Jiang
(2003). According to them, even if the result of a multiplication “a;; = a;; x aj,” is
within the limits of the scale, the result not being one of the values defined by the scale
causes an inherent inconsistency. For instance, if a;; = 4 and a; = 1/3, then their

multiplication “a;x = a;; x aj = 1.333”. It is clear that the result is not a member of
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Fundamental Scale values. Thus, the closest value of a;;, is either “1” or “2”, which is

already inconsistent for both values.

Recall the analysis of Ji and Jiang (2003) in Table 17, where they argued that 44 of 81
possible multiplication results are not defined by Fundamental Scale. In our study, we
further elaborated on their analysis and checked the percentage of paired-combination
multiplication results, which are within the limits of a scale and defined by the scale

as a numerical comparison value. The analysis yield the results shown in Table 22:

Table 22 Possible paired-combination multiplication results defined by the scale

Number of Percent
Number of o e ;
Scale ossible multiplications | multiplications | Analysis
POSSIDIE | Jefined by the | defined by the | Results
combinations
scale scale
Balanced 289 55 19.03% Table A1
Exponential 289 217 75.09% Table A2
Fundamental 289 85 29.41% Table A 3
Geometric 289 217 75.09% Table A 4
Inverse Linear 289 73 25.26% Table A5
Logarithmic 289 61 21.11% Table A6
Power 289 85 29.41% Table A7
Root Square 289 85 29.41% Table A 8

These results show that for all scales except the Exponential and Geometric scales are
badly affected by inherent inconsistency due to the multiplication values not defined
on the scale values. The Exponential and Geometric scales, on the other hand, are
stable in scale-based inconsistency issues with all multiplication values within the
scale being defined by the scale itself. Based on the results, it can be said that even
Inverse Linear and Balanced Scales have inherent inconsistency characteristics. The

analysis results can be seen from the respective tables in the Appendices section.
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CHAPTER 5

SIMULATION RESULTS

In this chapter, the results of simulations regarding the consistency characteristics of
different pairwise comparison scales are presented. Firstly, previous results for RI
values and the RI values generated during this study are compared in order to make
sure that numerically the same or similar RI values are used in further calculations.
Then, performance measures are explained and simulation steps are clarified. All
scales are evaluated based on the performance measures. Lastly, these evaluations are

shown visually in graphs and the performance characteristics are elaborated on.

5.1. Comparison of All Scales with Fundamental Scale

Consistency is an important issue, however, it is not alone enough to claim that one
scale is superior to another. Although Fundamental Scale has consistency issues, it is
still the most preferred scale in AHP applications. Therefore, a complete comparison
is necessary to support the idea that a scale is better than Fundamental Scale. Thus, in
the following part of this study, Fundamental Scale is used as a benchmark to compare

all scales.

In order to compare the scales with Fundamental Scales, a detailed simulation is
carried out using MATLAB® software. The detailed results of these simulations can

be seen in Appendix B.

The first task was to generate each scale using the respective formula given in Table 6
and the corresponding numerical values are provided in Table 23. Note that these

values not only cover the “more important” cases but also the “less important” cases.
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Table 23 Numerical values for each scale, generated by the simulation

— )
% = 8 o Q o
3 g | B &g = 5 | E S
- ) x @ o = 3
5 s | £ |5 3 = |8 | 3 |8
> m | 0 0 Q = | J | o |
Absolutely less
y 0.111| 0.021 1 0.111| 0.004 |0.111|0.301| 0.012 |0.333

important

0.176 | 0.034 | 0.125| 0.008 |0.222 |0.315| 0.016 | 0.354

Very strongly

: 0.250 | 0.056 | 0.143| 0.016 |0.333|0.333| 0.020 | 0.378
less important

0.333 | 0.090 | 0.167| 0.031 |0.444 |0.356 | 0.028 | 0.408

Strongly less 1 159 | 0.146 | 0.200| 0.063 | 0.556 | 0.387 | 0.040 | 0.447

important

0538 | 0.236 0.250| 0.125 |0.667|0.431| 0.063 |0.500
Shightlyless | 5 o2 | 0.382 |0.333| 0250 |0.778 | 0.500 | 0.111 | 0.577
important

0.818 | 0.618  0.500| 0.500 | 0.889 |0.631| 0.250 |0.707
Equally 1.000 | 1.000 | 1.000 | 1.000 |1.000|1.000| 1.000 | 1.000
important

1.222 | 1.619 | 2.000| 2.000 |1.125|1.585 | 4.000 | 1.414
Shightly more 1\ = | 5601 | 3.000| 4.000 | 1.286 | 2.000 | 9.000 | 1.732
important

1.857 | 4.244 | 4.000 | 8.000 |1.500|2.322 | 16.000 | 2.000

Strongly more

. 2.333 | 6.870 |5.000 | 16.000 |1.800 | 2.585 | 25.000 | 2.236
important

3.000 | 11.123 | 6.000 | 32.000 | 2.250 | 2.807 | 36.000 | 2.449

Very strongly

. 4.000 | 18.008 | 7.000 | 64.000 | 3.000 | 3.000 | 49.000 | 2.646
more Important

5.667 | 29.154 | 8.000 | 128.000 | 4.500 | 3.170 | 64.000 | 2.828

Absolutely

. 9.000 | 47.200 | 9.000 | 256.000 | 9.000 | 3.322 | 81.000 | 3.000
more Important
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The second step is the calculation of RI values for each scale. As stated before, RI
calculation consists of three steps:

* Random matrix generation (Saaty’s Fundamental Scale, uniform distribution)
+ Calculation of corresponding CI for each matrix

» Calculation of the mean of Cl values for each matrix size

Franek and Kresta (2014) estimated the RI values for all scales (except for the new
proposed Exponential Scale) with their simulation as shown in Table 24.

Table 24 Previously calculated RI values for each scale

— -
= E S 2 ®
_5 el S £ — E S
x &2 3 S o © = o
ol C (3] 7] o (- (9p)]
S o S o) e = < o —
g E = = 2 S 2 3 S
) e L Q = | o o4
3 0.267 | 0.525 4592 0.203 | 0.153 | 3.609 | 0.114
4 0.440 | 0.881 9.299 0.333 | 0.241 | 6.987 | 0.179
5 0.550 1.110 | 13.322 | 0.417 0.295 9.464 0.218
6 0.625 1.250 | 16.500 | 0.475 0.328 | 11.049 | 0.243
7 0.676 1.341 | 18.897 | 0.517 0.351 | 12.071 | 0.260
8 0.715 1.404 | 20.714 | 0.547 0.368 | 12.748 | 0.273
9 0.743 1.451 | 22.089 | 0.572 0.380 | 13.221 | 0.282
10 0.765 1.486 | 23.152 | 0.590 0.390 | 13.567 | 0.290
11 0.783 1.514 | 23.958 | 0.605 0.398 | 13.833 | 0.296
12 0.797 1.536 | 24.607 | 0.617 0.405 | 14.039 | 0.301
13 0.810 1.555 | 25.117 | 0.627 0.410 | 14.211 | 0.305
14 0.820 | 1.570 | 25.539 | 0.636 | 0.415 | 14.346 | 0.309
15 0.829 1584 | 25.871 | 0.643 0.419 | 14.461 | 0.312

Source: Franek and Kresta (2014)

In order to make sure that our RI calculation for the Exponential Scale, as well as the

others, are in parallel to what was found by Franek and Kresta (2014), we ran a

simulation including all scales, for which, RI values were previously calculated. The
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values in Table 25 show our results. The percentages in Table 25 indicate the percent
deviation between the values found by Franek and Kresta (2014) and the values

calculated in this study. These deviations are calculated in two steps:

+ Dividing the values in Table 24 by the values in Table 25 and

» Taking the absolute value of the difference between unity and ratios

Table 25 RI values calculated based on our simulation

— -
< = [ § 2 L
S e b= T 2 4 E S

S o S S = S 5 @ o e

5 E 3 s |5 8 = 2 3 8

2 0 ) n L Q = =. o 4
3 0.268 | 1.399 | 0.524 | 4.565 | 0.206 | 0.153 | 3.614 | 0.115

0.38% 0.28% | 0.59% | 1.32% | 0.09% | 0.13% | 0.45%
4 0.440 | 2572 | 0.885 | 9.295 | 0.333 | 0.242 | 6.996 | 0.179
0.00% 0.47% | 0.04% | 0.08% | 0.33% | 0.13% | 0.27%
5 0.550 | 3.431 | 1.109 | 13.323 | 0.418 | 0.295 | 9.449 | 0.218
0.04% 0.13% | 0.01% | 0.15% | 0.14% | 0.16% | 0.11%
6 0.624 | 4.042 | 1.249 | 16.536 | 0.475 | 0.328 | 11.050 | 0.243
0.08% 0.11% | 0.22% | 0.03% | 0.08% | 0.01% | 0.07%
- 0.676 | 4470 | 1.341 | 18.918 | 0.516 | 0.351 | 12.076 | 0.260
0.07% 0.03% | 0.11% | 0.17% | 0.04% | 0.04% | 0.08%
8 0.714 | 4.777 | 1.404 | 20.688 | 0.547 | 0.368 | 12.752 | 0.273
0.11% 0.02% | 0.12% | 0.07% | 0.06% | 0.03% | 0.13%
9 0.743 | 5.008 | 1.451 | 22.107 | 0.571 | 0.381 | 13.220 | 0.282
0.01% 0.03% | 0.08% | 0.13% | 0.15% | 0.01% | 0.04%
10 0.765 | 5.174 | 1.486 | 23.158 | 0.590 | 0.390 | 13.569 | 0.290
0.01% 0.02% | 0.03% | 0.04% | 0.08% | 0.01% | 0.09%
11 0.783 | 5.313 | 1.514 | 23.964 | 0.605 | 0.398 | 13.831 | 0.296
0.01% 0.01% | 0.02% | 0.03% | 0.05% | 0.01% | 0.06%
12 0.798 | 5.416 | 1.536 | 24.594 | 0.617 | 0.405 | 14.039 | 0.301
0.09% 0.03% | 0.05% | 0.06% | 0.05% | 0.00% | 0.04%
13 0.810 | 5.502 | 1.555 | 25.106 | 0.627 | 0.410 | 14.206 | 0.305
0.03% 0.02% | 0.04% | 0.06% | 0.07% | 0.03% | 0.01%
14 0.820 | 5.571 | 1.570 | 25.534 | 0.636 | 0.415 | 14.345 | 0.309
0.04% 0.03% | 0.02% | 0.04% | 0.00% | 0.01% | 0.12%
15 0.829 | 5.631 | 1.584 | 25.867 | 0.643 | 0.419 | 14.463 | 0.312
0.06% 0.03% | 0.01% | 0.04% | 0.01% | 0.01% | 0.09%
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5.2.  Performance Measures Used in Simulations

The first step is to compare Fundamental Scale with all other scales. Basically, a
random PCM is generated using Fundamental Scale and the same PCM is also
generated by using the corresponding numerical values in the measured scale. For
instance, if Balanced Scale is measured, a score of “5” assigned by Fundamental Scale
Is converted to its correspondent “2.333” in Balanced Scale. A high number of PCM
pairs are generated, and for each of them, several characteristics are measured. Then,
a set of performance measures are calculated using all of the acceptably consistent

PCMs, referred to as “trials”. These performance measures are explained below:

e Measured Scale Lower CR: This performance measure represents the
percentage of trials, which have lower CR values when generated by measured
scale rather than Fundamental Scale.

e Fundamental Scale Lower CR: This performance measure represents the
percentage of trials, which have lower CR values when generated by
Fundamental Scale rather than measured scale.

e Equal CR: This performance measure represents the percentage of trials, which
have the same CR values when generated by measured scale and Fundamental
Scale.

e Fundamental Scale Inconsistent: This measure represents the percentage of
trials, which are inconsistent when generated by Fundamental Scale but
consistent when generated by measured scale.

e Measured Scale Inconsistent: This measure represents the percentage of trials,
which are inconsistent when generated by measured scale but consistent when
generated by Fundamental Scale.

e Both Scales Consistent: This measure represents the percentage of trials, which
are consistent for both Fundamental Scale and measured scale.

e Same Best Chosen: This measure represents the percentage of trials, for which,
the PCM generated by measured scale suggests the same element as the most

important one.
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e Same Worst Chosen: This measure represents the percentage of trials, for
which, the PCM generated by measured scale suggests the same element as the
least important one.

e Kendall’s Tau Mean: This measure represents the rank correlation of weight
vectors for each PCM pair generated by Fundamental Scale and measured
scale, in terms of Kendall’s Tau correlation coefficient for all trials.

e Tau Standard Deviation: This measure represents the standard deviation of
Kendall’s Tau correlation coefficients for all pair of PCMs generated by
Fundamental Scale and measured scale.

e Number of Deviations (Different Best): This measure represents the number of
trials, for which, the PCM generated by measured scale and the PCM generated
by Fundamental Scale suggest different elements as the most important one.

5.3.  Simulation Steps and Results

The algorithm used to measure these metrics is basically as follows:

e Generate a random matrix using Fundamental Scale
e Generate the same matrix using the corresponding numerical values on the
measured scale (see Table 23 for corresponding values in different scales)
e Check if CR of either matrix is below the CR limit given (step is repeated for
CR_Limit=0.15, CR_Limit=0.10, and CR_Limit=0.05 for each scale)
o If either of the matrices (or both) is (are) below the given CR limit:
o Calculate final weights of both matrices
o Check similarity of final weight vectors using Kendall’s Tau
o Check whether both matrices select the same best/worst alternatives,
using Fundamental Scale as a benchmark
e Repeat the previous steps until the simulation finds 1000 consistent matrices
(either one or both consistent):
o For each measured scale

= For each matrix size (from 3x3 to 7x7)
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e For each CR limit (0.15, 0.10, 0.05) (For 7x7 matrices,
CR limit of 0.05 have not been simulated as it is
estimated that simulations would take very long time.)
e For each CR limit and matrix size of the measured scale, calculate the
percentage of the matrices:
o Which have a lower CR than Fundamental Scale matrix
o Which have a higher CR than Fundamental Scale matrix

o Which have the same CR with Fundamental Scale matrix

At the end, for each row that will be presented in the following parts, we have obtained
a pair (one formed by Fundamental Scale and one formed by the measured scale) of

1000 matrices, with at least one of the matrices is consistent for each pair.

Table 26 shows the results of different scales for 3x3 matrices at CR limit of 0.10. The
first three rows sum up to 100% for each scale. They show the percentages of matrices
based on their CR comparison. For Balanced Scale, for instance, 62.40% of the 1000
matrices would have lower CR values when these matrices are formed by using the
Balanced Scale instead of Fundamental Scale. 37.60% of the matrices formed by using
Fundamental Scale, on the other hand, would have lower CR values than those formed
by using the Balanced Scale. The remaining, if existed, would be the ones that have
the same CR with both scales.

Based on the first row, the results indicate that all measured scales, except for
Logarithmic and Root Square scales, have better consistency characteristics compared
to Fundamental Scale. While Power Scale seems superior to the others, Balanced,
Exponential, Geometric and Inverse Linear scales seem somewhat similar in their

consistency characteristics when compared with Fundamental Scale.

The 4™, 5" and 6 rows also sum up to 100% and they represent the percentages of the
cases where either of the scales are both generated consistent matrices based on the
given CR limit. When Balanced Scale is compared with Fundamental Scale, it
generated consistent pairwise comparison matrices in 34.10% of the cases while

Fundamental Scale generated inconsistent pairwise comparison matrices. On the other
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hand, for the 21.20% of the cases, Fundamental Scale generated consistent pairwise
comparison matrices while Balanced Scale generated inconsistent pairwise
comparison matrices. In the remaining 44.70% of the cases, both scales generated

consistent pairwise comparison matrices.

Table 26 Performance Measurement of Different Scales

3
Performance = @ © ®
— 3} = E ©
Measures o = - - = >
(3x3 Matrices, 8 2 T @ £ < &
- - S
CR Limit=0.10) k= 2 £ o S s S
< = @ P S S ]
Q L Q = = Q. e

Measured Scale

62.40% | 68.90% | 72.60% | 63.50% | 34.50% | 98.30% | 1.00%
Lower CR

Fundamental

37.60% | 31.10% | 27.40% | 36.50% | 65.50% | 1.70% | 98.70%
Scale Lower CR

Equal CR 0.00% | 0.00% | 0.00% | 0.00% 0.00% 0.00% | 0.30%
Fundamental
Scale 34.10% | 41.00% | 36.00% | 41.60% | 6.50% | 27.30% | 2.90%

Inconsistent

Measured Scale

. 21.20% | 11.90% | 19.50% | 22.20% | 20.90% | 0.40% | 8.60%
Inconsistent

Both Scales 44.70% | 47.10% | 44.50% | 36.20% | 72.60% | 72.30% | 88.50%
Consistent

Same Best 96.70% | 97.40% | 99.20% | 95.90% | 99.60% | 99.60% | 99.50%
Chosen

g?]rgse\r’]\’om 97.20% | 97.00% | 98.50% | 96.30% | 100.00% | 99.90% | 99.30%

Kendall’s Tau

0.9576 | 0.9608 | 0.9821 | 0.9457 | 0.9953 | 0.9963 | 0.9902
Mean

Tau Standard

" 0.1653 | 0.1540 | 0.1019 | 0.1857 | 0.0461 | 0.0477 | 0.0747
Deviation

Number of
Deviations 33 26 8 41 4 4 5
(Different Best)
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The 7" and 8™ rows indicate the percentage of matrices, for which, both Fundamental
Scale and measured scale selected the same comparison elements as the best and worst
alternatives, respectively. The results show that all scales suggested similar best and
worst alternatives, though Inverse Linear Scale showed poor performance in this

measure, when compared to the other scales.

In parallel to the same best and worst measures, weight vectors of all scales were
evaluated and compared with those of Fundamental Scale. Vector comparison is
carried out by Kendall’s Tau (Kendall, 1938) approach. The 9™ and 10" rows show
that all scales seem to have suggested mostly the same rankings for compared elements
as Fundamental Scale does. Inverse Linear Scale, however, is below the average with
its T = 0.9457 and the largest standard deviation of 0.1857.

Lastly, the 11" row shows the number of matrices (out of 1000 matrices), for which,
the best alternative suggested by the measured scale is different than the best
alternative suggested by Fundamental Scale. Inverse Linear and Balanced scales seem
to be the ones that deviate the most from Fundamental Scale in this respect. While
Exponential Scale shows moderate deviations, Geometric, Logarithmic, Power, and
Root Square scales seem to be mostly parallel to Fundamental Scale.

Individual performances of each scale in each matrix dimension and CR limit can be
seen in Appendix B. Figure 12 illustrates the scale performances for “CR limit=0.1"
(Saaty’s CR limit), based on the data given in Appendix B. Apparently, Power Scale
dominates all other scales with respect to the percentage of generated matrices which
have lower CR compared to Fundamental Scale. Geometric and Exponential scales
follow Power Scale and converge to its performance at large scale matrices. While
Inverse Linear and Balanced scales also seem to have an increasing performance with
the matrix size, Logarithmic and Root Square scales have very poor performance,

especially in larger matrices.
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Measured Scale Lower CR vs. Matrix Dimension
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Figure 12 Comparison of scales based on the CR of generated matrices

Figures 13 and 14, show the performances of scales based on “same best” and “same
worst”, when compared with Fundamental Scale. Logarithmic, Power and Root Square
scales appear to have the best performance in terms of “same best” and “same worst”
while Balanced, Exponential and Geometric scales have lower performances. Inverse
Linear Scale, on the other hand, seems to have the worst performance although its

worst performances in “same best” and “same worst” are approximately 82% and 84%,

respectively.
Same Best Chosen vs. Matrix Dimension
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Figure 13 Comparison of scales based on same best selection
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Same Worst Chosen vs. Matrix Dimension
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Figure 14 Comparison of scales based on same worst selection

Another important performance measure is the Kendall’s Tau values of the generated
weight vectors compared to those generated by using Fundamental Scale. Figure 15
shows that Kendall’s Tau performances are somewhat parallel to the “same best” and
“same worst” performances, given in Figures 13 and 14. That is Logarithmic, Power
and Root Square scales have the best performance in terms of Kendall’s Tau criteria.
While Balanced, Exponential and Geometric scales have lower performance, Inverse
Linear Scale again has the worst performance in a weight-vector-generation-related
criterion.

Kendall's Tau vs. Matrix Dimension
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Figure 15 Comparison of scales based on Kendall’s Tau performance
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As all scales have different strengths and weaknesses in each comparison criterion, an
overall comparison of them may be beneficial to clarify the advantages and
disadvantages of scales in different criterion, and even draw more general conclusions

based on the nature of the numbers in scales by clustering them in groups.

Table 27 shows the average performances of scales in terms of performance masures
(the average of all matrix sizes at CR limit=0.10). Some of the performance measures
reported Table 26 were aggregated to indicate more accurate results. “Measured Scale
Lower CR” is taken alone as it can show the performance of the measured scale in
terms of CR. Additionally, the cases where the measured scale generated consistent
results (CR<0.10) are aggregated by extracting the inconsistent cases (Measured Scale
Inconsistent) from 100%. The remaining measures (Same Best Chosen, Same Worst
Chosen, Kendall’s Tau Mean, Tau Standard Deviation, and Number of Deviations
(Different Best) are directly averaged as they show significant performance
indications.

Table 27 Average performances of scales in terms of performance measures (all
matrix sizes, CR limit=0.10)

Number of Percent
Measured Measured Same Same Kendall's Tau Deviations Deviation
SCALE Scale Scale Best Worst Tau Standard (Different for
Lower CR Consistent | Chosen | Chosen Mean Deviation Best) Different
Best
Balanced 73.48% 79.93% 94.38% 94.95% 95.61% 90.97% 94.38% 96.40%
Exponential 85.43% 92.75% 94.60% 95.13% 95.62% 91.31% 94.60% 96.38%
Geometric 90.85% 93.70% 93.13% 93.70% 94.51% 90.35% 93.13% 96.25%
Inverse
Linear 78.40% 83.13% 91.03% 91.73% 92.76% 86.77% 91.03% 94.49%
Logarithmic 14.35% 45.60% 99.00% 99.08% 99.19% 95.41% 99.00% 99.56%
Power 99.20% 99.78% 98.60% 98.53% 98.90% 94.55% 98.60% 99.44%
Root Square 0.28% 61.90% 99.35% 99.35% 99.27% 95.62% 99.35% 99.87%
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Some of the measures (Measured Scale Lower CR, Masured Scale Consistent, Same
Best Chosen, Same Worst Chosen, Kendall's Tau Mean) can be used directly to show
the scales’ performances, as the higher they are, the better the scale. However, for other
measures (Tau Standard Deviation and Number of Deviations -Different Best, the

lower the value in Table 27, the better the scale.

The map chart in Figure 16 illustrates the performance scores of different scales based
on the directly usable data shown in Table 27. For all scales, the closer the point of the
scale to the outer edge, the better the scale in terms of the corresponding performance
measures. Apparently, Power Scale is very close to the outer edge in all of the
measures, thus, seems to be the best scale in terms of our performance measures.
Geometric, Exponential, Inverse Linear, and Balanced Scales follow the Power Scale,
respectively. Although Logarithmic and Root Square scales show comparable
performances in other performance measures, their performances in “Measured Scale
Lower CR” and “Measured Scale Consistent” are considerably lower compared to
those of other scales. Therefore, in terms of these performance measures, Logarithmic
and Root Square scales are very weak when compared with Fundamental Scale. An
important point to mention here is that the scales can be divided to three main groups,
based on the performances in consistency-related measures (Measured Scale Lower
CR and Measured Scale Consistent). The first group consists of Exponential,
Geometric, and Power scales that come to the forefront with their scores. A common
point of these three scales is that all of them have an upper limit greater than 9.000,
which was originally proposed by Saaty (1980). The second group consists of
Balanced and Inverse Linear scales with the upper limit of 9.000 for both scales. The
third group consists of Logarithmic and Root Square scales with the upper limits of
3.322 and 3.000, respectively. From this point of view, it appears that the upper-bound-
related inconsistency issue is supported by the upper limit of the scale, and becomes
more critical to the scales which have upper limits less than 9.000. Conversely, for
those scales with upper limits greater than 9.000, it can be said that the inconsistency

issue is far less.
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Overall Performance of all Measured Scales (CR=0.10)
Measured Scale Lower
CR
100%

-=Balanced
Kendall's Tau Mean : \Ic:‘l\urcd Scale  -=Exponential
Consistent «—Geometric
Inverse Linear
Logarithmic
-—Power

—=-Root Square

’ 4
Same Worst Chosen Same Best Chosen

Figure 16 Comparison of scales based on estimated performance scores (CR=0.10)

So far, we were only concerned with the performances and average scores when CR
limit is taken as “0.10”. Our simulations, however, included the cases where CR limit
is changed to “0.05” and “0.15” in order to analyze the sensitivity of results based on
CR limit. Figure 17 and 18 show that there is no significant change in the performance
of scales when CR limit is changed. Therefore, we may contently say that the

previously stated comments hold even when CR limit is different than “0.10”.

Overall Performance of all Measured Scales (CR=0.15)
Measured Scale Lower

CR
100%

-=-Balanced
Kendall's Tau Mean £ \Iﬁf\“md Segle; = Exponentel
\ Consistent -~—(eometric
Inverse Linear
Logarithmic
—Power

——Root Square

Same Worst Chosen " Same Best Chosen

Figure 17 Comparison of scales based on estimated performance scores (CR=0.15)
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Overall Performance of all Measured Scales (CR=0.05)
Measured Scale Lower
CR
100%

-=-Balanced
Kendall's Tau Mean Mc;}surer ke *lixponcnfial
Consistent -=-(Geometric
=Inverse Linear
Logarithmic
—-Power

—=-Root Square

Same Worst Chosen Same Best Chosen

Figure 18 Comparison of scales based on estimated performance scores (CR=0.05)
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CHAPTER 6

COMPARISON OF PAIRWISE COMPARISON SCALES ON A SAMPLE
DECISION PROBLEM

Until now, we have only discussed the theoretical side of the pairwise comparison
scales, including the Exponential Scale proposed by this study. At this point, an
illustrative example would be beneficial to show where Exponential Scale is
positioned among the existing pairwise comparison scales. Franek and Kresta (2014)
studied this topic on an example based on Saaty’s study (2003), where an example
involving the prioritization of criteria used to buy a house for a family. The initial PCM
provided by the family members, which is known to be currently inconsistent, is shown

in Table 28.

Table 28 Inconsistent PCM (S) for the decision of buying a house for a family

S | B8
g | £ <
Matrix S % § g % §
T | s | 2| & | 5|8 | &5 | E
o | & | 2 | & | > | S | 8 | T |
Size 1 5 3 7 6 6 1/3 1/4
Transportation 1/5 1 1/3 5 3 3 1/5 1/7
Neighborhood 1/3 3 1 6 3 4 6 1/5
Age 17 1/5 1/6 1 1/3 1/4 17 1/8
Yard 1/6 1/3 1/6 3 1 1/2 1/5 1/6
Modern 1/6 1/3 1/4 4 2 1 1/5 1/6
Condition 4 5 1/6 7 5 5 1 1/2
Finance 4 7 5 8 6 6 2 1

Source: Saaty (2003)

As the first PCM, S, is known to be inconsistent, Saaty (2003) suggests a solution to
improve the consistency by locating the most inconsistent pairwise comparison

judgement and ask the DM to revise this judgement. This step can be carried out for
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other highly inconsistent pairwise comparison judgements, until the DM provides a
PCM that has an acceptable CR (CR < 0.1 in our example). For this example, Saaty
locates the most inconsistent pairwise comparison judgement and changes it to a scale-
defined score that is closest to this judgement’s most consistent state. He calculates
that as;,=6 shoud be as close to “1/2.18” as possible. Therefore, he hypothetically
changes a5, to “1/2”. From the reciprocity property, a5 is automatically changed to
“2”. This way, Saaty forms the consistent PCM for this problem, denoted as S'. The

consistent matrix S’ is shown in Table 29.

Table 29 Consistent PCM (S') for the decision of buying a house for a family

S 3
. g | £ c
Matrix S % § GE) é §
S s g g | B 3 S g
| = | 2 | &> | 5 | 3 | T |
Size 1 5 3 7 6 6 1/3 1/4
Transportation 1/5 1 1/3 5 3 3 1/5 1/7
Neighborhood 1/3 3 1 6 3 4 1/2 1/5
Age 1/7 1/5 1/6 1 1/3 1/4 1/7 1/8
Yard 1/6 1/3 1/6 3 1 1/2 1/5 1/6
Modern 1/6 1/3 1/4 4 2 1 1/5 1/6
Condition 4 5 2 7 5 5 1 1/2
Finance 4 7 5 8 6 6 2 1

Franek and Kresta (2014) note that although Saaty (2003) used the EVM in his study,
they utilized the most frequent type of Row Geometric Mean Method (RGMM,

previously described as LLSM), formulized as follows:

Me)"
.
J ; 1/i
<1_L- =1 )

i=1
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Cl and CR values are also calculated based on the previously introduced formulae,
where RI values are used as the values previously given in Table 25.

Cl =— CR = —
n—1 RI

Franek and Kresta (2014) used Microsoft Excel® to estimate weights, CI, and CR
values. In this study, however, MATLAB® software is used to generate the scales and
respective matrices to calculate weights, Cl, and CR values. Therefore, obtained
results are different than those of Franek and Kresta (2014). Table 30 and Table 31
show the results obtained for all scales, and tabulated similar to how Franek and Kresta
(2014) did in their study.

Table 30 Weights and consistency measures for different pairwise comparison scales

on inconsistent matrix S

Criteria Used = s § L o
. . o = o 2 — S S
in Matrix S 8 ) £ B @ = =
c 5 < S & S ]
[4+] o =) [+ 4
= | 2 s |8 |2 |2 |3 |s8
0 i L O = = o 14
Size 0.174 | 0.186 | 0.175 | 0.168 | 0.166 | 0.164 | 0.146 | 0.162

Transportation | 0.086 | 0.041 | 0.063 | 0.019 | 0.096 | 0.092 | 0.019 | 0.097
Neighborhood | 0.146 | 0.130 | 0.149 | 0.100 | 0.142 | 0.152 | 0.105 | 0.150

Age 0.042 | 0.009 | 0.019 | 0.002 | 0.056 | 0.046 | 0.002 | 0.054
Yard 0.063 | 0.020 | 0.033 | 0.007 | 0.078 | 0.062 | 0.005 | 0.070
Modern 0.072 | 0.027 | 0.042 | 0.010 | 0.086 | 0.073 | 0.009 | 0.080
Condition 0.158 | 0.155 | 0.168 | 0.129 | 0.151 | 0.162 | 0.133 | 0.158
Finance 0.259 | 0.432 | 0.351 | 0.564 | 0.224 | 0.248 | 0.582 | 0.229
Amax 8.250 | 10.037 | 9.505 | 14.388 | 8.107 | 8.507 | 17.826 | 8.316
Cl 0.036 | 0.291 | 0.215 | 0.913 | 0.015 | 0.072 | 1.404 | 0.045
CR 0.050 | 0.061 | 0.175 | 0.044 | 0.028 | 0.197 | 0.110 | 0.165
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Table 31 Weights and consistency measures for different pairwise comparison scales

on consistent matrix S'

Criteria Used = S 8 L o

. . 5 = 3 2 3 = S

in Matrix S' 3 o S = @ = _ T
c S = = L s -
s | £ /5 |8 |2 |8 |5 |8
o o oz o | E | a | & | &

Size 0.1730.181 | 0.172 | 0.160 | 0.165 | 0.163 | 0.137 | 0.161

Transportation | 0.086 | 0.040 | 0.062 | 0.018 | 0.096 | 0.092 | 0.018 | 0.097
Neighborhood | 0.123 | 0.088 | 0.107 | 0.057 | 0.126 | 0.125 | 0.053 | 0.127

Age 0.042 | 0.009 | 0.019 | 0.002 | 0.056 | 0.046 | 0.002 | 0.054
Yard 0.062 | 0.019 | 0.032 | 0.006 | 0.078 | 0.062 | 0.005 | 0.070
Modern 0.072 | 0.026 | 0.042 | 0.010 | 0.086 | 0.072 | 0.008 | 0.079
Condition 0.185 | 0.217 | 0.224 | 0.208 | 0.170 | 0.194 | 0.232 | 0.184
Finance 0.257 | 0.420 | 0.343 | 0.539 | 0.224 | 0.246 | 0.546 | 0.228
Amax 8.017 | 8.407 | 8.745 | 8.976 | 7.988 | 8.296 | 11.475 | 8.160
Cl 0.002 | 0.058 | 0.106 | 0.139 | -0.002 | 0.042 | 0.496 | 0.023
CR 0.003 | 0.012 | 0.076 | 0.007 | -0.003 | 0.115 | 0.039 | 0.084

The difference between the results of Franek and Kresta (2014) can be mainly
attributed to the difference between RI values used in calculations. The results shown
in Table 30 and Table 31 are calculated using our RI1 values previously given in Table
25.

Cl and CR values are calculated both by using MATLAB® and Excel®. Excel®
estimation of CI values is carried out by using methodology defined by Mu and
Pereyra-Rojas (2017):

e Calculate weights of criteria (by LLSM in our case)

e Add transpose of the weight vector as the top row of the original PCM
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e Multiply each element on the first column of the original PCM with the first
element of the transpose weight vector. Then repeat this step for all remaining
columns.

e Sum up all the rows and write the results to the right of the multiplied PCM, so
that results form a column vector with the size of (8x1).

e Put the (8x1) column vector to the left of the original weight vector. Then
divide the first-row element of the (8x1) column vector by the first-row element
of the original weight vector. Repeat the same step for all remaining rows to
obtain a (8x1) division vector.

e Take the average of the elements of (8x1) division vector as an estimate of CI.

As MATLAB® and Excel® results for CI values are very close to each other, we used
Excel® results so that the reader can easily check the values without any sophisticated

software.

As Franek and Kresta (2014) mentioned, Geometric and Power scales yield a higher
score for the most important criterion. Similarly, as expected, Exponential Scale shows
the same characteristic to emphasize the value of the most important criterion. In the
former case (inconsistent matrix S), Balanced, Exponential, Geometric, and Inverse
Linear scales seem to be consistent while the Fundamental, Logarithmic, Power, and
Root Square scales are inconsistent. In the latter case (consistent matrix S'), however,
all scales except for Inverse Linear and Logarithmic scales seem to be consistent.
Surprisingly, in both MATLAB® and Excel® calculations, the 4,,4, Vvalue for the
matrix generated using the Inverse Linear Scale was calculated as “7.988”, which is
lower than the matrix dimension “8”. Therefore, considering the CI definition, the
numerator of the fraction becomes negative and it results in a negative CR value. This
brings the question to the mind whether CI and CR are proper means of checking the

inconsistency of a PCM.

In this particular case, it is seen that Exponential and Geometric scales are consistent

in both cases, where the Fundamental and Power scales are consistent in only one.
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Table 32 Percent changes between S and S' cases

Percent (%)

— &
Changes - Tg % o %’ é %
Between 8 T £ £ p = _ =3
C s |8 |8 |5 |8 | &8 |8 |3
ases =

N T N O =R I S -
Size 060 | 275 | 208 | 456 | 030 | 0.73 | 6.16 | 051
Transportation | 0.60 | 2.75 | 2.08 | 4.56 030 | 0.73 | 6.16 | 0.51

Neighborhood | 15.50 | 32.24 | 28.22 | 43.25 | 11.23 | 17.63 | 49.58 | 14.82

Age 0.60 | 2.75 | 2.08 | 4.56 030 | 0.73 | 6.16 | 0.51
Yard 0.60 | 2.75 | 2.08 | 4.56 030 | 0.73 | 6.16 | 0.51
Modern 0.60 | 2.75 | 2.08 | 4.56 030 | 0.73 | 6.16 | 0.51
Condition 16.93 | 39.58 | 33.59 | 60.51 | 11.97 | 19.64 | 74.65 | 16.21
Finance 0.60 | 2.75 | 2.08 | 4.56 030 | 0.73 | 6.16 | 0.51
Amax 283 | 16.24 | 799 | 37.61 | 1.48 248 | 35.63 | 1.87
Cl 93.10 | 80.00 | 50.47 | 84.72 | 111.58 | 41.59 | 64.64 | 49.22
CR 93.10 | 80.00 | 50.47 | 84.72 | 111.58 | 41.59 | 64.64 | 49.22

Table 32 shows the percent changes in the weights, 4,,,4,, Cl and CR values for each
scale. Bold black values show there was a decrease when S is changed to S', and others
show that there was an increase. All percent changes are calculated by the following

rule:

e The former case numerical value is subtracted from the latter case numerical
value

e Result is divided by the former case numerical value

From this analysis, it can be concluded that the greatest change in CR was observed
for Inverse Linear Scale. The negative value calculated previously also has a
supplementary effect to this significant change. Balanced, Exponential and Geometric
scales also showed a significant increase in CR values. The Fundamental, Logarithmic,
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Power, and Root Square scales, on the other hand, remained below the others in terms
of percent CR change.

Apparently, percent deviations tend to increase when Power and Geometric scales are
used. These deviations are moderate in Exponential and Fundamental Scale cases,
unlike comparatively low deviations in Balanced, Inverse Linear, Logarithmic, and
Root Square scale cases. Although these deviations can be observed from all criteria,
they are particularly more significant in “Condition” and “Neighborhood” as these

criteria are evaluated with changed numerical scores.

We believe consistency sensitivity is not directly related to the CR value, but the
percent deviation between the cases. Variance of weights is already based on change.
Based on these results, the conclusion of Franek and Kresta (2014) may be revised as

shown in Table 33.

Table 33 Classification of judgement scales based on consistency and allocation of

weights
Consistency Sensitivity Variance of Weights
. . Geometric
High Inverse Linear
Power
Balanced Exponential
Moderate | Exponential P
) Fundamental
Geometric
Fundamental Balanced
Logarithmic Logarithmic
Low g g
Power Power
Root Square Root Square




CHAPTER 7

CONCLUSIONS AND FINAL REMARKS

Real life decision problems rarely depend on a single parameter. On the contrary, they
are often complex problems, which involve multiple alternatives, criteria, and
stakeholders. AHP is a very common and powerful multi-criteria decision making tool
used in numerous business sectors by managerial decision makers (DM). The method
is applied by verbally comparing alternatives and converting these verbal comparisons
to numerical scores. The power of AHP is based on three main sources:

e Its systematic process of dividing complex decision problems into smaller
manageable parts,

e Using pairwise comparison of elements rather than considering all at once, and

e Providing means to systematically check DMs consistency in pairwise

comparisons.

Consistency concept is critical for managerial DMs in complex decision problems, as
better consistency means more structured and well-made pairwise comparisons. On
the other hand, if DM is not adequately consistent, then pairwise comparisons should
be revised in order to make sure all of them reflect the correct evaluations of the DM.
This revision becomes more time consuming and costly for managerial DMs as the

complexity level of the decision problems increases.

Consistency in AHP is mainly attributed to the transitivity axiom. Transitivity can be
divided into two:

e Ordinal Transitivity: If A is preferred to B and B to C, then A must be preferred
to C.
o Cardinal Transitivity: If A is preferred to B three times and B to C twice, then

A must be preferred to C six times.
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According to the transitivity axiom of AHP, a set of pairwise comparisons are fully
consistent if and only if all of them are cardinally transitive. However, the scales

suggested for and used in AHP tend to be cardinally intransitive.

If we approach inconsistency issue from the perspective of numerical pairwise
comparison scales, two kinds of inconsistency can be defined. The first one is due to
the fact that a numerical pairwise comparison scale has upper and lower limits, which
make some combination (multiplication) of numerical scores cardinally intransitive.
In this study, it is shown that most of the existing scales are significantly affected by
this type of inconsistency characteristic. However, it is noted that any type of scale
with an upper and lower bound would suffer from such inconsistency. More
importantly, these scales (except for Geometric Scale) are significantly affected by the
second type of inconsistency, which is due to the discreteness of the scale.

In order to reduce inconsistencies based on cardinal intransitivity and scale
discreteness, a new scale based on Fibonacci Series is proposed in this study, which is
called “Exponential Scale”. Unlike most of the other scales, Exponential Scale is a
continuous function, considering that reciprocals of all members of the scale are still a
member of the same scale. As expected, Exponential Scale appeared more

advantageous when the two types of scale-based inconsistency are concerned.

By detailed simulations, previously proposed scales (except for Fundamental Scale)
and Exponential Scale have been compared in this study with Fundamental Scale using
some performance measures. In these simulations, especially when consistency-
related performance measures are taken into account, Power Scale appeared better than
the other scales. While Exponential and Geometric scales followed Power Scale
closely, Inverse Linear and Balanced scales showed only moderate performance.
Logarithmic and Root Square scales, on the other hand, showed very poor performance
with respect to consistency-related performance measures, when compared to the most
widely used Fundamental Scale. It is notable that scales with a limit greater than 9
(Exponential, Geometric, and Power scales) have better performances compared to the

scales with an upper limit of 9 (Inverse Linear and Balanced scales). Scales having
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upper limits less than 9 (Logarithmic and Root Square scales) have the lowest
performances. Therefore, we can conclude that the upper limit of a numerical pairwise
comparison scale is actually a significant parameter of consistency, and in general,
scales with greater limits than 9 appear to be more consistent in numerical analysis of
the same verbal judgement sets. Moreover, this is an indication of the suggestion that

AHP favors wider scales in terms of consistency.

At the last step, all scales are applied on the same sample decision problem in
inconsistent and consistent cases (based on Fundamental Scale), and their
characteristics were evaluated. Although, we believe, a single example is not adequate
to draw general conclusions, the scales with higher upper bounds (Exponential,
Geometric, and Power) yielded a higher weight for the most important criterion, as
expected. Furthermore, Exponential and Geometric scales generated consistent PCMs
for both cases while the Fundamental and Power scales generated a consistent matrix

in only one of the cases.

Although Geometric Scale has a similar performance to the proposed Exponential
Scale, we agree with the idea of Ji and Jiang (2003) that the use of a scale with an
upper limit of 256 severely violates the homogeneity axiom of AHP. Therefore, we
believe that the use of Exponential Scale would be much more appropriate than
Geometric Scale. Power Scale violates the same axiom more than Exponential Scale.

Therefore, in this regard, Exponential Scale appears to be superior to the other scales.

Another important finding is related to the performances of Exponential Scale and
Power Scale’s for larger PCMs. Although this study did not include sizes larger than
7x7 PCMs, the trends of performances indicate that both scales would have very
similar performances for larger PCMs. This finding further supports Exponential
Scale, especially for larger scale matrices, considering that Power Scale violates the
homogeneity axiom more than Exponential Scale.

Power Scale was proposed by Harker and Vargas (1987), and was criticized in the
same study by using a single example application of AHP. Harker and Vargas (1987)

used the same verbal comparison scale with different numerical pairwise comparison
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scales and generated the final weights to compare them with the actual normalized
distances between Philadelphia and the other cities. They concluded that the weight
vector generated by using Fundamental Scale yielded the highest correlation with the
actual normalized distances. However, we believe that they missed an important point.
A rational DM, who knows what numerical value corresponds to his/her verbal
judgements, may not use the same verbal evaluations for the Fundamental and Power
scales. Indeed, provided the numerical scale is known, a DM may adjust
himself/herself so that the numerical judgements represent his/her actual idea of the
ratio weights (distances in the sample problem). If DMs are asked questions about
measurable elements, about which they at least have some preliminary information,
they may assess numerical ratios more accurately. Thus, we believe that the
assumption of the same verbal scale used should be approached carefully in AHP
studies. In this regard, we believe that Power Scale may not be as disadvantageous as
Harker and Vargas (1987) claimed to be, and it may bring the advantage of more

consistent PCMs which decreases the burden of revising inconsistencies.

The same limitation applies to our study as well. In our simulations, we generated
PCMs first based on Fundamental Scale, then directly converted the numbers to
respective numbers in other scales. That is, we used the same verbal scale for both the
Fundamental and the measured scale. A further study may be to assess real DMs’
perception of the verbal scale when different numerical scales are used. That is, the
following question should be investigated: Does a DM change the verbal judgement if

the numerical scale is changed?

Another limitation of our study is that we only used EVM to generate weight vectors.
In our preliminary simulations, we confirmed that the Approximate Method (a.k.a. the
Rule of Thumb) yielded very close results to those of EVM, and as result, we decided
to continue only with EVM for the sake of computational limitations. However, LLSM
(RGMM) has been attracting more and more attention for the past two decades, and
the simulations could have also been run for LLSM as the weight derivation method.
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Another limitation of our study is that we only used EVM to assess the consistencies
of matrices. It has been mentioned that GCI can also be an alternative way for
consistency measurement. Further studies may evaluate the combinations of weight
derivation methods (EVM and LLSM) with consistency measurement methods (EVM
and GCI).

Although we simulated a general comparison of numerical pairwise comparison
scales, we are aware that we only represented the results of the PCMs, which have
lower CR values than the CR limit than we designated. A complete mapping of
numerical pairwise comparison scale behavior throughout all CR range may broaden
the knowledge of the literature, and thus, may be considered as a possible future study

topic.

We believe our study is different than the others, since it does not simply compare
numerical pairwise comparison scales on only single decision problem, but it analyzes
the simulation of many cases and compares the other scales with the most widely used
Fundamental Scale. We also believe that the inconsistency characteristics expressed
by Ji and Jiang (2003) should have been elaborated on, as their preliminary analysis
was not very detailed. In our study, we believe that we showed these characteristics

better with our detailed analysis of every single possible numerical pairs in all scales.

Moreover, our study brings a different approach to consistency sensitivity concept,
which was suggested by Franek and Kresta (2014). We believe that consistency
sensitivity should be measured by the deviation between the consistent and
inconsistent cases of the given sample problem. That is, consistency sensitivity should
be regarded as the percent change in the CR when an element (or a set of elements)

are changed in a PCM.

Finally, we would like to emphasize that general conclusions should not be drawn
based only on a single application of AHP. As our simulations showed, although they
do not represent the majority, there are significantly many cases where Fundamental
Scale yields more consistent results than Exponential, Geometric or Power scales. In

fact, a single example may well be one of these cases, where Fundamental Scale seems
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superior to all others. Therefore, we believe that simulations involving many possible

cases would provide more reliable results.

79



REFERENCES

Abdi, M. R. & Labib, A., 2003. A Design Strategy for Reconfigurable Manufacturing
Systems (RMSs) Using Analytical Hierarchical Process (AHP): A Case Study.
International Journal of Production Research, 41(10), pp. 2273-2299.

Aguaron, J. & Moreno-Jiménez, J. M., 2003. The Geometric Consistency Index:
Approximated Thresholds. European Journal of Operational Research, VVolume 147,
pp. 137-145.

Al-Harbi, K. M.-S., 2001. Application of the AHP in Project Management.
International Journal of Project Management, 19(1), pp. 19-27.

Alonso, J. A. & Lamata, M. T., 2004. Estimation of the Random Index in the Analytic
Hierarchy Process. Proceedings of Information Processing and Management of
Uncertainty in Knowledge- Based Systems, pp. 317-322.

Alonso, J. A. & Lamata, M. T., 2006. Consisteny in the Analytic Hierarchy Process:
A New Approach. International Journal of Uncertainty, Fuzziness and Knowledge-
Based Systems, 14(4), pp. 445-459.

Amiri, M., Zandieh, M., Soltani, R. & Vahdani, B., 2009. A Hybrid Multi-Criteria
Decision-Making Model for Firms Competence Evaluation. Expert Systems with
Applications, Volume 36, pp. 12314-12322.

Badri, M., 2001. Combining the AHP and GP Model for Quality Control Systems.
International Journal of Production Economics, Volume 72, pp. 27-40.

Bana e Costa, C. A., De Corte, J. M. & Vansnick, J. C., 2012. MACBETH.
International Journal of Information Technology and Decision Making, 11(2), pp.
359-387.

80



Bana e Costa, C. A. & Vansnick, . J.-C., 2008. A Critical Analysis of the Eigenvalue
Method Used to Derive Priorities in AHP. European Journal of Operational
Research, Volume 187, p. 1422-1428.

Barzilai, J. & Golany, B., 1997. Deriving Weights from Pairwise Comparison
Matrices. Journal of the Operational Research Society, Volume 48, pp. 1226-1232.

Bhushan, N. & Rai, K., 2004. Strategic Decision Making. In: Applying the Analytic
Hierarchy Process. London: Springer-Verlag London, pp. 11-21.

Blaira, A. R., Nachtmann, R., Saaty, T. L. & Whitaker, R., 2002. Forecasting the
Resurgence of the US Economy in 2001: An Expert Judgement Approach. Socio-
Economic Planning Sciences, 36(2), pp. 77-91.

Brans, J.-P., 1982. L'ingénierie de la décision; Elaboration d'instruments d'aide a la
décision. La méthode PROMETHEE. Québec, Presses de 1'Université Laval, pp. 183-
-213.

Budescu, D. V., Zwick, R. & Rapoport, A., 1986. A Comparison of the Eigenvalue
Method and the Geometric Mean Procedure for Ratio Scaling. Applied Psychological
Measurement, Volume 10, pp. 69-78.

Cheng, C.-H., 1997. Evaluating Naval Tactical Missile System by Fuzzy AHP Based
on Grade Value of Membership Function. European Journal of Operational
Research, 96(2), pp. 343-350.

Chen, S.-J. (. & Lin, L., 2003. Decomposition of Interdependent Task Group for
Concurrent Engineering. Computers & Industrial Engineering, 44(3), pp. 435-459.

Choo, E. & Wedley, W., 2008. Comparing Fundamentals of Additive and
Multiplicative Aggregation in Ratio Scale Multi-Criteria Decision Making. The Open
Operational Research Journal, VVolume 2, pp. 1-7.

Crawford, G. B., 1987. The Geometric Mean Procedure for Estimating the Scale of a
Judgement Matrix. Mathematical Modeling, Volume 9, pp. 327-334.

81



Crawford, G. & Williams, C., 1985. A Note on the Analysis of Subjective Judgement
Matrices. Journal of Mathematical Psychology, Volume 29, pp. 387-405.

Davoodi, A., 2009. On Inconsistency of a Pairwise Comparison Matrix. International
Journal of Industrial Mathematics, 1(4), pp. 343-350.

Dijkstra, T. K., 2013. On the Extraction of Weights from Pairwise Comparison
Matrices. Central European Journal of Operations Research, 21(1), pp. 103-123.

Dodd, F. J. & Donegan, H. A., 1994. Comparison of Prioritization Techniques Using
Interhierarchy Mappings. Journal of the Operational Research Society, 46(4), pp.
492-498.

Dodd, F. J., Donegan, H. A. & McMaster, T. B. M., 1992. A New Approach to AHP
Decision-Making. Journal of the Royal Statistical Society. Series D (The
Statistician), 41(3), pp. 295-302.

Dong, Y., Xu, Y., Li, H. & Dai, M., 2008. A Comparative Study of the Numerical
Scales and the Prioritization Methods in AHP. European Journal of Operational
Research, 186(1), pp. 229-242.

Ehie, I. C. & Benjamin, C. O., 1993. An Integrated Multi-Objective Planning Model:
A Case Study of Zambian Copper Mining Industry. European Journal of Operational
Research, 68(2), pp. 160-172.

El Hefnawy, A. & Mohammed, A. S., 2014. Review Of Different Methods For
Deriving Weights In The Analytic Hierarchy Process. International Journal of the
Analytic Hierarchy Process, 6(1).

Fashoto, S. G., Owolabi, O. & Adekoya, A., 2016. Integration Of Geometric Mean
Induced Bias Matrix Into Analytical Hierarchy Process To Enhance Decision Making
Model For Supplier Selection In Healthcare Service Delivery. International Journal
of Business and Management Studies, 5(2), pp. 429-436.

82



Fechner, G. T., 1860. Elemente der Psychophysik. Leipzig: Breitkopf und Hartel.

Forman, E. H., 1990. Random Indices for Incomplete Pairwise Comparison Matrices.
European Journal of Operational Research, 153-155.48(1).

Franek, J. & Kresta, A., 2014. Judgment Scales and Consistency Measure in AHP.
Procedia Economics and Finance, 12(1), pp. 164-173.

French, S., 1988. Decision Theory: An Introduction to the Mathematics of Rationality.
West Sussex: Ellis Horwood Ltd.

Gigerenzer, Gerd; Todd, P. M.; The ABC Research Group, 1999. Simple Heuristics
That Make Us Smart. In: Evolution and Cognition. New York: Oxford University
Press, pp. 3-34.

Goepel, K. D., 2018. Comparison of Judgment Scales of the Analytical Hierarchy
Process - A New Approach. International Journal of Information Technology and
Decision Making, 20 05.

Golden, B. L. & Wang, Q., 1990. An Alternative Measure of Consistency. In: B. L.
Golden, E. A. Wasil & P. T. Harker, eds. Analytic Hierarchy Process: Applications
and Studies. New York: Springer Verlag, pp. 68-81.

Harker, P. & Vargas, L., 1987. The Theory of Ratio Scale Estimation: Saaty's Analytic
Hierarchy Process. Management Science, 33(11), pp. 1383-1403.

Herman, M. W. & Koczkodaj, W. W., 1995. A Monte Carlo Study of Pairwise
Comparison. Information Processing Letters, pp. 223-239.

Hochbaum, D. S. & Levin, A., 2006. Methodologies for the Group Rankings Decision.
Management Science, Volume 52, pp. 1394-1408.

Hwang, C. L. & Yoon, K., 1981. Multiple Attribute Decision Making: Methods and
Applications. New York: Springer-Verlag.
83



Ishizaka, A., Balkenborg, D. & Kaplan, T., 2010. Influence of aggregation and
measurement scale on ranking a compromise alternative in AHP. Journal of the
Operational Research Society, 62(4), pp. 700-710.

Ishizaka, A. & Labib, A., 2011. Review of the Main Developments in the Analytic
Hierarchy Process. Expert Systems with Applications, Volume 38, p. 14336-14345.

Ishizaka, A. & Lusti, M., 2006. How to Derive Priorities in AHP: A Comparative
Study. Central European Journal of Operations Research, 14(4), pp. 387-400.

Isiklar, G. & Biiyiikozkan, G., 2007. Using a Multi-Criteria Decision Making
Approach to Evaluate Mobile Phone Alternatives. Computer Standards & Interfaces,
Volume 29, p. 265-274.

Ji, P. & Jiang, R., 2003. Scale Transitivity in the AHP. The Journal of the Operational
Research Society, 54(8), pp. 896-905.

Johnson, C., Beine, W. & Wang, T., 1979. Right-Left Asymmetry in an Eigenvector
Ranking Procedure. Journal of Mathematical Psychology, Volume 19, pp. 61-64.

Kendall, M. G., 1938. A New Measure of Rank Correlation. Biometrika, 30(1), pp. 81-
93.

Kumar, V. N. & Ganesh, L., 1996. A Simulation-Based Evaluation of the Approximate
and the Exact Eigenvector Methods Employed in AHP. European Journal of
Operational Research, Volume 95, pp. 656-662.

Lane, E. F. & Verdini, W. A., 1989. A Consistency Test for AHP Decision Makers.
Decision Sciences, Volume 20, pp. 575-590.

Lin, C., Koua, G. & Ergu, D., 2013. A Heuristic Approach for Deriving the Priority
Vector in AHP. Applied Mathematical Modelling, 37(8), pp. 5828-5836.

84



Lootsma, F. A., 1989. Conflict Resolution via Pairwise Comparison of Concessions.
European Journal of Operational Research, 40(1), pp. 109-116.

Lootsma, F. A., 1993. Scale Sensitivity in the Multiplicative AHP and SMART.
Journal of Multi-Criteria Decision Analysis, Volume 2, pp. 87-110.

Lootsma, F. A., 1999. Multi-Criteria Decision Analysis via Ratio and Difference
Judgment. Dordrecht: Kluwer Academic Publishers.

Macharis, C., Springael, J., De Brucker, K. & Verbeke, A., 2004. PROMETHEE and
AHP: The Design of Operational Synergies in Multicriteria Analysis.: Strengthening
PROMETHEE with Ideas of AHP. European Journal of Operational Research,
153(2), pp. 307-317.

Ma, D. & Zheng, X., 1991. 9/9-9/1 Scale Method of AHP. Pittsburgh, s.n., pp. 197-
202.

Mazurek, J. & Perzina, R., 2017. On the Inconsistency of Pairwise Comparisons: An
Experimental Study. s.l.:s.n.

Miller, G., 1956. The Magical Number Seven, Plus or Minus Two: Some Limits on
Our Capacity for Processing Information. Psychological Review, 63(2), pp. 81-97.

Mu, E. & Pereyra-Rojas, M., 2017. An Introduction to the Analytic Hierarchy Process
(AHP) Using Super Decisions V2. In: Practical Decision Making. Springer Online
Documents: Springer International Publishing, pp. 7-22.

Murphy, C. K., 1993. Limits of the Analytical Hierarchy Process from Its Consistency
Index. European Journal of Operational Research, VVolume 65, pp. 138-139.

Noble, E. E. & Sanchez, P. P., 1993. A Note on The Information Content of a
Consistent Pairwise Comparison Judgment Matrix of an AHP Decision Maker.
Theory and Decision, 34(2), pp. 99-108.

85



Pelaez, J. I. & Lamata, M. T., 2003. A New Measure of Consistency for Positive
Reciprocal Matrices. Computers and Mathematics with Applications, VVolume 46, pp.
1839-1845.

Pirdashti, M., Ghadi, A., Mohammadi, M. & Shojatalab, G., 2009. Multi-Criteria
Decision-Making Selection Model with Application to Chemical Engineering
Management Decisions. World Academy of Science, Engineering and Technology
International Journal of Chemical and Molecular Engineering, 3(1), pp. 1-6.

Raharjo, H. & Endah, D., 2005. Evaluating Eelationship of Consistency Ratio and
Number of Alternatives on Rank Reversal in the AHP. Quality Engineering, Volume
18, pp. 39-46.

Roy, B. & Bouyssou, D., 1993. Adide Multicritére a la Décision: Méthodes et Cas.
Paris: Economica.

Russo, R. F. S. M. & Camanho, R., 2015. Criteria in AHP: A Systematic Review of
Literature. Procedia Computer Science, Volume 55, pp. 1123-1132.

Saaty, R. W., 1987. The Analytic Hierarchy Process: What It Is and How It Is Used.
Mathematical Modelling, 9(3-5), pp. 161-176.

Saaty, T. L., 1977. A Scaling Method for Priorities in Hierarchical Structures. Journal
of Mathematical Psychology, 15(3), pp. 234-281.

Saaty, T. L., 1980. The Analytic Hierarchy Process. New York: McGraw Hill
International.

Saaty, T. L., 1986. Axiomatic Foundation of the Analytic Hierarchy Process.
Management Science, 32(7), pp. 841-855.

Saaty, T. L., 1990. Eigenvector and Logarithmic Least Squares. European Journal of
Operational Research, Volume 48, pp. 156-160.

86



Saaty, T. L., 1994. How to Make a Decision: The Analytic Hierarchy Process.
Interfaces, 24(6), pp. 19-43.

Saaty, T. L., 1996. Fundamentals of Decision Making and Priority Theory with the
Analytic Hierarchy. Pittsburgh: RWS Publications.

Saaty, T. L., 2001. The Seven Pillars of the Analytic Hierarchy Process: Models,
Methods, Concepts & Applications of the Analytic Hierarchy Process. International
Series in Operations Research & Management Science, Volume 34, pp. 27-46.

Saaty, T. L., 2003. Decision-Making with the AHP: Why is the Principal Eigenvector
Necessary. European Journal of Operational Research, Volume 145, pp. 85-91.

Saaty, T. L., 2005. Theory and Applications of the Analytic Network Process. s.I.:.RWS
Publications.

Saaty, T. L. & Hu, G., 1998. Ranking by the Eigenvector Versus Other Methods in the
Analytic Hierarchy Process. Applied Mathematical Letters, 11(4), pp. 121-125.

Saaty, T. L. & Sagir Ozdemir, M., 2003. Why the Magic Number Seven Plus or Minus
Two. Mathematical and Computer Modeling, Volume 38, pp. 233-244.

Saaty, T. L. & Vargas, L. G., 2012. Models, Methods, Concepts & Applications of the
Analytic Hierarchy Process. 2 ed. New York: Springer US.

Safian, E. E. M. & Nawawi , A. H., 2011. The Evolution of AHP as a Decision Making
Tool in Property Sectors. Bali/INDONESIA, IACSIT Press, pp. 28-31.

Sagir Ozdemir, M., 2005. Validity and Inconsistency in the Analytic Hierarchy
Process. Applied Mathematics and Computation, 161(1), pp. 707-720.

Salo, A. A. & Hamaldinen, R. P., 1997. On the Measurement of Preferences in the
Analytic Hierarchy Process. Journal of Multi-Criteria Decision Analysis, 6(6), pp.
309-3109.

87



Schmidt, K. et al., 2015. Applying the Analytic Hierarchy Process in Healthcare
Research. BMC Medical Informatics & Decision Making, pp. 15-112.

Simon, H. A., 1955. A Behavioral Model of Rational Choice. Quarterly Journal of
Economics, 69(1), pp. 99-118.

Srdjevic, B., 2005. Combining Different Prioritization Methods in the Analytic
Hierarchy Process Synthesis. Computers & Operational Research, VVolume 32, pp.
1897-19109.

Stein, W. E. & Mizzi, P. J., 2007. The Harmonic Consistency Index for the Analytic
Hierarchy Process. European Journal of Operational Research, Volume 177, pp.
488-497.

Stevens, S. S., 1957. On the Psychophysical Law. Psychological Review, Volume 64,
pp. 153-181.

Stevens, S. S. & Galanter, E., 1964. Ratio Scales and Category Scales for a Dozen
Perceptual Continua. Journal of Experimental Psychology, VVolume 54, pp. 377-411.

Stirn, L. Z. & Groselj, P., 2010. Multiple Critera Methods with Focus on Analytic
Hierarchy Process and Group Decision Making. Croatian Operational Research
Review (CRORR), Volume 1.

Takamura, Y. & Tone, K., 2003. A Comparative Site Evaluation Study for Relocating
Japanese Government Agencies in Tokyo. Socio-Economic Planning Sciences,
27(2), pp. 85-102.

Takeda, E., Cogger, K. & Yu, P. L., 1987. Estimating Criterion Weights Using
Eigenvectors: A Comparative Study. European Journal of Operational Research,
Volume 29, pp. 360-369.

88



Tavana, M., 2003. Cross: A Multicriteria Group-Decision-Making Model for
Evaluating and Prioritizing Advanced Technology Projects at NASA. Interfaces -
INFORMS, 33(3), pp. 40-56.

Thurstone, L. L., 1927. A Law of Comparative Judgements. Psychological Reviews,
34(1), pp. 273-286.

Tomashevskii, 1. L., 2014. Geometric Mean Method for Judgement Matrices:
Formulas for Errors, Arkhangelsk: s.n.

Tomashevskii, 1. L., 2015. Eigenvector ranking method as a measuring tool: Formulas
for errors.. European Journal of Operational Research, VVolume 240, pp. 774-780.

Triantaphyllou, E. & Mann, S. H., 1995. Using The Analytic Hierarchy Process For
Decision Making In Engineering Applications: Some Challenges. International
Journal of Industrial Engineering: Applications and Practice, 2(1), pp. 35-44.

Tummala, V. M. R. & Wan, Y.-w., 1994. On the Mean Random Inconsistency Index
of Analytic Hierarchy Process (AHP). Computers & Industrial Engineering, 27(1),
pp. 401-404.

Vaidya, O. S. & Kumar, S., 2006. Analytic Hierarchy Process: An Overview of
Applications. European Journal of Operational Research, VVolume 169, pp. 1-29.

von Winterfeldt, D. & Edwards, W., 1986. Decision Analysis and Behavioral
Research. Cambridge: Cambridge University Press.

Zahedi, F., 1986. A Simulation Study of Estimation Methods in the Analytic Hierarchy
Process. Socio-Economic Planning Science, Volume 20, pp. 347-354.

Zhang, Z., Liu, X. & Yang, S., 2009. A Note on the 1-9 Scale and Index Scale In AHP.
Communications in Computer and Information Science, 35(1), pp. 630-634.

89



APPENDICES

A.SCALE BASED CONSISTENCY ASSESSMENTS

9[€3S 8y} JO SHWI| 8yl apIsINO 9[e3S 81 JO SHWI| 3y} UIYNAA 3[e3s ay} Ag paulyep pue SHWI| a3 UIYHAA $8p0Q 40100
¢10°0 | 000 | 8200 | LEO'0 | 8700 | 0900 | ¥20°0 | T60°0 | TTT'O | 9€T0 | L9T°0 | 90¢'0 | 65¢°0 | €E€°0 | v¥¥'0O | OE9'0 | 000T T1T°0
0¢00 | TEOO | ¥PO'0 | 6500 | 9200 | S60°0 | 8TT'0 | ¥¥T'0 | 9LT°0 | 9TC'0 | G9¢°0 | 8¢€0 | ¢T¥'0 | 6¢50 | 90.°0 | 000°'T | 88S'T 9.T°0
8¢0°0 | ¥¥0'0 | €900 | €80°0 | LOT0 | SET'0 | Z9T°0 | SOC'0 | 0S¢0 | 90€0 | GLE0 | ¥9¥'0 | €850 | 0SL°0 | 000°'T | LIV'T | 0S¢C'¢C 05¢'0
LEOO | 6500 | €800 | TTTO | €VT0 | 64T0 | ¢¢C'0 | €.¢'0 | €EE'0 | LOY'O | 0050 | 6T9°0 | 8420 | 000T | €EET | 688°T | 000°€ €EE0
8700 | 9200 | L0TO | EPTO | ¥8T0 | TECO | 982°0 | TSE'0 | 6Z¥'0 | ¥¢S'0 | EV9'0 | 9640 | 00T | 98¢'T | VIL'T | 6¢V'C | LS8'E 6¢v'0
0900 | S60°0 | SET'0 | 64T'0 | T€C0 | 06¢°0 | 65€'0 | TPY'O | 8ES0 | 8G90 | 8080 | 000T | 95¢'T | ST9T | ¥ST'C | 1S0°€ | 98V 850
.00 | 8TT°0 | Z9T'0 | ¢¢¢’0 | 9820 | 6S€0 | v¥¥'0 | S¥S'O | 990 | GT8'0 | O00O'T | 8€C'T | 999°T | 000C | £99°¢C | 8LL°€ | 0009 1990
1600 | ¥¥T°0 | S0C'0 | €20 | TSE0 | Tyy'0 | S¥S0 | 6990 | 8T8'0 | 000'T | LeC'T | 6IST | 606°T | SS¥'C | €LC€ | 9€9V | ¥9E'L 8180
TTIT0 | 94T°0 | 0S¢°0 | €€€°0 | 6¢¥'0 | 8€S'0 | 2990 | 8180 | 000T | ¢¢¢'T | 0OS'T | LSBT | €E€¢ | 000C | 000 | L99'G | 0006 0007
9€T'0 | 9T¢'0 | 90€°0 | LO¥'O | ¥¢S'0 | 85G9°0 | ST8'0 | 000°T | ¢¢¢'T | v6v'T | €EB'T | 0L¢'C | ¢S8'C | L99°C | 688F | 9¢6'9 | 000'TT et
L9T°0 | §9¢°0 | G/€°0 | 0050 | €790 | 8080 | 000'T | Z¢¢'T | 00S'T | €EB'T | 0GC'C | 98¢ | 00S'E | 00S¥ | 0009 | 00S8 |OOSET 00S'T
90¢'0 | 8¢€0 | ¥9¥'0 | 6T9°0 | 96,0 | 000'T | 8E€C'T | 6IST | LS8'T | 0L¢'¢ | 98L°C | 6¥¥'€ | €EE€V | TLS'S | 6¢v'L |¥CSOT | ¥1L9T LS8'T
65¢°0 | ¢T¥'0 | €850 | 8420 | 000'T | 99¢'T | 9SS'T | 606'T | €EE€C | ¢G8'C | 00S'E | EEEV | v¥y'S | 000°L | €EE'6 | CCC'ET | 000'TC €EEC
€E€'0 | 6¢59°0 | 0520 | 000°'T | 98¢'T | ST9'T | 000C | SS¥'¢ | 000°€ | £L99°€ | 00OS¥ | TLS'S | 000°L | 0006 | 000°CT [ 000°LT | 000°'LC 000°€
vyy'0 | 904°0 | 000°T | €E€'T | ¥IL'T | ¥ST'¢ | 299C | €/¢°C | 000 | 688F | 0009 | 6¢¥'L | EEE'6 | 000°CT | 000°9T | L99°¢C¢ | 000'9€ 000'v
0€9'0 | 000T | LTVF'T | 688T | 6¢v'¢ | TSO'E | 8LL°C | 9€9V | 199G | 9¢6'9 | 00S'8 | ¥¢S'0T | ¢¢C’€T | 000°LT | 299°¢¢ | TTT'CE | 000°'TS 199°G
000'T | 889'T | 0S¢'¢c | 000°€ | LS8€ | 9¥8'F | 0009 | ¥9€'L | 0006 | 000°TT [ 00SET | ¥TL'9T | 000'TC | 000'LC | 000°9E | 000°TS | 000°T8 0006
TIT0 | 94T°0 | 0S¢°0 | €€€°0 | 6¢v'0 | 8€G'0 | 2990 | 8180 | 000T | ¢¢C'T | OOS'T | LS8'T | €E€¢ | 000°C | 000 | L99'G | 0006

9]eaS padueeg aYl Ul sanjeA e Juensal ay) pue sired (ife ‘fe) ajqissod T Vv 8|qeL

90



9[3S 3y} 4O SHWli| 3y} 3pIsINO 9[€3S 8y} JO SHWI| 8L} UIYHM 3[eas 3y} Ag paulyap pue sHuI| 8y} UIYIA $8p0Q 40100
000°0 | TOO'0 | TOO'0 | ¢00°0 | €00°0 | SO0°0 | 8000 | €T0'0 | T¢O0 | ¥EOO 9500 060°0 vT0 9€¢’0 ¢8€°0 8790 000°T 1200
T00'0 | TOO'0 | ¢O0'0 | €00°0 | SO0'0 | 8000 | ETO'0 | TCO0 | ¥€0'0 | 9S0°0 0600 vT0 9€¢’0 ¢8€°0 8190 000°T 6T9'T ¥€0°0
T00'0 | ¢00°0 | €00°0 | S00°0 | 8000 | €TO0 | T¢0'0 | ¥€0'0 | 950°0 | 060°0 910 9€¢’0 ¢8¢0 8190 000°T 619'T 129°¢ 9500
¢00°0 | €00°0 | S00°0 | 8000 | €T0'0 | TCO'0 | ¥E0'0 | 950°0 | 060°0 | 9¥T'0 9€¢’0 ¢8E0 8790 000°T 6T9'T T29¢ 14444 060°0
€000 | S00°0 | 800°0 | €100 | T¢00 | ¥E0'0 | 950°0 | 060°0 | O¥T0 | 9€C°0 28¢0 8190 0007 619'T 129°¢ ey 0489 910
G000 | 8000 | €T0°0 | T¢0'0 | ¥€0°0 | 950°0 | 060°0 | 9¥T'0 | 9€C°0 | ¢8E0 8190 0007 6197 129°¢ ey 0/8'9 €Tl 920
800°0 | €TO00 | T¢0'0 | ¥€0'0 | 950°0 | 060°0 | 9¥T'0 | 9E€C'0 | ¢BE'0 | 8I9'0 0007 6T9'T 129¢ ey 0489 e€CTTT 800'8T 280
€10°0 | T¢0'0 | #¥E€0'0 | 950°0 | 060°0 | 9PT'0 | 9€¢'0 | ¢8E'0 | 8T9'0 | 000°T 619'T 129°¢ ey 0/8'9 | €CT'TT | 800°8T ¥S1°6¢ 8190
T¢0'0 | ¥€0°0 | 950°0 | 060°0 | 9¥T'0 | 9€C°0 | ¢BE'0 | 8T90 | OOOT | 61I9T T29¢ ey 0/89 | €CT'TT | 8008T | ¥ST'6¢ 00¢'Ly 000°T
¥€0'0 | 9500 | 060°0 | 9¥T'0 | 9€¢°0 | ¢8E°0 | 8T9'0 | 000O'T | 6I9°T | Te9¢C ey 089 | €CT'TT | 8008T | ¥ST'6¢ | 00C'Lv LTv'9L 6191
950°0 | 060°0 | 9¥T'0 | 9€C°0 | ¢BE'0 | 8T9'0 | O00'T | 6T9°T | TC9C | ¥wi'v 0489 | €CT'TT | 8008T | ¥ST'6¢ | 00C'L¥y | LIv'9L | LIL'€ECT T29¢C
060°0 | 9¥T'0 | 9€¢°0 | ¢8€'0 | 8T9'0 | 000'T | 6T9'T | T¢9'¢ | ¥vC'¥ | 0/89 | €CT'TT | 800'8T | ¥ST'6¢ | 00C'Ly | LIv'9L | LTL'€CT | L62°00C 14444
9vT'0 | 9€C°0 | ¢8E'0 | 8T9'0 | 000'T | 6T9'T | TC9'C | ¥y | 0489 | ECT'TT | 8008T | ¥ST'6C | 00C'Lv | LTV'9L | LTL'E€CT | L6C°00C | 8LC'¥CE 0,89
9€¢’'0 | ¢8€°0 | 8T9°0 | 000'T | 6T9'T | Te9'C | ¥¥C'¥ | 0L8'9 [ECT'TT| 800'8T | ¥ST'6¢ | 00C'Lv | LIv'9L | LTL'E€CT | L6C'00C | 8L¢'¥¢E | T00'GCS €Tl
¢80 | 8T9'0 | 000'T | 6T9'T | Te9'C | ¥We'v | 0/8'9 |ECT'TT|800°8T | ¥ST'6¢ | 00,y | LI¥'9L | LTL'E€CT | L6¢°00¢C | 8LC'¥¢E | TOO'SCS | 696678 80081
819°0 | 000°T | 6T9T | T¢9¢ | vvC'v | 0/8'9 |€CTTT|800°8T |¥ST'6¢| 00C'LY | LIV9L | LTL'E€CT | L6¢°00¢C | 8L¢'¥¢E | TO0'GCS | 696'6¥8 | 8L0'9LET vS1'62
000°'T | 6T9'T | TC9'C | ¥¥C'v | 0289 [ECT'TT|8008T|¥ST'6¢ |00 LY | LTV'9L | LTL'ECT | L6€°00¢C | 8LC'¥CE | TO0'SCS | 696618 | 8L0'9LET | L98'Lcce 00¢'Ly
T¢0°0 | ¥€0°0 | 9G50°0 | 060°0 | 9¥T'0 | 9€C°0 | ¢BE'0 | 8190 | OOOT | 61I9T T¢9¢ ey 0/89 | €CT'TT | 800'8T | ¥ST'6¢ 00¢'Ly

9[eas [enuauodx3 ay) ul sanjeA e Jueynsal ay) pue sited (e ‘fte) a)qissod g W 9|ge.L

91



9[3s 3y} 4O SHWI| 8y} 3pIsINO 9[e3S 31 JO SHWI| 3y} UIYIAA 3[eas 3y} A paulyap pue SHWI| 8y} UIYIA $9p0J 40]0D

¢100 | ¥T0°0 | 9TO0 | 6T00 | ¢¢00 | 8200 | L€00 | 9900 | TITO | ¢¢c0O | €EE0 | vvvr'0 | 9S50 1990 8LL°0 6880 | 000°T TIT0
100 | 9TO0 | 8T00 | T¢O0 | S¢00 | TEOO | ¢¥O'O | €900 | SCT0 | 0S¢0 | SZ€0 | 00S0 | G¢90 | 0920 | SZ80 | 000°T STl AN
9100 | 8T0°0 | 0c00 | ¥¢00 | 6200 | 9€00 | 8700 | TZO0 | E€YI'0 | 98¢0 | 62v0 | TLS0 | ¥ILO /980 | 0007 eVl 98¢'1T EVT0
6T00 | T¢O0 | ¥¢00 | 8200 | €E00 | ¢¥O'0O | 9S00 | €800 | Z9T'0 | €EE0 | 00S'O | /990 | €E80 | 000°T L9T'T EEET 00S'T L9T°0
¢¢00 | S¢00 | 6¢00 | €€00 | O¥O0 | 0S00 | £90°0 | 0OT'O | 00CO | OOFPO | 0090 | 0080 | 00O°T 00C'T 007'T 009°T 008'T 00¢0
8¢0°0 | TEO'O | 9€0°0 | ¢¥O0 | 0500 | €900 | €800 | SCT'0 | 0S¢0 | 00S0 | 0SL0 | 00OT 05¢'T 00S'T 0SL'T 000¢ | 0S¢'¢ 0S¢0
LEOO | ¢¥O'0 | 8700 [ 9500 | 2900 | €800 | TIT'O | Z9T0 | €EE'0 | 2990 | 000'T | €EET 1997 000°¢ EEEC 199°¢ | 000°€ €EE0
9500 | €900 | TZ0'0 | €800 | 00T'0O | SCTO | Z9T°0 | 0S¢0 | 00S'O | 000°T 00S'T | 000¢ | 00S'¢ | 00O€E | 00S€ | 00OV | 00SV 0050
TIT0 | S¢T'0 | €¥T°0 | Z9T0 | 00C'0 | 0S¢0 | €EE'0 | 00S0 | OOO'T 000°¢ 000°€ | 000% | 000'S | 0009 | 000°'L | 0008 | 0006 000'T
¢¢c’0 | 05¢°0 | 98¢0 | €€€°0 | 00¥'0 | 00S'O | 2990 | 000°T 000¢ 000 | 0009 | 0008 | 000'0OT | 00O¢T | 00O¥T | 00O'9T | 00O'8T 000¢
€€E€0 | /€0 | 6¢V0 | 00S0 | 0090 | 0SL0 | 0007 0097 000€ | 0009 0006 | 000CT | 000°'ST | 000'8T | 000°TZ | 000'%C | 000'LC 000°€
vyy'0 | 0050 | TZS°0 | 2990 | 0080 | 000'T gee'T 000¢ 000 | 0008 | 000°CT | 000'9T | 000°0C | 000¥C | 000'8C | 000°CE | 000'9E 000
9550 | G¢9°0 | ¥TL'0 | €€8°0 | 000°T 05¢'T 1997 005'¢ 000'S | 000°0T | 000°'ST | 000°0¢ | 000°SC | 000°0E | OOO'SE | 000°0v | 00O'SK 000'S
£99°0 | 052°0 | 2S8'0 | 000°'T | 00C'T 00S'T 000¢ 000°€ | 0009 | 000CT | 0OO'BT | 00O'¥¢ | 000OE | 000'9€ | 000'Cy | 0008y | 000YS 0009
8/,°0 | G/8'0 | 000T | Z9TT | 00V'T 0SL'T gee’e 00S'€ | 0002 | 000¥T | OOO'TC | 000'8C | 000'SE | 000°¢y | 000'6Y | 000'9S | OOO'€E9 0002
6880 | 000T | EPT'T | €EET | 009T 000°¢ 199°¢ 000 | 0008 | 0009T | 00OtC | 00O'CE | 0000 | 00087 | 0009S | 0009 | 000°CL 0008
000T | S¢T'T | 98¢'T | 00S'T | 008'T 0S¢'¢e 000'€ | 00S¥ | 0006 | 00O'BT | 000'Z¢ | 0009 | 000Gy | 000'¥S | 000'€9 | 00O'CL | 000°T8 0006
TIT0 | GS¢T0 | €PTO | 29T0 | 00C'0 | 0S¢0 | €EE'0 | 0050 | 0007 000'C 000'€ | 000% | 000G | 0009 | 0OO'L | 0008 | 0006

9]eaS [eIUBLLIBPUNS Ul SBNJeA e Jueynsal ay) pue sited (tfe ‘Me) a)qissod € W a|gel

92



9[e3s 8y} 4O SHWI| 8y} 3pIsINO 9[€3S 8y} JO SHWI| 8L} UIYHM 3[eas 3y} Ag paulyap pue sHWI| 8y} UIYIA $8p0D 10100
000°0 | 000°0 [ 0000 | 0000 | 0000 | 0000 | TOOO | €000 | ¥00'0 | 8000 9100 1€0°0 €900 SeT°0 0S¢0 00S°0 000°T ¥00°0
000°0 | 000°0 [ 0000 | 000°0 | 0000 | TOO0 | €000 | ¥00°0 | 8000 | 9T0°0 T€00 €900 S¢T'0 0S¢0 0050 000°T 000°¢ 8000
000°0 | 000°0 [ 0000 | 000°0 | TOO'0 | ¢00°0 | ¥00°0 | 8000 | 9TO0 | TEO'O €900 S¢T0 0S¢0 0050 000°T 000°¢ 0007 9100
000°0 | 0000 [ 0000 | TOO'O | €000 | ¥00°0 | 8000 | 9TO0 | TEO'0 | €900 ETAN0] 0S¢0 0050 000°T 000'C 000'% 0008 T€0°0
000°0 | 000°0 | TOO0 | €000 | 000 | 8000 | 9T0'0 | TEO'0 | €900 | SCT'0 0S¢0 0050 000°T 000°¢ 000 0008 000°9T €900
000°0 | TO0O0 | ¢00°0 | ¥00°0 | 8000 | 9TO0 | TEO'0 | €90°0 | SCT'0 | 0S¢0 0050 0007 000°¢ 0007 0008 000°9T 000°¢E S¢T0
T00'0 | ¢00°0 | ¥00°0 | 8000 | 9TO'0 | TEO'0 | €90°0 | G¢T'0 | 0S¢0 | 00S0 000°T 000°¢ 000'% 0008 000'9T 0007¢€ 00079 0S¢0
¢00°0 | ¥00°0 | 800°0 | 9T0'0 | TEO'0 | €90°0 | G¢T'0 | 0S¢0 | 0050 | 000°T 000°¢ 0007 0008 000°9T 000°¢e 00079 | 000'8CT 0050
¥00°0 | 800°0 | 9TO°0 | TEO'0 | €90°0 | S¢T°0 | 0S¢0 | 00S'0 | 000°T | 000°C 000'% 0008 0009T 0007¢E 000'%9 0008¢T | 000°9S¢ 000°T
8000 | 9TO'0 | TEO'0 | €90°0 | S¢T'0 | 0S¢'0 | 00S'0 | 000°T | 000C | 00OV 0008 000°9T 000°¢e 00079 000'8¢T | 000'95¢ | 000°CTS 000¢
9T0°0 | TE0'0 | €90°0 | S¢T°0 | 0S5C'0 | 00S'0 | 000'T | 000°C | 000 | 0008 0009T 0007c€ 000'%9 0008¢T | 000°95¢ | 000°¢TS | 000'¥COT 000'v
T€0'0 | €90°0 | G¢T°0 | 0S¢'0 | 00S°0 | 000°T | 000°¢ | 000 | 0008 | 000'9T | 000°CE 00079 000'8¢T | 000'9S5¢ | 000°¢TS | 000'7¢OT | 000’870 0008
€90°0 | S¢T°0 | 05¢°0 | 00S'0 | 00O'T | 000°¢ | 000% | 0008 | 000°9T | 000°CE | 000%9 0008¢T | 000'9G5¢ | 000°¢TS | 000'7¢OT | 000'870¢ | 000°'960Y 0009T
G¢T'0 | 05¢°0 | 005°0 | 000°'T | 000°C | 000% | 000’8 | 000'9T | 000°¢E | 0009 | 000°8CT | 0009S5¢ | 000°¢TS | 000%COT | 000'870C | 000°960% | 000'C6T8 000°¢e
0S¢0 | 0050 | 000'T | 000'¢ | 000 | 0008 |000'9T| 000°CE | 000'¥9 | 000'8CT | 000°9S5¢ | 000°¢IS | 000%COT | 000870 | 000'960% | 000°¢6T8 | 00'V8EIT 00079
0050 | 000°T | 000°¢ | 000'% | 0008 {000°9T|000°CE| 000'Y9 | 000°8CT | 000°95¢ | 000°¢TS | 000%C0T | 000°8¥0¢ | 000°960% | 000°¢6T8 | 00'¥8E9T | 00'89L¢E | 000°8CT
000°'T | 000°¢ | 000'¥ | 000’8 |000°9T {000¢E |000'%9|000°8¢T| 000952 | 000°¢TS | 000°%7¢0T | 000°870¢ | 000'960% | 000°¢6T8 | 00'78E9T | 00'89LcCE | 00'9€SS9 | 000'95¢
¥00°0 | 800°0 | 9T0°0 | TEO'0 | €90°0 | G¢T°0 | 0S¢0 | 00S'0 | 000'T | 000°C 000'% 0008 0009T 000°ce 000'%9 000'8¢T | 000°95¢

9[IS 21118W089) 8y} Ul sanjeA e Jueynsal ay) pue sired (ife ‘re) a)qissod ¥ v 91qeL

93



9[3s 3y} 4O SHWli| 8y} 3pIsINO 9[€3S 8y} JO SHWI| 8L} UIYHM 3[eds ay} Ag paulyep pue SHWI| Yy} UIYHAA $9p0J 40]0D

¢100 | G¢00 | LEO0 | 6¥00 | ¢900 | ¥20°0 | 980°0 | 6600 | TIT0 | SCT'0 EvT0 L9T°0 000 0S¢0 €eeo 0050 000°T TIT0
G¢0'0 | 6¥0°0 | .00 | 6600 | €T0 | 8T0 | €.T0 | 86T0 | ¢¢¢0 | 0S¢0 98¢°0 €EE0 00¥°0 00S°0 1990 000°T 000°¢ [4440)
LE00 | ¥20°0 | TITO | 8YT0 | S8TO | ¢¢¢’0 | 65¢°0 | 96¢'0 | €EE0 | SLEO 6¢v°0 0050 0090 0520 0007 00S'T 000°€ €eC0
600 | 6600 | 8YT'0 | 86T0 | L¥CO | 96¢°0 | 9¥€0 | S6€0 | vv¥'0 | 0050 1,50 1990 0080 000°T EEET 000'C 000'% 1444\
¢90°0 | €¢T°0 | G8T'0 | L¥C'0 | 60€0 | OLEQ | CEV'O | ¥6¥'0 | 9950 | S¢9'0 v1.°0 €€8°0 000°T 0S¢'T 1997 005'¢ 000°S 9550
¥.00 | 8710 | ¢¢¢0 | 96¢0 | 0.€0 | ¥w¥'0 | 6190 | €650 | 2990 | 0S.°0 LS80 000T 00¢'T 00S'T 000°¢ 000°€ 0009 1990
9800 | €LT°0 | 6G¢'0 | 9¥E0 | ¢E¥'0 | 6TS0 | G090 | T690 | 8LL0 | S.80 000°T L9T'T 00¥'T 0S.°T €EEC 005°€ 000°L 8L1°0
6600 | 8610 | 9620 | S6€0 | ¥6¥0 | €650 | 7690 | 0640 | 6880 | 000°T evT'T €EeT 009'T 000¢ 199°¢ 000 0008 6880
TIT0 | ¢¢¢0 | €E€0 | vv¥'0 | 9990 | 2990 | 8220 | 6880 | 000'T STAN 98¢'T 00S'T 008'T 05¢'c 000°€ 00S'Y 0006 000'T
G¢T'0 | 05¢°0 | G/€0 | 00S0 | S¢90 | 0S2°0 | G280 | 000T | SCT'T 99¢'T o'l 8897 G¢0'¢ 1e€5°¢ GLEE €90'9 | GeT'0T STAN)
€yT°0 | 98¢0 | 6¢v'0 | TLS0 | ¥TL0 | LS80 | 000°T | EYT'T | 98C'T v €99'T 6¢6'T viee €68'¢C PASI RS 98L°S | TLSTT 98¢'T
L9T°0 | €E€'0 | 0050 | 2990 | €€80 | 000°T | Z9T'T | €EE€T | 00S'T 8897 6¢6'T 05¢'e 00L¢ SRR 00S5¥ | 0929 | 00S°€T 00S'T
00¢’0 | 00¥'0 | 009°0 | 0080 | 000'T | O0C'T | OOF'T | O0O9T | 008T §e0'¢ yiee 00L°¢ ovee 050y | 00v'S 00T'8 | 00C'9T 008'T
0S¢0 [ 0050 | 0S20 | 000'T | 0S¢'T | 00ST | 0SL'T | 000¢ | 0SC'¢C 1€5°¢ €68'¢ SRR 0507 | €90'S 05’9 | S¢T'0T | 0S¢'0¢ 0S¢'e
€EE'0 | L9970 | 000T | €EET | L99°T | 000°C | €€€¢C | L99C | 000€ | SLEC 1S98°€ 00Sv | 00¥'S 0529 0006 | OOSET | 000°L¢c 000°€
0050 [ 000'T | 0OS'T | 000°¢ | 00S'¢ | 000€ | 00S'€ | 00OF | OOS¥ | €90°S 98L°S 05829 00T'8 | S¢T'0T | 00S€T | 0GC'0C | 00SOF 00S'Y
000'T | 000°¢ | 000°€ | 000% | 000'S | 0009 | 00O°'L | 0008 | 0006 | SCTOT | TZSTT | O0S'€T | 00C'9T | 0S¢°'0¢ | 000°L¢ | 00S'OF | 000°T8 0006
TIT0 | ¢¢¢0 | €E€0 | vv¥'0 | 9990 | 2990 | 8220 | 6880 | 000T STAN) 98¢'T 00S'T 008'T 05¢¢c 000°€ 00S'Y 0006

9[eaS JeaulT 8SIdAU| aU1 Ul sanjeA e Juelnsal ay) pue sired (ife ‘fe) ajqissod G Vv ajqe.L

04



9]e9s 8y} JO SHWI| 8y} 3PISINO 995 aU} JO SHWI| 3U} UIYNAN 995 au) Aq pauljap pue SHUWI| Ay} LI $9p0D 10]0D

T60°0 | G60°0 | 00T'0 | Z0T'0 | 9TT'0 | OST'0 | TST'O | 06T0 | TOSO | ZL¥°0 | 209°0 | 669°0 | 82°0 | G¥8'0 | €06'0 | ¥S6°0 | 000°T TOE0
S60°0 | 00T'0 | SOT'0 | ZTT°0 | 22T°0 | 9ET'0 | 8ST'0 | 66T0 | SIS0 | 0050 | TEYO | 2EL'0 | ST80 | 988°0 | 9¥6'0 | 000'T | 8¥O'T STE0
00T°0 | SOT'O | TTT'0 | 6TT°0 | 62T°0 | ¥¥T'0 | Z9T'0 | OTZ'0 | €E€°0 | 825°0 | £99°0 | ¥£L°0 | 298°0 | 9860 | 000'T | SO'T | LOT'T £EE0
LOT'0 | 2TT'0 | 6TT°0 | ZZT°0 | 8ET'0 | €ST'0 | 82T°0 | G220 | 9S€°0 | S9S°0 | ZTL0 | L28'0 | T2Z6°0 | 000°T | 690°T | 62T°T | €8T'T 95€°0
9TT'0 | 22T°0 | 62T°0 | 8ET'0 | OST'O | LOT'0 | €6T°0 | ¥¥2'0 | L850 | €19°0 | ¥22°0 | 8680 | 000'T | 980°T | TOT'T | 92¢'T | G827 18€°0
0ST'0 | 9ET'0 | ¥¥T'0 | EST'0 | L9T'0 | S8T'0 | ST2'0 | 2/2°0 | TEY'0 | €89°0 | T98'0 | 000'T | ETT'T | 602°T | 262°T | S9E'T | TEW'T TEV0
TST'0 | 8ST'0 | LOT'0 | 82T°0 | €6T0 | GTZ'0 | 0S2°0 | STE'0 | 0050 | 262°0 | 000°T | T9T'T | 262°T | ¥OV'T | 00ST | S8S'T | T99'T 0050
06T°0 | 66T°0 | 0TZ'0 | 522'0 | ¥¥2'0 | 2,20 | STE0 | 86€°0 | TEY0 | 000'T | 292°T | SOV'T | TEQ'T | TL'T | €68°T | 000 | 960°C 1€9°0
TOE'0 | STE'0 | €€£°0 | 9SE°0 | L8E0 | TEY'0 | 00S0 | TEYO | 000T | S8S'T | 000Z | 22€Z | S8G'C | L08'Z | 000 | OLT'E | Zzee 000'T
L17°0 | 0050 | 8250 | S9G°0 | €190 | €89°0 | 262°0 | 000°T | S8ST | 2IG'C | OLT'E | 089°E | 260 | 0Sv'y | SSL¥ | ¥20'S | S92'S 85T
209°0 | TE9'0 | £99°0 | ZTL°0 | ¥L2°0 | T98'0 | 000'T | 292°T | 000 | OLT'S | 000 | ¥¥9'% | OLT'S | ST9'S | 0009 | OVE'Q | ¥¥9'9 0002
669°0 | 2€4°0 | ¥2L°0 | 2280 | 868°0 | 000'T | TOT'T | S9¥'T | 22€Z | 089'E | ¥¥9¥ | T6E'S | 200'9 | 8TS'9 | 9969 | 09E'L | €TL'2 zzee
84L°0 | ST8'0 | 298°0 | T26°0 | 000T | €TT'T | 262'T | TE9T | S85Z | 460V | OLT'S | 2009 | 289'9 | LSZ'Z | SSL'L | ¥6T'S | L858 5852
Sv8'0 | 988°0 | 956'0 | 000'T | 980°T | 602°T | ¥OV'T | TLL'T | L08C | OSY'y | STO'S | 81S9 | 2G2'L | 188°L | 22v'8 | 668'8 | 9ZE'6 1082
€060 | 9¥6°0 | 000'T | 690°T | TOT'T | 262°T | 00S'T | €68°T | 000°€ | SSL'¥ | 0009 | 996'9 | SGL'L | ZZv'8 | 0006 | OTS'6 | 996'6 000'€
¥56'0 | 000T | LSO'T | 62T°T | 9227 | S9E'T | S8S'T | 000 | OLT'E | ¥20'S | OVE'9 | 09E'L | ¥6T'8 | 668'8 | OTS'6 | 8YO'0T |0ESOT |  OLT'E
000T | 8¥0°T | LOT'T | €8T'T | G82°T | TEV'T | T99'T | 960°C | 22€€ | S9¢'S | ¥¥9'9 | €TLL | /858 | 926 | 996'6 | 0ES'OT |SEOTT|  cege
TOE'0 | STE'0 | €680 | 9SE°0 | £8€0 | TEY'0 | 00S0 | TEYO | 000T | S8S'T | 000Z | 22€Z | S8S'C | L08'C | 000 | OLT'E | Zze'e

9[eaS 2IWLIRBOT 8Y) Ul SanjeA e Jueynsal ay) pue sired (e ‘fe) a)qissod 9 W a|ge.L

95



]89S U} 4O SHWI| 8y} BPISINO 3B9S U} 4O SHWI| BY} UIYHAA 3]eas aup Aq pauyep pue sHWI| 8y} UIYNAA $9p0D 10]0D
000°0 | 000°0 | 000'0 | 0000 | 0000 | TOO'O | TOO'O | €000 | ¢TO0 | 6¥00 | TITO 8610 60€0 7’0 S09'0 060 000°T ¢T100
000°0 | 000°0 | 000°0 | 0000 | TOO'O | TOO'O | ¢0O'0 | ¥00'0 | 9TO'0 | €900 | T¥T'O 0S¢0 T6€°0 €950 990 000'T 99¢'T 9700
000°0 | 000°0 | 000°0 | TOO'O | TOO'O | TOO'O | ¢0O'0 | SOO'0 | 0CO'0 | ¢800 | ¥8T'0 L2€0 0TS0 GEL0 000°T 90€'T €499'T 0200
0000 | 0000 | TOOO | TOOO | TOOO | ¢O00 | €000 | LOOO | 8200 | TTT'O | 0SCO 124740 ¥69°0 000'T T9E'T 8LLT 0s¢'¢ 8200
0000 | TOO'O | TOOO | TOOO | ¢O0O0 | €000 | Y000 | OTOO | OVO'0 | Q9T'0 | 09€0 090 000°T oyt 096°'T 09G°¢ ovee 0v0'0
T00'0 | TOO'0O | TOO'0 | ¢00'0 | €00°0 | ¥00'0 | L0O'0 | 9TO'0 | €90°0 | 0S¢0 | €990 000°T €9G'T 0S¢'¢ €90°¢ 000 €90'S €900
TOO'0 | ¢000 | ¢O00 | €000 | Y000 | LO0O0 | ¢TO0 | 8200 | TTTO | ¥P¥'0O | 000'T 8LL'T 8L.L°¢C 0001 vv'S TIT'L 000'6 TTT°0
€000 | ¥00'0 | S00'0 | L00'0 | OTO'0 | 9TO'0 | 820°0 | €90°0 | 0S¢0 | 000'T | 0SC'C 000 0S¢'9 000'6 0S¢'¢T 000'9T 05202 0S¢0
¢T0°0 | 9TO'0 | 0200 | 820°0 | O¥O'0 | €90°0 | TTT'0 | 0S¢'0 | 000'T | 000 | 000’6 00097 000'Se 0009¢€ 000°61 00079 000°'T8 000'T
6700 | €90°0 | ¢80°0 | TTT'0 | 09T'0 | 0S¢'0 | ¥¥¥'0 | 000'T | 000'% | 00O0O9T | 000'9E | 0009 | 0000OT | 000¥YT | 00096T | 000°9SC | 000¥7CE 000
TTT0 | T¥YT'O | ¥8T°0 | 0S¢0 | 09€'0 | €950 | 000'T | 0S¢'¢ | 0006 | 000'9€ | 00O'T8 | 000'¥¥PT | 000°'GeC | 000'%CE | 000 T¥y | 0009LS | 000°6CL 0006
86T°0 | 05¢'0 | L¢€0 | ¥w¥'0 | O¥V9'0 | 000'T | 84L°T | 0007 | 000O9T | 000'¥9 | 000'¥7¥T | 000'9SC | 000°00F | 000'9LS | 000'¥8L | 000+¢0T | 000'96<T 000'9T
60€°0 | T6E'0 | 0TS0 | ¥69'0 | 000T | €99°T | 8LL'C | 05¢'9 | 000°'S¢ | 000°00T [ 000°'G¢¢ | 000°00% | 000°GC9 | 000006 | 000°SCCT | 000°009T | 000°SC0C 00052
yry’0 | €990 | S€L'0 | 000°T | OFP'T | 0S2°C¢ | 000% | 0006 | 0009€ | 000°¥¥T [ 000FCE | 000°9LS | 000°006 | 000°96¢CT | 000°'¥9LT | 000'¥0EC | 000'9T6C 0009¢
G09'0 | 992°0 | 000'T | T9E'T | 096'T | €90°€ | ¥¥¥'S | 0GC'CT | 000'6% | 000'96T | 000' Ty | 0008L | 000°GCCT | 000'79LT | 000°TO¥C | 0009ETE | 000°696€ 000°6%
0640 | 000'T | 90€'T | 84T | 099°¢ | 000'% | TTT'Z | 0009T | 000'+9 | 000°9G¢ | 000'9LS | 000 70T | 000°009T | 000'70EC | 000'9ETE | 000960 | 000 781G 00079
000°T | 99¢'T | €99'T | 0S¢°C | OVZ'E | €90'S | 0006 | 0SC°0C | 000°T8 | 000°%Z€E [ 000°62L | 000'96¢T | 000°SC0C | 000°9T6Z | 000'696€ | 000 ¥8TS | 000°TIS9 000°T8
¢T0°0 | 9T0°0 | 0c00 | 8200 | O¥VO'0O | €900 | TTTO | 0S¢0 | 00OO'T | 000'% | 0006 00091 000's¢ 0009€ 00061 00019 00018

9[eIS 1aMOd Y] Ul SanjeA e Jueynsal ay pue sited (tfe ‘Me) a)qissod / v 91gel

96



3]B2s U} 4O SHWI| 3Y} BPISINO 3B9s U} 4O SHWI| BY} UIYHAA 3]eas au Aq paulgep pue suwWi| 8y} UIYNAA $9p0D 10]0D

TTT°0 8TT0 9210 9€T'0 6vT°0 19T°0 ¢6T°0 9€¢’0 €EE0 T.¥°0 LGS0 1990 1 7A0) 9180 2880 EV6'0 000'T €ee0
8TT0 GZT'0 YET'0 w10 8GT°0 LLT°0 ¥0¢°0 0S¢0 ¥5€°0 0050 ¢T19'0 1020 1620 9980 GE6°0 000°T T90'T ¥G€°0
9¢T0 | ¥ET'0 EVT0 Y310 69T°0 68T°0 8720 1920 8.€0 GES'0 G990 940 Sv8°'0 9260 000°T 690'T veET'T 8.€0
9€T'0 | w10 ¥ST°0 L9T°0 €8T°0 ¥0Z°0 9€C0 68¢°0 8017°0 L1/G0 L0L°0 9180 €16°0 000°T 080'T GGT'T Gec1 8017°0
6vT'0 83T'0 69T°0 €8T°0 0020 ¥2e0 8520 9T€0 Lv¥'0 €90 S.L°0 768'0 000°T S60'T €8T'T G9¢'T [4%) Lvy'0
L9T'0 LIT'O 68T°0 02’0 ¥2e0 0S¢0 68¢'0 ¥S€°0 00S'0 L0L°0 9980 000'T STT'T G2e'T €CET Vvt 00S'T 0050
¢6T0 | ¥0C'0 8T¢°0 9€C’0 8G¢°0 68¢°0 €EE0 8010 1150 9180 000°T SST'T T6C'T Viv'T 8¢S'T €€9'T CELT L1S0
9€¢’'0 | 0S¢0 1920 68¢'0 9T€0 ¥S€°0 8070 00S°0 L0L°0 000'T G2e'T V't 18G'T CEL'T T/8T 000°¢ TeT'e L0L°0
€EE0 7G€°0 8.€°0 8017'0 Lyy'0 0050 1150 2020 000'T Vvt CELT 000'¢ 9€¢’¢ 6vv'¢C 9¥9'¢ 8¢8'¢ 000°€ 000'T
T.¥'0 0050 GEG'0 L1S°0 2€9°0 10,0 9180 000°T Vvt 000°¢ (244 8¢8'¢ 29T°€ Yor'€ (4785 000 eve'y Yiv'T
1150 ¢19'0 G590 L0L°0 S/L°0 9980 000'T SrAAN) CELT (12744 000°€ V9v'€ €/8'¢ evey €8G9'Y 668’17 96T°'S CELT
1990 L0L°0 98,0 9180 7680 000°T SST'T Yiv'T 000'¢ 8¢8'¢ Y9r'€ 000 ¢LV'y | 6681 ¢62'S L59°S 0009 000¢
Sv.'0 T6L°0 G780 €160 000°T 8TT'T T6C'T T8G'T 9g¢’e 29T'€ €.8'¢ Ly 000°S LLY'S 9T6'S Ge¢e9 8049 9€¢e
9180 9980 9¢6'0 000'T S60'T G2e'T Vvt CELT 6v¥'¢ Vo7’ eve'y 668 L1V'S 0009 8¥'9 8¢6'9 8VE'L 6vv'¢C
2880 G€6'0 000°T 080'T €8T'T €ee'T 8¢S'T T/8'T 9v9'¢ (4785 €857 ¢62'S 9T6'S 8179 0002 e€8y'L LE6'L 9v9'¢C
EV6'0 000°T 690°T GSaT'T S9¢'T viv'T €E9'T 000¢ 8¢8'¢ 000 6687 199°S G2e9 8¢6'9 €8y, 0008 G87'8 8¢8'¢
000°T T90°T VET'T STAAN ) el 00S'T ceLT TcT¢e 000°€ evey 96T'S 0009 80.9 8ve’L LE6°L G818 000'6 000°€
€Ee0 G€°0 8.€0 8010 Lyy'0 0050 1150 2020 000'T Vvt cELT 000'¢ 9€¢’¢ 6y’ 99'¢ 8¢8'¢ 000°€

9[eas a4enbs 100y 8y Ul sanfeA e Juelnsal ayy pue sired (tfe ‘fe) ajqIssod 8 Vv ajge.L

97



B. SIMULATION RESULTS

et 9680°0 T9T60 | %0£88 | %0598 %09°L %0€E"L %0T°G8 %000 %0E'6 %0L°06 | 00T0
X
€et ¥060°0 62060 | %0028 | %0.°98 | %OTET %09'TT %0€'GL %000 %08'ST %0Z¥8 | 0ST0 .
€6 1880°0 26560 | %0£26 | %006 %08°€ %02'CT %0078 %000 %05 7T %09'68 | 0S0°0
121 GS0T'0 9ZT6'0 | %068 | %06'.8 | %06ET %00°€T %0T'€L %000 %0v'LT %0928 | 00T0 | 9%9
61T 9/0T°0 9506'0 | %0.68 | %0188 | %0G6T %0L°LT %08'29 %000 %0572 %09'S. | 0ST0
TL 26600 LEVE'0 | %0926 | %0626 %0L'6 %0v'02 %0669 %000 %02'€C %0892 | 0500
26 2€eT0 9226'0 | %0E68 | %0806 | %0SYC %06'TZ %09°€S %000 %08'6C %02'0L | 00T0 | SX§
811 €82T°0 82060 | %0088 | %0288 | %0EEE %0002 %0L 9 %000 %0862 %02'0L | 0STO
19 09€T°0 Y60 | %0CS6 | %06'€E6 | %OTLT %0V 72 %0585 %000 %02°0€ %08'69 | 0500
16 LYST0 S0Z6'0 | %00°€6 | %0606 | %0V 9 %0v'8T %02 S %000 %0L 62 %0E'0L | 00T'0 | ¥Xp
58 2€9T°0 L0T6'0 | %0906 | %0ST6 | %0067 %08°02 %02 0€ %000 %09°9€ %0r'€9 | 0STO
0 81£0°0 V1660 | %066 | %0000T | %0612 %02'€T %0875 %000 %02'8€E %08'T9 | 0S0°0
€e €59T°0 9/G6'0 | %0TL6 | %0L96 | %OLYY %02'12 %0T 7€ %000 %09°L€ %0v'29 | 00T | €XE
9e 98.IT0 80560 | %0£96 | %0v'96 | %09°ES %09°9T %0862 %0T°0 %0V'LE %0529 | 0STO0
mem_ uoneinsg Uea|n ussoyd ussoyd IVEIN N V[0)g] JuBlSISuodu| JUEIRI N V[oze]V] ] p<jo) g0
walaya) o 1amo i
sonasq | PIES || L | RO | el | s s | ey | | el | s | |
10 JaquinN ! painses|n

9]e2S padueeg J0) Sainseall souewIoLed T g a|gel

98



96 92800 2826'0 | %0706 | %0106 %0E'T %000 %0L'L6 %000 %0T°0 %0666 | 00T0
X
ZeT 61600 98T6'0 | %0506 | %0898 %06'S %070 %0076 %000 %090 %0v'66 | 0ST0 .
06 G880°0 1E€6'0 | %0506 | %0016 %0T'E %010 %0596 %000 %060 %0166 | 0500
91T 16600 21260 | %0806 | %0188 %0L'6 %0€°0 %0006 %000 %0E'T %0.'86 | 00T0 | 9%9
621 600T°0 vIT6'0 | %0ET6 | %O0TL8 | %0T9T %0L°0 %02'€8 %000 %05'T %0586 | 0ST0
vl 6T0T'0 TEVE'0 | %0F¥6 | %0926 | %OVET %0T'€ %05°€8 %000 %06'G %0T'¥6 | 0500
6 Y9TT0 €926'0 | %0606 | %0506 | %082 %021 %009, %000 %O0v' 7 %09'G6 | 00T'0 | GX§
q8 62210 10260 | %09T6 | %0ST6 | %0LTE %0V %06'99 %000 %067 %0T'S6 | 0ST0
A S02T°0 LTG6'0 | %08'S6 | %0876 | %0067 %078 %0629 %000 %00°LT %00€8 | 0500
69 TYET0 LOV6'0 | %0296 | %O0T'E6 | %OTtY %09'G %0E°0G %000 %06'9T %0T'€8 | 00T0 | ¥Xp
18 G8ST0 28160 | %0EZ6 | %06'T6 | %0T'9S %007 %06°6€ %000 %08 7T %02'G8 | 0ST0
0 1920°0 T966'0 | %0866 | %00°00T | %06'.C %O0Y'LT %0L VS %0T°0 %0b Ve %05'S9 | 0500
9z OvST0 8096'0 | %006 | %O0V'i6 | %OT'Ly %06'TT %00 T %000 %0T'TE %0689 | 00T | €x€
9¢ EYIT0 GGG6'0 | %0EL6 | %O0V'96 | %0965 %0v'ST %00'GC %0T°0 %06°2€ %0029 | 0ST0
mem_ uoneinsg uesin ussoyd ussoyd IVEIN V(09 JuslsIsuodu| JUEIRI N V[oze]V] ] d0 g0
waleya) o 1amon] nwir
swonapeq | PR || e o | v | s | s s | ks [ s | s | o' |
10 JaquinN ' painses|n

9[e2S |enuauodx3 J0j sainseall souewWIoLed Z g a|gel

99



0Lt 6860°0 6568'0 | %0£'88 | %00°€8 %02°0 %000 %08'66 %000 %000 9%00'00T | 00T°0
X

VLT rARAA] G9/80 | %0898 | %0928 %090 %000 %07'66 %000 %000 %00'00T | 0ST0 .
61T €10T°0 LET60 | %0£'88 | %0188 %0T°0 %000 %06'66 %000 %000 %00'00T | 0S0°0

T4 S60T°0 6868'0 | %0628 | %0S/8 %0T'C %000 %06°L6 %000 %000 %00°00T | 00T'0 | 9X9
18T 622T°0 GE88'0 | %0.'68 | %0EV8 %0L'E %000 %02'96 %000 %000 %00'00T | 0ST0

201 EETT0 0626'0 | %O0r'16 | %0868 %0E'E %0T°0 %09'96 %000 %060 %0T'66 | 0500

9TT 71210 8v06'0 | %08'68 | %0788 %078 %000 %09'T6 %000 %000 %00°00T | 00T'0 | SX§
TAl 00vT°0 ¥968°0 | %0506 | %0S.8 | %061 %000 %0T°S8 %000 %070 %06'66 | 0ST0

S Y2ET0 LOV6'0 | %O0V'S6 | %096 | %O0LLT %0Y'T %06°08 %000 %05°G %0576 | 0500

68 8vST0 10260 | %0T'€6 | %O0T'T6 | %00°0E %0L°0 %02'69 %000 %0LE %0£'96 | 00T'0 | ¥Xp
86 SY9T'0 GZT60 | %0626 | %0206 | %08VE %0T°0 %0T'S9 %000 %00'€ %006 | 0ST0

0 16£0°0 6966'0 | %0.66 | %00°00T | %0292 %0L'EC %096 %000 %02°0€ %08'69 | 0S0°0

8 6T0T°0 T286'0 | %0586 | %0266 | %0StY %0561 %00'9€ %000 %0v'LC %097, | 00T0 | €XE
12 ZEVT0 G996'0 | %0EL6 | %06'L6 | %007ZS %0LZT %02'SE %000 %0E°€T %0L9L | 0STO
mem_ uoneinsg Ues|N ussoyd ussoyd IUEINN[0)g] Jua1sIsuodu| JuBlSISuodu| ba O] d0
walaya) o 1amo] i
Suonelneq Eﬂwﬁum s __“mﬂ__.ox M%MM wmww_m wﬂmnmv_m umw%omw_\,_ _Ecwnmw%“_ fenb3 _M\,bmrﬂ__mwmwm_ °IE9S 4o )
40 JaquinN ! painses|n

9]edS Jl1lsWo99) 10) SainSeaw aduew.ojiad € 4 9jqel

100



ST 201T°0 92180 %08'€8 | %0978 %090 %09'C %08'96 %000 %08'C %02'.6 | 00T°0
X
66T 960T°0 18580 %00T8 | %0T08 %02'C %0L°E %0T 76 %000 %0E 7 %0L'66 | 0ST0 .
Vet YEITO T€06°0 %09°/8 | %0998 %080 %0Y'S %08°€6 %000 %06'G %0T¥6 | 0500
791 92210 0v.8°0 %0E'G8 | %06°E8 %0E'E %0L'8 %0088 %000 %096 %0v'06 | 00T'0 | 9%9
891 GEET'0 15588°0 %0818 | %0Z°€8 %0T'L %00'TT %06'18 %000 %00'€T %00'28 | 0ST0
LET L1210 G206°0 %0L'.8 | %0€E98 %0L'€ %09°€T %0L°28 %000 %06'7T %0T'S8 | 0500
Ut 9zYT0 22880 %0.'88 | %088 %08'6 %07°9T %0T 72 %000 %06'8T %0T'T8 | 00T0 | GX§
791 82.T°0 62880 %0V'S8 | %06'€E8 | %0091 %05'8T %05'G9 %000 %09°€C %0v'9. | 0ST0
19 SLYT0 760 %0S'E6 | %O0EE6 | OEET %09°€C %0T'€9 %000 %0L'8C %0ETL | 0500
86 0ZLT°0 §568°0 %0568 | %0206 | %0Zhe %08'8T %00°LG %000 %00'GC %00'G. | 00T'0 | ¥X¥
8eT TI6T0 G180 %0Z'.8 | %0298 | %0682 %05 7¢ %09'9% %000 %06°2€ %0T'L9 | 0ST0
12 SOYT0 90160 %0T'86 | %06',6 | %0Z6T %06'7C %06'SS %0T°0 %08'9€ %0T'€9 | 0S0°0
Ty 188T°0 15760 %0E96 | %06'G6 | %0Z9E %02'2C %09'T¥ %000 %05°9€ %0S'€9 | 00T | €XE
44 TI6T0 G826°0 %0v'S6 | %09'G6 | %0LtY %0V TC %06°€E %0T°0 %09°L€ %0€29 | 0ST0
Cmmm_ uoneinsg Ues|N ussoyd ussoyd IUEINN0)g] JUEIRI N V[oze]V] ] JuslsIsuodu| q0 d0
walaa) o 1amo i
womeq | PRSBSOS T | e | o | 3 | sy | @8 | w0 |
10 JaquinN ' painses|n

9|edS Jeaul] 9SIsAU| 10]) Sainsesw aduew.oliad ¥ g 9jge

101



4 2LE0°0 7860 %0026 | %0886 %02'6 %08°06 %000 %000 %00°00T %000 | 00T°0
X
9e YIr00 9086°0 %056 | %0V'96 | %0291 %08°€8 %000 %000 %00°00T %000 | 0ST°0 .
81 96200 9886°0 %09°.6 | %0286 | %09'GT %0E 78 %070 %000 %0966 %0v'0 | 0500
€z L9v0°0 Gv86°0 %0L'L6 | %0LL6 | %0022 %00'8. %000 %000 %00°00T %000 | 00T0 | 9%9
ze 62500 16160 %0696 | %0896 | %0SZE %0529 %000 %000 %00°00T %000 | 0ST°0
01 08€0°0 12660 %0T'66 | %0066 | %0S0E %069 %070 %000 %0L'86 %0ET | 0500
6T 16700 G860 %0586 | %0T'86 | %09'6E %0109 %000 %000 %0166 %090 | 00T0 | GX§
81 28500 Z€86°0 %09°L6 | %0286 | %089 %02 €S %000 %000 %0L 66 %00 | 0ST0
9 16€0°0 8v66°0 %0666 | %0V'66 | %0EES %029 %050 %000 %0588 %0S'TT | 0500
L 1700 8266°0 %0E'66 | %0E66 | %0695 %062y %020 %000 %0676 %0T'S | 00T0 | ¥xp
v T€S0°0 2166°0 %0686 | %0966 | %069 %0T°2€ %000 %000 %06'96 %0T'€ | 0ST0
9 9990°0 Z166°0 %0L'66 | %0V66 | %0989 %0L LT %0L°€T %000 %08'SS %02y | 0S0°0
v T9Y0°0 €566'0 | %00°00T | %0966 | %09Z. %06°0C %059 %000 %05'G9 %0SvE | 00T | €XE
9 0500 TS66'0 | %0000T | %0V'66 | %007T8 %0L YT %0E 7 %0T°0 %0Z 2L %0L°.Z | 0STO
mem_ uoneinsg Ues|N ussoyd ussoyd IUEINNU[0)g] Jua1sIsuodu| JuBlSISuodu| q0 g0
walaya) o 1amo i
womeq | RS | B SRS T | e | s | 3 | sy | 28 | w0 |
40 JaquinN ! painses|n

9[2aS 21W1eB0T J0) SBINSEaW 3JUBWIOMA S g 3|ge.L

102



00T°0

zs £870°0 8EL60 | %0L'96 | %086 %0L'T %000 %0£'86 %000 %000 %00'00T ”
.5 29500 G996'0 | %0L'S6 | %0SV6 %0L'C %000 %0€"L6 %000 %000 %00'00T | 0ST0
1z 90%0°0 2986'0 | %0V'86 | %0SL6 %0S'S %00°0 %0596 %00°0 %00°0 %0000 | 0500
62 L1500 8v.6°0 | %0996 | %0T'L6 %0T'S %000 %06't6 %00°0 %000 %0000T | 00T'0 | 9X9
1z 67900 VOL6'0 | %08'S6 | %0€L6 | %O0ETI %00°0 %0.'88 %00°0 %00°0 %0000 | OSTO
LT £250°0 2986'0 | %0S°.6 | %0586 | 9600°€T %00°0 %00°28 %00°0 %000 %0000T | 0500
LT 18500 v186'0 | %0826 | %0586 | %0.'9T %00°0 %0E'€8 %00°0 %000 %00°00T | 00T'0 | SXS
1T 8990°0 S8/6'0 | %0S°L6 | %086 | %60€'Ge %00°0 %0L VL %00°0 %00°0 %0000 | OSTO
g ZEV0°0 EV66'0 | %0066 | %0566 | %60S8E %00°0 %0519 %00°0 %000 %0000T | 0500
1T 9900 19860 | %06'86 | %0686 | %0ZT¥ %00°0 %08'8S %0T'0 %00°0 %0666 | 0010 | ¥X¥
g €500 Z166'0 | %0.'86 | %0566 | %0£2Ty %00°0 %0L°LS %00°0 %000 %0000T | 0STO
L 0280°0 16860 | %0266 | %0566 | 960965 %06'0 %05 '6€ %020 %00'€ %0896 | 0500
v L1%0°0 £966'0 | %0666 | %0966 | %0£7ZL %070 %0€°LT %00°0 %0L'T %oege | 00T0 | €XE
9 21900 vE66'0 | %08'66 | %0766 | %00°GL %08°0 %0272 %0T°0 %0€'T %0986 | 0STO
mem_ uoneinsg Ues|N ussoyd ussoyd Jusjsisuod JualSISUodu| jualsisuodu| ba O] d9
mu_._.\uwn_uwm._h\_,m_mvu_ pJepuels nej 1SIOMA 1seg ww_.wom w_.wom m_.mom _mﬂwm 19MO0T] 3]3S ‘_wo_\M,MWI_ H_M_\r._vl_ u
10 _.mn_.::z nej S,|lepua awes awes ylog painsesiN |eauawepuny |eauawepuny paINSEO

9]edS 1aMOd J0J Sainseaw aduew.ioliad 9 g 9|qe_L

103



0 T2€0°0 0686'0 | %0£86 | %00°L6 | %O0VLT %0928 %000 %000 %00°00T %000 | 00T°0
X
ve G920°0 GG86'0 | %08'S6 | %09L6 | %06°EZ %0T°9.L %000 %000 %00'00T %000 | 0ST°0 .
01 29200 6v66'0 | %0266 | %0066 | %0T6Z %060 %000 %000 %00'00T %000 | 0500
91 0/£0°0 1686'0 | %08'86 | %086 | %0SZE %0529 %000 %000 %00°00T %000 | 00T0 | 9%9
9z 09v0°0 8v86°0 | %0S'86 | %06 | %0LVE %0€'G9 %000 %000 %00'00T %000 | 0ST0
14 76200 GG66'0 | %0T'66 | %0966 | %O0TLy %0625 %000 %000 %00°00T %000 | 0500
o1 v2r0°0 0T66'0 | %0£'86 | %0066 | %0587 %05 TS %000 %000 %00°00T %000 | 00T0 | GX§
6 Zev0°0 T066'0 | %0T'66 | %0T66 | %09VS %0v' S %000 %000 %00'00T %000 | 0ST0
z €1€0°0 T966'0 | %0.'66 | %0866 | %0TZL %06°LC %000 %000 %00°00T %000 | 0500
v 1920°0 19660 | %0S'66 | %0966 | %00ZL %0082 %000 %000 %00'00T %000 | 00T0 | ¥x¥
g 08£0°0 75660 | %0566 | %0566 | %O0T'GL %06'7C %000 %000 %00°00T %000 | 0ST0
01 7880°0 vr86'0 | %066 | %0066 | %006 %0L°0 %068 %020 %09'86 %0T'T | 0500
g 100 20660 | %0£'66 | %0566 | %0588 %098 %062 %0€°0 %0.'86 %00T | 00T0 | €xe
8 11100 80660 | %0.66 | %0266 | %0VE6 %05'€ %0T'E %020 %0286 %0V’ T | 0ST0
mem_ uoneinsg Ues|N ussoyd ussoyd IUEINN[0)g] Jua1sIsuodu| JuBlSISuodu| ba O] d0
walaya) o 1amo] i
Suonelneq Eﬂwﬁum s __“mﬂ__.ox M%MM wmww_m wﬂmnmv_m umw%omw_\,_ _Ecwnmw%“_ fenb3 _M\,bmrﬂ__mwmwm_ °IE9S 4o )
40 JaquinN ! painses|n

9[eas aJenbg 100y J0J SaINSEaW oURWIOMAd / g 9|gel

104



C. TURKISH SUMMARY/TURKCE OZET

Giinliik hayatta karsilagilan sorunlar nadiren sadece bir degiskene baglidir. Aksine, bu
sorunlar genelde birden ¢ok secenek, degerlendirme 6l¢iitii ve paydas iceren karmagik
sorunlardir. YoOnetsel kararlar icin ise bu karmasiklik ¢cok daha fazladir. Yonetsel karar
vericilerin, karar verme siirecinde biitiin (ya da en 6nemli) segenekleri, degerlendirme
Olciitlerini ve paydaslar1 ayni anda goz oniinde bulundurmalart gerekir. Bu karmasiklik
ise iyl yapilandirilmis bir cok-kriterli karar verme yontemine olan kaginilmaz ihtiyaci

ortaya serer.

Thomas L. Saaty (1980) tarafindan ortaya atilmis olan Analitik Hiyerarsi Siireci (AHS)
0zel sektor, kamu ve savunma sanayiinde karsilasilan Onemli karar verme
sorunlarinda, ¢esitli seviyelerde yoneticiler tarafindan siklikla kullanilan bir ¢ok-
kriterli karar verme yontemidir. Bu yontem proje yonetimi, ¢cevre yonetimi ve hatta
kisisel kararlar i¢in bile kullanilmaktadir. AHS ile bir grup secenek arasindan en 1yisi
secilebilir; gesitli segenekler degerlendirilebilir ve performanslart dlgiilebilir; kaynak
paylastirma calismalar1 ve ileriye doniik tahmin gibi bircok dnemli calismaya temel

olusturulabilir.

Yonetsel karar vericiler siklikla nesnel/sayisal veriyle birlikte bir paydasin bir
secenege olan muhtemel tepkisi gibi 6znel/sayisal olmayan verileri de kararlarinda
gozetmek zorunda kalirlar. AHS, karar vericilere dogrudan 6lgiilebilir nesnel veri ile
dogrudan oOlciilemez 6znel veriyi sistematik olarak birlestirerek karar verme siirecinde

birlikte degerlendirme sansi sunar.

AHS’nin yaygin kullanimiin ve giicliniin altindaki temel sebep, karmasik olan genis
kapsaml1 bir sorunu sistematik olarak daha kiiciik ve yonetilebilir pargalara bolmesi;
daha sonrasinda ise biitiin sorunla ayn1 anda ugragsmak yerine daha kii¢iik sorunlarla
tek tek ilgilenilmesini saglamasidir. Yontemin bir bagka faydasi ise degerlendirilen
elemanlarin hepsini ayn1 anda diisiinmek yerine biitlin elemanlar ikili kombinasyonlar

halinde karsilastirmaya olanak saglamasidir. Ikili karsilastirma yontemi, ayn1 anda
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yalnizca iki elemani karsilagtirmanin daha kolay olmasi ve daha isabetli sonuglar
vermesi sebebiyle psikologlar tarafindan siklikla 6nerilmektedir. AHS nin bir diger
giiclii yan1 da karar verme siireci sonrasinda karar vericinin degerlendirmelerindeki
tutarliliginin sistematik sekilde degerlendirilmesine olanak vermesidir. AHS yontemi,
karar verme uygulamalarinda siklikla tercih edilmesine katkida bulunan iyi

tanimlanmuis bir tutarlilik kontrol siirecine sahiptir.
AHS yo6ntemi genel anlamda bes ana adimdan olusmaktadir:

e Karar verme sorununun tanimlanmasi ve hiyerarsik olarak gosterilmesi
o Ikili karsilastirmalar

o Agirlik belirleme

e Tutarlilik degerlendirmesi

e Agirliklarn biitiinlestirilmesi

AHS’nin uygulanabilmesi i¢in karar verme sorununun net bir sekilde tanimlanmis ve
siire¢ sonucunda neye ulasilmak istendiginin belirlenmis olmasi gerekmektedir.
Ulasilmak istenen nokta “ana hedef” olarak tanimlanir. Daha sonrasinda karmasik
karar verme sorunu, ana hedefe ulagsmak i¢in en genel anlamda saglanmas1 gereken
ana Olgiitler1 belirtecek sekilde boliimlere ayrilir ve bir hiyerarsi olusturulur. Bu
hiyerarsinin en list noktasinda ise ana hedef bulunur. Eger belirlenen ana olg¢iitler ikili
karsilagtirma yapmak i¢in fazlasiyla genel kaliyorsa, bu ana 6l¢iitler tekrar alt dl¢titlere
boliinebilir. Bu bolme islemi ihtiya¢ duyuldugu kadar tekrar edilebilir. Fakat, b6lme
islemini yaparken g6z oniinde bulundurulmasi gereken en 6nemli nokta, olusturulan
alt Olclitlerin birbiriyle karsilastirilabilecek ortak noktalarinin kaybedilmemesidir.
Eger bir karar verme sorunu en alt seviyede bulunan ve ayni iist 6l¢iite bagl olan alt
Olgiitlerin  birbirleriyle karsilastirilacak  ortak noktast bulunmayacak kadar
detaylandirildiysa, bu detaylandirma sorunu basit boliimlere ayirmaktan ziyade daha
karmasik hale getirecektir. Ana hedefin altinda bulunan biitiin 6l¢iit seviyeleri ve
hiyerarsisi belirlendikten sonra, elde bulunan secenekler en alt seviyede bulunan her

oOl¢iitlin altina yerlestirilir.
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Sorunun hiyerarsik olarak ayrilmasi ve diizenlenmesinden sonra ikili karsilagtirma
adimimna gegilir. Ikili karsilastirmalarda siklikla kullanilan bir ydnteme gore, en alt
seviyede bulunan biitiin 6lgiitler bir iist seviyede bagli bulunduklar1 dlgiitlere gore ikili
olarak karsilastirilirlar. En alt seviyedeki biitiin 6l¢iitler tamamlandiktan sonra ayni
islem bir {ist seviyedeki Olciitler i¢in tekrarlanir. Bu adim ana hedefin hemen altinda
bulunan ana olgiitler de ikili karsilastirilincaya kadar tekrar edilir. Daha sonra biitiin
secenekler, hiyerarsinin en alt seviyesinde bulunan biitiin Olciitlerdeki
performanslarina gore ikili olarak karsilastirilir. Bu ikili karsilastirmalar sozlii bir
0lcek kullanilarak yapilir. Sonrasinda ise bu sozel karsilastirmalar, sayisal bir 6l¢ekle
birebir eslestirme yoOntemiyle oransal degerlendirmelere doniistiiriliir. AHS
yonteminin Onerildigi tarihten bugiine bir¢ok sayisal ikili karsilagtirma Olgegi
(Dengeli, Temel, Geometrik, Ters Lineer, Logaritmik, Kare ve Karekok) onerilmis
olup hangi 6l¢egin daha iyi oldugu tartismasi giiniimiizde bile devam etmektedir. Yine
de, one siiriildiigli giinden bu yana, basitligi ve anlasilirlig1 sebebiyle en ¢ok kullanilan
dlgek, yine Saaty (1980) tarafindan 6nerilmis olan ve “Temel Olgek” adiyla da bilinen
1-9 lineer Olcegidir.

Ikili karsilastirmalar sonucu elde edilen sayisal degerler, “Ikili Karsilastirma Matrisi”
(IKM) ad1 verilen kare matrislerde tutulur. IKM’lerde tutulan bu sayisal degerler,
karsilagtirilan  biitlin - elemanlarin  kendi gruplart igindeki yerel Onemlerini
(agirliklarini) hesaplamak icin kullanilir. Yerel agirliklar1 hesaplamak icin kullanilan
en yaygin yontemler Ozdeger (Eigenvalue) Ydntemi ve Logaritmik En Kiigiik Kareler

(ya da bagka bir adiyla Satir Geometrik Ortalama) Y ontemi’dir.

Yerel agirliklar belirlendikten sonra karar vericinin degerlendirmelerinin tutarlilig
biitiin (ya da en azindan tutarlilig: siipheli olan) IKM’ler igin degerlendirilir. En yaygin
bilinen degerlendirme yontemi Ozdeger Yoéntemi; ikinci en bilinen ydntem ise
Geometrik Tutarlilik Endeksi’dir. Dogas1 geregi AHS belirli derecede tutarsizlik
barindirir. Fakat bu tutarsizlik belirli sinirlar icinde kaldig: siirece kabul edilebilir
olarak degerlendirilir. Eger bir IKM nin tutarsiz oldugu (tutarsizlik degerinin sinirlar
disinda olmasi) tespit edilirse, karar vericinin IKM’yi —tutarsizlik Kabul edilebilir

seviyeye inene ya da karar verici daha fazla degisikligin kendi fikirlerini
107



yansitmayacagini belirtene kadar- tekrar degerlendirmesi istenir. Yakin tarihli bir
calismada (Mazurek ve Perzina, 2017) sunulan, insanlarin az sayida elemani
degerlendirirken bile biiyiik oranda tutarsiz gosterdigi sonucu go6z Oniinde
bulunduruldugunda, tekrar degerlendirme isleminin ciddi oranda zaman alic1 bir islem

haline geldigi goriilmektedir.

Tutarlilik degerlendirmesinden sonra en son adim olan agirliklarin biitlinlestirilmesi
islemi yapilir. Bu adimda en alt seviyede bulunan her bir dl¢iitiin ana hedefe ulasmak
icin ne kadar dnemli oldugu tespit edilir. Biitlinlestirme islemi siklikla Toplamsal
Biitlinlestirme Yontemi ile yapildigr gibi Carpimsal Biitlinlestirme Yontemi de

kullanilmaktadir.

Bir IKM’deki tutarlilik genel anlamda AHS’ nin “gegislilik” 6nermesine baglanabilir.
Gegislilik kavrami ikiye ayrilir:

e Nitel Gegislilik: Eger A B’ye tercih ediliyor ve B de C’ye tercih ediliyorsa
A’nim C’ye tercih edilmesi gerekir.

e Nicel Gegislilik: Eger A B’ye gore 3 kat tercih ediliyor ve B de C’ye gore 2
kat tercih ediliyorsa A’nin C’ye gore 6 kat tercih edilmesi gerekir.

e Gegislilik dnermesine gore bir IKM’nin tam olarak tutarl olabilmesi i¢in bu
IKM nin nicel gegislilik kuralma uymas1 gerekir. Diger yandan, eger bu IKM

nicel olarak ge¢isliyse, ayn1 zamanda nitel olarak da gegislidir.

IKM’lerin tutarsiz olmasi istenmeyen bir durum oldugu gibi karmasik bir karar verme
sorununda ¢ok sayida tutarsizligin diizeltilmeye ¢alisilmasi kiilfetli bir istir. Tutarsizlik
sorununa sayisal ikili karsilastirma Olgeklerini g6z Oniinde bulundurarak
yaklasildiginda iki tip tutarsizlik gériilmektedir. Birinci tip tutarsizlik, 6lgegin bir {ist
ve alt limite sahip olmasindan kaynaklanmaktadir. Ornegin; i-j elemanlar1 arasindaki

(13

sayisal karsilagtrma degeri “a;; =4” ve j-k elemanlarn arasindaki sayisal
kargilastirma degeri “aj, =57 oldugunda, i-k elemanlar1 arasindaki sayisal

karsilastirma degerinin nicel gegislilik 6nermesine gore “a;; = 20” olmasi beklenir.

Bu durumda, st sinir1 20’den kiigiik olan bir Olgegin tutarsizlik gostermesi
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kacinilmazdir. Aragtirmamizda, AHS i¢in Onerilmis olan sayisal Olceklerin
¢ogunlugunun bu durumdan ciddi derecede olumsuz etkilendigi tespit edilmistir.
Fakat, {ist limiti olan herhangi bir sayisal 6lgegin bu tip bir tutarsizliktan zorunlu olarak

etkilenecegi de belirtilmistir.

Ilkinden daha etkili oldugunu diisiindiigiimiiz bir diger sayisal &lgek kaynakli
tutarsizlik sebebi ise Olgek tarafindan tanimlanmis olan sayisal degerlerin ¢arpimsal
kombinasyonlarinin 6l¢ek sinirlari i¢inde kalmasma ragmen, Olgek tarafindan
tanimlanmamusg bir sayisal degere esit olmasidir. Bagka bir deyisle, “a;, = a;; * aj”
esitliginin sayisal degeri lgek sinirlar1 icinde olsa bile “a;;,” degeri kullanilan 6lgek
tarafindan tanimlanmamus olabilir. Ornegin, a;; = 1/3 ve aj, = 4 durumunda a;

degerinin 4/3 olmasi beklenmektedir. AHS i¢in Onerilmis olan sayisal Olceklerin

(Geometrik harig) bu tip bir tutarsizliktan biiyiik oranda etkilendikleri tespit edilmistir.

Aragtirmamizda, sayisal 6lgek kaynakl tutarsizliklari azaltacag diisiiniilen ve “Ustel
Olgek” olarak adlandirilan yeni bir 6lgek dnerisi getirilmistir. Ustel 6lcek kavrami ilk
olarak Lootsma (1989) tarafindan ortaya atilmis olup, ilgili aragtirmada sunulan genel
formildeki katsayilar bir temele bagli olarak belirlenmemis ve bu nedenle Onerilen
formiil bir sayisal Olcege doniistiiriilmemistir. Bu arastirmada ise katsayilarin
belirlenmesi asamasinda yaygin olarak bilinen “Fibonacci Dizisi” kullanilmis ve bu
diziyi temel alan bir sayisal dlcek onerilmistir. Beklendigi gibi, Ustel Olgek’in 6lgek

kaynakl1 tutarsizliklar konusunda yiiksek bir performans sergiledigi tespit edilmistir.

Daha sonra, detayli simiilasyonlarla, daha O©nce Onerilmis olan Olgekler ve
arastirmamizda Onerilen Ustel Olgek, Saaty tarafindan onerilen Temel Olgek ile
karsilastirilmistir.  Karsilastirilan  Slgekler belirli  performans Olgiitlerine gore
degerlendirilmis ve 6zellikle tutarlilik ile ilgili 6lgiitler gdz 6nlinde bulunduruldugunda
Kare Olgek’in digerlerinden daha iistiin oldugu tespit edilmistir. Ustel ve Geometrik
olgekler Kare Olgek’i yakindan takip ederken Ters Lineer ve Dengeli 6lceklerin
ortalama bir performans gosterdigi gozlemlenmistir. Logaritmik ve Karekok
olgeklerin ise, Temel Olgek’le kiyaslandiginda, tutarhilik ile ilgili dlgiitlerde diger
Olgeklere gore ciddi derecede diisiik performans gosterdikleri tespit edilmistir. Elde
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edilen sonuglarda dikkat ceken bir nokta ise yiiksek performans gosteren Ustel,
Geometrik ve Kare dlgeklerinin hepsinin iist sinirlarinin Temel Olgek’te kullanilan
9’dan daha biiyiik olmasidir. Benzer sekilde orta derecede performans gosteren Ters
Lineer ve Dengeli ol¢eklerin iist sinirlarmin 9’a esit; diisilk performansa sahip
Logaritmik ve Karekok olgeklerin iist sinirlarmin ise 9°dan  kiigiik oldugu
gbozlemlenmistir. Bu baglamda, bir Olgegin alt ve st sunurlarinin, o dlgekle
olusturulam IKM’lerin tutarliligi iizerinde ciddi derecede etkili oldugu ve genel
anlamda smir1 9’dan biiyilk olan 6lceklerin —ayn1 sozel degerlendirme seti baz

alindiginda— daha yiiksek performans gosterdigi sonucuna varilmstir.

Arastirmanin son boliimiinde ise biitiin dl¢ekler ayn1 6rnek karar verme uygulamasi
iizerinde iki farkli senaryoda (Temel Olgek’e gére tutarsiz ve tutarli IKM senaryolari)
degerlendirilmistir. Tek bir 6rnek iizerinden ¢ok genel bir ¢ikarim yapilmasinin
saglikli olmadigina inanmakla birlikte, iist sinirlar1 9°dan biiyiik olan dl¢eklerin (Ustel,
Geometrik ve Kare) beklendigi sekilde en 6nemli alternatif agirliklarini diger 6lgeklere
gore daha yiiksek belirledikleri goriilmiistiir. Ek olarak Ustel ve Geometrik dlgeklerle
olusturulan IKM’lerin her iki senaryoda da tutarli olmasma karsin Temel ve Kare
olgeklerle olusturuan IKM’lerin sadece ikinci senaryoda tutarli olduklar:

gozlemlenmistir.

Geometrik Olgek ile Ustel Olgegin degerlendirme Slciitlerimize gore performanslar
birbirine yakin olmakla birlikte, Ji ve Jiang (2003) tarafindan belirtildigi gibi {ist sinir1
256 olan bir 6lgegin kullaniminin AHS nin homojenlik 6nermesini ciddi sekilde ihlal
ettigini  diisiiniiyoruz. Bu baglamda, Geometrik Olcek yerine Ustel Olgek’in

kullanilmasinin daha uygun olduguna inaniyoruz.

Kare Olgek Harker ve Vargas (1987) tarafindan 6nerilmis olup yine ayn1 arastirmada
tek bir 6rnek iizerinden elestirilmis ve Temel Olgek’in daha uygun oldugu ¢ikarimi
yapitlmistir. Bu arastirmada uygulanan Ornek, Saaty (1980) tarafindan yapilan
arastirmada Philadelphia ile alt1 farkli sehir (Kahire, Tokyo, Sikago, San Fransisko,
Londra ve Montreal) arasindaki normalize gercek uzakliklari tahmin etmek icin

kullanilmistir. Harker ve Vargas (1987) tarafindan yapilan arastirmada karsilastirilan
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biitiin sayisal olgekler icin aymi sozel Olgek kullanilmis ve bunun sonucunda
olusturulan IKM’ler ile belirlenen agirliklar, Philadelphia ile bahse konu sehirler
arasindaki normalize gercek mesafelerle karsilastirilmistir. Arastirmanin sonucu
olarak Temel Olgek’le olusturulan agirliklarin normalize gercek mesafelerle yiiksek
korelasyona sahip oldugu ve bu nedenle Temel Olgek’in digerlerinden daha iyi oldugu
One siliriilmiistiir. Fakat arastirmacilar bu ¢alismada 6nemli bir noktay1 atlamis; hangi
sOzel degerlendirmenin hangi sayisal puana karsilik geldigini bilen mantikl bir karar
vericinin hem Temel hem de Kare dlgekler icin ayni sézel degerlendirme 6lgegini
kullanacagi varsayiminda bulunmuslardir. Bizim Ongoriimiize gore ise, sayisal
Olcekleri bilen ve karsilagtirdigi elemanlar hakkinda fikir sahibi olan mantikli bir karar
vericinin, sayisal Olcek degistiginde kendi degerlendirmelerini yeni Olgege gore
ayarlayacagi yoniindedir. Dolayisiyla biitiin sayisal oOlgekler i¢in ayni sozel
degerlendirmeler kullanilarak degerlendirme yapilmasina dikkatli bir sekilde
yaklasilmasi gerektigine inantyoruz. Bu baglamda Harker ve Vargas (1987) tarafindan
onerilmis ve elestirilmis olan Kare Olgek’in belirtildigi kadar elverissiz
olmayabilecegine; hatta daha tutarli IKM’lerin olusturulmasi sayesinde karar
vericilerin IKM’leri tekrar tekrar degerlendirmesinin dniine gegilerek siire¢ icin daha

¢ok fayda saglanabilecegine inaniyoruz.

Bu sinirlama ayni zamanda bizim arastirmamizda da Oniimiize ¢ikiyor. Yapilan
simiilasyonlarda bir IKM 6ncelikle Temel Olgek’e gore rasgele belirlenip daha sonra
bu IKM’deki sayilar karsilastirilan dlgekteki karsiliklariyla ikinci bir IKM olarak
olusturulmustur. Bagka bir deyisle, simiilasyonlarda Temel Olcek ve karsilastirilan
olgekle olusturulan IKM’ler i¢in ayni sdzel degerlendirmeler kullamlmistir. Bu
baglamda, farkli sayisal Ol¢ekler kullanildigi durumlarda karar vericilerin sozel
Olcekleri nasil algiladigi konusunda bir arastirma yapilabilir. Yani, “Bir karar verici,

sayisal Olcek degistigi zaman sozel degerlendirmelerini degistirir mi?” sorusuna

deneysel olarak cevap aranabilir.

Arastirmamizin bir baska kisit1 ise agirliklarin belirlenmesinde sadece Ozdeger
Yéntemi’nin  kullanilmasidir. Onciil simiilasyonlarimizda tespit ettigimiz {izere,

calisma i¢inde agiklanan Yaklasik Deger Yontemi kullanilarak belirlenen agirliklar
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Ozdeger Yontemi’yle belirlenen agirliklarla yiiksek oranda benzerlik gdstermistir. Bu
nedenle belirtilen iki yontemden sadece Ozdeger Yontemi kullanilmistir. Ek bir
arastirma olarak ikinci en ¢ok kullanilan agirlik belirleme yontemi olan Logaritmik En

Kiictlik Kareler (Satir Geometrik Ortalama) Y ontemi kullanilabilir.

Bir bagka kisit ise tutarlilik degerlendirmesinde, bilgisayimsal kapasite ve hiz goz
oniinde bulundurularak, yalmzca Ozdeger Yontemi’nin kullanilmis olmasidir. Buna
ek olarak yapilabilecek yeni bir arastirmada tutarlilik degerlendirmesi i¢in Geometrik
Tutarlilik Endeksi kullanilabilir. Ayn1 zamanda agirlik belirleme yontemleri (Ozdeger
ve Logaritmik En Kiigiik Kareler) ile tutarlilik degerlendirme yontemlerinin (Ozdeger
ve Geometrik Tutarlilik Endeksi) bu arastirmada uygulanmamis olan eslestirmeleri

uygulanabilir.

Simiilasyonlarrmizda tamamen rasgele IKM’ler olusturmus olmamiza ragmen
yalmzca tutarlilik degerleri belirli sinirlarin altinda kalan IKM’ler degerlendirmeye
alinmistir. Daha genis bir tutarlilik degeri araligin1 kapsayacak sekilde yapilabilecek
bir arastirma, kullanilan Slgeklerin IKM’lerin tutarhilifi iizerinde etkisi konusunda

daha detayl bilgi verebilecegini diislinliyoruz.

Gegmiste yapilan ¢aligsmalarda tek 6rnek lizerinden dlgek degerlendirmesi yerine genis
capl simiilasyonlarla sayisal ikili karsilastirma 6lgeklerinin genel 6zelliklerini ortaya
¢ikarma amaci giidiilmesinin, bizim aragtirmamizi gegmiste yapilan arastirmalardan
farkli kildigina inaniyoruz. Ek olarak, Ji ve Jiang (2003) tarafindan yapilmis olan ve
Olcek kaynakli tutarsizlik 6zelligini ipucglarinin, muhtemel biitiin kombinasyonlar
iceren caligmamizda daha genis kapsamli ve yol gosterici sekilde incelendigini

diisiiniiyoruz.

Son olarak, AHS yontemi kullanilarak yapilan tekil uygulamalar {izerinden genel
sonuclara varilmasinin  uygun olmadigr goriisiimiizii  belirtmek istiyoruz.
Simiilasyonlarimizin da gosterdigi iizere Ustel, Geometrik ve Kare dlceklerin Temel
Olgek’ten daha tutarli sonuglar verdigi durumlar gogunlukta olmakla birlikte, geri
kalan yadsmamayacak sayidaki durumlarda ise Temel Olgek’in daha tutarli sonuglar

verdigi gozlemlenmistir. Bu agidan bakildiginda, tekil bir uygulamanin okuyucuyu
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Ustel Olgek’in daha iyi oldugu bir duruma ydnlendirebilecegi gibi, Temel Olgek’in
daha iyi sonuglar verdigi bir duruma da yonlendirebilir. Bu baglamda, yiiksek sayida
durum igeren simiilasyonlar {izerinden yapilacak degerlendirmelerin daha giivenilir

sonuglar verecegine inaniyoruz.
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