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ABSTRACT

BEAMFORMING FOR ENERGY HARVESTING AND MULTI-USER
COMMUNICATIONS

Demir, Ozlem Tugfe
Ph.D., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. T. Engin Tuncer

November 2018, pages

In this thesis, several optimization problems are considered related to beamforming
for energy harvesting and multi-user communications. In multi-user communications
scenarios, physical layer multi-group multicasting systems are considered where there
are multiple groups of users who are interested in common information signals. In en-
ergy harvesting related scenarios, different protocols are investigated, namely power
splitting and self-energy recycling, respectively. In power splitting mode, the mobile
device has a power splitting device and some portion of the received radio frequency
power is used for energy harvesting while the remaining part is used for information
decoding. In self-energy recycling protocol, a separate receive antenna on the relay
uses the transmitted signal as an energy source. The contributions of this thesis can be
outlined as follows. First, efficient algorithms are proposed for antenna selection and
hybrid beamforming in multi-group multicasting systems. The users have a power
splitting device and the joint optimization of transmit beamformers and power split-
ting ratios is considered. Multi-group multicasting is also used for OFDM systems
where users harvest energy from some portion of the received signal. The difficult
combinatorial problem for the joint optimization of resource allocation and power

splitting ratios is solved effectively. In addition, several fast algorithms are proposed



for full digital beamforming and two different hybrid beamforming structures with
per-antenna power constraints. Apart from multi-group multicasting, relay assisted
single user communications is also studied in this thesis. Several scenarios are investi-
gated for energy harvesting relays which use power splitting and self-energy recycling
protocols. Both amplify-and-forward and decode-and-forward relaying protocols are
considered. For most of the problems, optimum solutions are obtained while for the

others, efficient near-optimum solutions are presented.

Keywords: Multi-Group Multicast Beamforming, Antenna Selection, Hybrid Beam-
forming, Resource Allocation, Self-Energy Recyling, Simultaneous Wireless Infor-
mation and Power Transfer, Wireless-Powered Relaying, Power Splitting, Energy

Harvesting, Multi-Antenna Relaying
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0z

ENERJI HASATLI VE COK KULLANICILI ILETISIM ICIN HUZME
SEKILLENDIRME

Demir, Ozlem Tugfe
Doktora, Elektrik ve Elektronik Miihendisligi Boliimii

Tez Yoneticisi : Prof. Dr. T. Engin Tuncer

Kasim 2018 ,[233]sayfa

Bu tezde, enerji hasatli ve cok kullanicili iletisim i¢in hiizme sekillendirmeye iligkin
bir¢ok optimizasyon problemi ele alinmaktadir. Cok kullanicili iletisim senaryola-
rinda, ortak bilgi sinyallerine ilgili ¢coklu kullanic1 gruplarinin oldugu fiziksel katman
cok gruplu ¢oga gonderim sistemleri ele alinmaktadir. Enerji hasadina iligskin senar-
yolarda, sirasiyla giic bolme ve 6z-enerji geridongiisii olarak adlandirilan farkli pro-
tokoller incelenmektedir. Gii¢ bolme modunda, mobil cihaz bir gii¢ boliicii cihazina
sahiptir ve alinan radyo frekans giiciiniin bir kismu1 enerji hasadi i¢in kullanilirken,
geri kalan1 bilgi ¢6zme icin kullanilmaktadir. Oz-enerji geridongiisii protokoliinde,
roledeki ayri bir alict anten iletilen sinyali enerji kaynagi olarak kullanmaktadir. Bu
tezdeki katkilar asagida belirtildigi sekilde 6zetlenebilir. Oncelikle, ¢cok gruplu ¢oga
gonderim sistemlerinde anten se¢imi ve melez hiizme sekillendirme i¢in verimli algo-
ritmalar Onerilmektedir. Kullanicilar bir gii¢ bolme cihazina sahiptir ve verici hiizme
sekillendiricileri ve gii¢ bolme oranlariin ortak optimizasyonu ele alinmaktadir. Cok
gruplu ¢oga gonderim, kullanicilarin alinan sinyalin bir kismindan enerji hasadi yap-
tiklar1 OFDM sistemleri icin de kullanilmaktadir. Kaynak paylastirmasi ve giic bolme
oranlarinin ortak optimizasyonu icin zor kombinasyonal problem etkili bir sekilde

¢oziilmektedir. Ek olarak, anten bagina gii¢ kisitlari ile tam dijital ve iki farkli melez
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hiizme sekillendirme yapilari i¢in bircok hizli algoritma onerilmektedir. Cok gruplu
coga gonderimden ayri olarak, bu tezde ayrica role destekli tek kullanicili iletisim
calisilmaktadir. Gili¢ bolme ve 0z-enerji geridongiisii protokollerini kullanan enerji
hasatl roleler i¢in bircok senaryo incelenmektedir. Hem yiikselt-ve-ilet hem de ¢6z-
ve-ilet aktarma prokolleri ele alinmaktadir. Problemlerin ¢ogu i¢in optimum ¢6ziimler

elde edilirken digerleri i¢in verimli optimuma yakin ¢oziimler sunulmaktadir.

Anahtar Kelimeler: Cok Gruplu Coga Gonderim Hiizme Sekillendirme, Anten Se-
¢imi, Melez Hiizme Sekillendirme, Kaynak Paylastirmasi, Oz-Enerji Geridongiisii,
Eszamanli Kablosuz Bilgi ve Gii¢ Iletimi, Kablosuz Giiclendirilmis Aktarma, Giic
Bolme, Enerji Hasadi, Cok Antenli Aktarma
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CHAPTER 1

INTRODUCTION

The material in this thesis consists of several papers which are published or submitted
for publication. Each chapter of the thesis is a separate research work in the context of
beamforming for energy harvesting and multi-user communications. The following

is a list of the publications related to Chapter 2-8:

e Chapter 2: O. T. Demir and T. E. Tuncer, “Antenna selection and hybrid beam-
forming for simultaneous wireless information and power transfer in multi-
group multicasting systems,” IEEE Transactions on Wireless Communications,

vol. 15, pp. 6948-6962, Oct 2016.

e Chapter 3: O. T. Demir and T. E. Tuncer, “Max—min fair resource allocation
for SWIPT in multi-group multicast OFDM systems,” IEEE Communications
Letters, vol. 21, pp. 2508-2511, Nov 2017.

e Chapter 4: O. T. Demir and T. E. Tuncer, “Optimum QoS-aware beamformer
design for full-duplex relay with self-energy recycling,” IEEE Wireless Com-
munications Letters, vol. 7, pp. 122-125, Feb 2018.

e Chapter 5: O. T. Demir and T. E. Tuncer, “Optimum closed-form beamformers
for self-energy recycling full-duplex relay with a new power splitting protocol.”

Manuscript to be submitted for publication, 2018.

e Chapter 6: O. T. Demir and T. E. Tuncer, “Joint source power allocation and
relay beamformer design for wireless-powered relaying with self-energy recy-

cling.” Manuscript to be submitted for publication, 2018.
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e Chapter 7: O. T. Demir and T. E. Tuncer, “Optimum and near-optimum beam-
formers for decode-and-forward full-duplex multi-antenna relay with self-energy

recycling.” Manuscript submitted for publication, 2018.

e Chapter 8: O. T. Demir and T. E. Tuncer, “Improved admm-based algorithms
for multi-group multicasting in large-scale antenna systems with extension to

hybrid beamforming.” Manuscript to be submitted for publication, 2018.

In modern wireless communications systems, energy consumption is high to satisfy
the demand for high data rates and ubiquitous services [1]]. Usually, mobile devices
use a battery with a limited lifetime [2]. Replacing batteries manually or recharging
them is costly and sometimes impractical [2], [3], [4]. Recently energy harvesting has
attracted great interest from the research community as a solution to limited battery
problem as well as a green communication approach [[1]], [2], [3], [4], [S], [6], [7]. One
promising solution is the wireless power transfer (WPT) technology in this context to
have battery independent mobile devices as well as relays in communication systems
[31, [6l], [7]. Up to now, several WPT methods have been developed such as inductive
and magnetic resonance coupling, RF energy transfer [3], etc. Among these, radiative
WPT which is based on RF energy transfer is the most suitable technique for wireless
networks by providing longer transmission range and more flexible deployment for
powering large number of devices [3], [7]. Hence, RF energy harvesting is expected
to be one of the key components in next generation wireless communications systems

including Internet of Things/Everything (IoT/IoE) [3]], [6].

One of the application areas of WPT is the recently developed paradigm, simultane-
ous wireless information and power transfer (SWIPT) [3], [6]. SWIPT has become
a promising research area to improve the energy efficiency and battery duration [2]],
(81, [9], [10]. In SWIPT, information carrying radio frequency (RF) signals are not
only used for information decoding (ID) but also for energy harvesting (EH) at the
receiver side. The idea of SWIPT was first introduced in [11] and initially consid-
ered for point-to-point single antenna systems [[11], [12]. Multiple antennas at the
transmitter and/or receiver can be employed for increasing both power transfer effi-
ciency and channel capacity [2]. In particular, SWIPT is also considered for multi-

user multi-input single-output (MISO) systems in [8]], [[13], and [[14]]. SWIPT has also

2



been considered for OFDM systems in several recent works [[1], [15]], [[16], [17], [18].
SWIPT has attracted significant interest and been considered for a variety of scenar-
10os including multiple input multiple output (MIMO) broadcasting [2]], multi-group

multicast beamforming [10], relaying protocols [19], [20], [21], secure beamforming

[22]], non-orthogonal multiple access (NOMA) [23]].

Two main practical receiver structures, namely time switching (TS) and power split-
ting (PS), are proposed in [2] for SWIPT. In the TS scheme, users either decode
information or harvest energy from the received RF signal in a prescribed time slot.
On the other hand, the received signal is split into two streams with different powers,
one for decoding information and the other for harvesting energy in PS scheme. PS
architecture has higher degrees of freedom due to the fact that TS is a special form of
PS with binary PS values [8]. In some of the problems in this thesis, PS based SWIPT

1s considered.

An important application area of SWIPT is multicasting where common information
is sent to multiple users simultaneously [24]], [25]. The mobile data traffic has been
growing in a rapid manner due to the widespread use of smartphones, tablets and data
hungry applications. A significant amount of this data is of simultaneous interest to
groups of users [26], [27], [28], [29], [30]. Live broadcast of sporting events, mobile
TV, news headlines, regular system updates, infotainment systems in airplanes, trains
and V2X are a few examples for common interest data applications. For an efficient
delivery of such data, group-oriented services such as multicasting and broadcasting
should be incorporated in future generation wireless systems [31]. In fact, the 3rd
Generation Partnership Project (3GPP) included the multimedia broadcast/multicast
service (MBMS) in the third and fourth generations of cellular networks [26]], [32],
[33]. When there is a single group of users which are interested in a common data
stream, we call this data transmission mode single-group multicasting or broadcast-
ing [24]. When there are multiple groups of users where the desired data flow is
different for each group, this is known as multi-group multicasting [25]. In Chap-
ter 2 and 3, we consider SWIPT in multi-group multicasting systems. A base sta-
tion transmits more than one information signal to the single-antenna users equipped
with a PS device. In Chapter 2, we propose two low-cost alternatives to full digi-

tal beamforming, which are antenna selection and hybrid beamforming, respectively



to reduce the hardware complexity. The joint optimization problem is converted to
a quadratically constrained quadratic programming (QCQP) problem by introducing
new variables for PS ratios. This enables us to adapt the state-of-the-art techniques in
the literature, namely alternating minimization (AM) [[14]], and feasible point pursuit-

successive convex approximation (FPP-SCA) [34].

As the antenna technology and fabrication techniques develop, antennas become
cheaper and antenna selection strategy is shown to be a good low-cost alternative
to increase spatial diversity [35], [36]. In antenna selection, only the selected anten-
nas become active and use the corresponding RF chains with the help of RF switches.
Hence, fewer RF chains are required in comparison to the number of antennas. An-
tenna subset selection is shown to be more power efficient compared to the fixed
antenna structures for the same number of RF chains [33], [36], [37)]. In Chapter 2,
we formulate the joint SWIPT and multi-group multicast beamforming problem in
antenna selection scheme and propose an effective algorithm for the solution. To the
best of our knowledge, this is the first work which considers SWIPT and antenna

selection in a joint manner for multi-group multicasting.

Another low-cost alternative to the full digital beamforming is the hybrid structures
composed of analog and digital beamformers. Hybrid beamformers decrease hard-
ware cost while maintaining comparable performance to the full digital beamformer
[38]], [39]. In Chapter 2, we propose the hybrid beamforming structure in Fig. 2.2.
Furthermore, two different algorithms are proposed for continuous-phase hybrid beam-
formers while the problem is investigated in depth for a variety of scenarios. To the
best of our knowledge, this is the first work which considers hybrid beamform-
ing in the context of multi-group multicasting. In this hybrid structure, there is a
smaller number of RF chains than antennas dedicated to each multicast stream. Each
RF chain is followed by several RF phase shifters. The existing hybrid beamformers
in the literature usually consider continuous-phase analog beamformer where phase
shifters have infinite-resolution [40], [41]. In Chapter 2, we design two algorithms
for continuous-phase hybrid beamformer where the phase shifts satisfy only the equal

gain constraint.



While ideal continuous-phase beamformers have better performance, most practical
RF phase shifters have finite resolution and supply only discrete phase changes [39],
[42]. In Chapter 2, we propose a discrete-phase hybrid beamformer which uses two-
bit RF phase shifters for efficient, effective and low-cost implementation. The spe-
cial structure of the two-bit hybrid beamformer problem is exploited to convert the
combinatorial problem into a continuous formulation by introducing equivalent lin-
ear constraints. In the simulations, it is shown that it performs much better than the
quantized two-bit beamformer and has moderate degradation in comparison to the

continuous-phase hybrid beamformer.

In Chapter 3, we consider resource allocation for SWIPT in multi-group multicasting
OFDM systems where a subcarrier assigned to a multicast group serves all the users
in that group. In resource allocation, it is possible to have some users with relatively
poor channel conditions that may not be assigned with sufficient subcarriers. Hence,
enforcing fairness among the users is an important problem that should be addressed
[43], [44], [45]. Different from the conventional approach which considers the sum-
rate fairness, we maximize the minimum SNR for each subcarrier using the same
motivation in [46], [47]. In addition to per-subcarrier fairness, subcarrier need for

each multicast group is considered in the proposed design.

The joint optimization of resource allocation and PS ratios for multi-group multicas-
ting has not been considered in the literature before and it is a difficult combinatorial
problem. In Chapter 3, a novel approach based on maximizing the minimum SNR
among all subcarriers considering the request of each multicast group is proposed.
An effective solution is obtained by dividing the problem in two parts. In the first
part, subcarriers are assigned to each group based on the user requests. A fairness
based near-optimal algorithm is proposed for the solution. The problem for the power
allocation and PS ratios is cast as a convex optimization problem given the subcar-
rier assignments. Hence, optimum solution is guaranteed for the second stage. The
proposed approach is shown to perform very close to the joint optimum solution ob-
tained with exhaustive search (ES) while the computational complexity is decreased

significantly.



In Chapter 4, 5, 6, and 7 wireless-powered relaying is investigated. Cooperative
communication involving wireless relays improves the system throughput, reliability
and network coverage [48], [49]. Hence, it is an important technology for the fifth
generation (5G) of wireless networks [49]. Mobile and remote relays usually have
limited battery lifetime. Hence, SWIPT also has been an appealing research topic
in the context of wireless-powered relaying (WPR) in order to improve the lifetime
of the relaying system. The works in [3]], [20], [SO] studied PS based SWIPT for
wireless relaying whereas TS protocol is considered in [20], [S1]. All of these works
are based on half-duplex (HD) relaying, where in the first phase, information and
energy carrying RF signal is received and in the second phase, information signal
is forwarded to the destination. Although HD relaying does not suffer from self-
interference cancellation, it is inefficient in terms of spectral utilization compared to
full-duplex (FD) relaying [22], [S2]. FD relaying has gained great popularity in the
context of SWIPT by using TS [S3], [54], [53] and PS [23]], [49], [52], [561, [S71], [58]

protocols.

In the above studies on FD, self-interference is the main design challenge which is
handled by several analog, digital, and analog/digital self-interference cancellation
techniques [S9], [60]. One interesting approach different from TS and PS protocols
is to take advantage of self-interference in self-energy recycling [59]]. In [19]], a two-
phase self-energy recycling protocol is proposed for FD WPR. In the first phase, the
source node transmits information signal to the relay. Then, the relay forwards the
amplified signal to the destination in the second phase. At the same time, source
transmits an energy-bearing signal to the relay and relay harvests energy from this
dedicated signal as well as its self-interference loop channel which is the channel
between the transmitting and receive antennas of the relay. Since information trans-
mission and energy reception occur during the same slot, this scheme is referred to as
FD. In this protocol, there are multiple-transmit antennas and a single receiving an-
tenna at the relay. The problem is to design the relay transmit beamformer such that
its transmission power does not exceed the harvested power. Later, this idea is used in
several works including [4], [21], [22], [61], [62]. In particular, signal-to-noise ratio
(SNR) maximization problem for this protocol is considered for a more general case

in which multiple receiving antennas are employed at the relay [4]].



In Chapter 4, we consider the two-phase amplify-and-forward (AF) protocol in [[19]
as shown in Fig. 4.1. In the first phase, information signal is transmitted from the
source (S) to the relay (R). Then, R forwards its received signal to the destination
(D) and harvests energy by using both the dedicated energy signal sent from S and
self-recycling. Since information reception and forwarding occur in different slots,
no self-interference cancellation is required in this scheme. Note that in [19], only
one antenna is used at R for information reception while the remaining antennas are
not in use in the first phase. In Chapter 4, we modify the system such that all the
antennas of R are employed for better performance. In addition, we propose quality
of service (QoS)-aware design approach different from [19] which considers signal-
to-noise ratio (SNR) maximization. The design problem is cast to satisfy the SNR
requirement of the destination using the minimum amount of power from the relay’s

battery with the help of harvested energy.

In Chapter 4, the closed-form optimum solution is derived for the QoS-aware beam-
former design problem. In addition to finding the closed-form optimum solution, we
derive feasibility conditions for the source power and the relay’s maximum power
limit. Simulation results show that energy harvesting assists the relay by reducing the
dependency on the external power supply. For most of the scenarios, transmission
power is greater than the harvested power showing the strictness of the constraint in

[19] and the importance of the proposed approach.

In Chapter 5, three SWIPT protocols are investigated. While the first two of these pro-
tocols are known in the literature, the third protocol is proposed in the said chapter
in order to improve the energy efficiency and the SNR at the destination. It is shown
that this new protocol achieves up to 3 dB SNR gain in comparison to the previous
protocols. A major contribution of Chapter 5 is the derivation of the closed-form ex-
pressions for the optimum relay transmit beamformers. In addition, optimum power
splitting ratio is derived for the PS based protocols. While the optimum closed-form
solutions are presented for real-valued PS ratios, discrete optimum solutions are also
provided. Furthermore, the beamformer design problem is also considered for the
optimized energy-bearing signal for multiple-receive antenna relay by presenting the

closed-form solutions.



In all the above works related to the self-energy recycling and similar ones in [4],
[22]], [59], [62], it is assumed that equal power is used for information and energy
transfer at the source side. As a more power efficient approach, power allocation op-
timization can be realized [53], [63]], [[64] in addition to relay transmit beamformer. In
[63]], power allocation between information and energy transfer phases is considered
for self-energy recycling assisted full-duplex relaying. In this work, beamforming op-
timization is not taken into account since there is only one transmitting antenna at the
relay. Furthermore, only SNR maximization is considered. In Chapter 6, we jointly
optimize the relay transmit beamformer and power division parameter for both SNR
maximization and QoS-aware design problem. The problem formulations for both of
the problems are simplified in an equivalent manner in order to obtain the optimum
solution. Karush Kuhn Tucker (KKT) conditions are obtained to better analyze the
problems via several lemmas. For the SNR maximization problem, the joint optimum
solution is derived. For the QoS-aware problem, an approximation is needed for some
of the KKT conditions and a near-optimum joint solution is found. Simulation results
verify the effectiveness of the proposed methods compared to equal power alloca-
tion scheme. The proposed method achieves 3 dB SNR improvement for the SNR
maximization problem. For the QoS-aware problem, the required power input from
the relay’s own battery is reduced to half. Furthermore, additional power savings are

achieved.

In [65]], PS-based SWIPT with decode-and-forward FD relaying is considered for sin-
gle transmit and single receive antenna relay. Then in [49], this scenario is general-
ized by employing multiple transmit antennas at the relay. A sub-optimum solution is

presented for signal-to-interference-plus-noise ratio (SINR) maximization problem.

Unlike SINR maximization, the QoS-aware design problem is not considered in the
literature for the above mentioned system to the best of our knowledge. In Chapter 7,
we first study the QoS-aware design optimization and present the optimum solution.
In this problem, the aim is to minimize the transmission power used by the relay’s
own battery such that the effective SINR of the system is above a certain threshold.
The optimization variables are the relay transmit beamformer and power splitting
ratio. The joint optimum solution is found by reformulating the original problem to

obtain and equivalent but simple form. In the following part of Chapter 7, we revisit



the SINR maximization problem whose sub-optimum solution is given in [49]. Using
bisection search over SINR threshold for QoS-aware problem, we obtain the optimum
solution for the SINR maximization as well. Simulation results indicate that the gap

between the optimum and sub-optimum solution in [49] can sometimes be large.

In the above problems, it is assumed that there are multiple transmit antennas whereas
there is a single receive antenna at the relay. There are several works in the literature
which prove the efficiency of multiple receive antennas in energy harvesting sys-
tems [66], [67]. In Chapter 7, we further study QoS-aware and SINR maximization
problems for the multiple-receive antenna case. Since the joint optimum solution is
difficult to obtain, we follow an alternating optimization approach for the design of
transmit and receive beamformers together with the power splitting factor. Then, us-
ing a bisection search similar to the single antenna case, we present a near-optimum
solution for the SINR maximization problem. Several simulations are performed and
it is shown that using multiple receive antennas increases the SINR and energy perfor-
mance of the system. As the number of antennas increases, the improvement becomes

more significant.

Chapter 8 considers per-antenna power constrained multi-group multicast beamform-
ing for large-scale antenna systems. Apart from SWIPT, multicast beamforming is ex-
tensively studied in the literature. In [68], a consensus alternating directions method
of multipliers (ADMM) algorithm is presented for efficient and fast solution of gen-
eral QCQP problems. Since, multi-group multicast beamforming can be formulated
as a QCQP problem, this algorithm is applicable for it. Later in [69], a more efficient
ADMM method is developed for multi-group multicast beamforming by reducing the
number of dual variables in the algorithm. This work is the current state of the art
algorithm for single base station multi-group multicast beamforming problem and we

will take it as our benchmark in Chapter 8.

The increasing mobile data traffic necessitates reducing the resulting severe inter-
ference in modern cellular systems. Using massive number of antennas at the base
station is a promising solution to mitigate the intracell interference and to provide
high energy, spectral efficiency and reliability [32], [[70], [71], [72]. In large scale

antenna concept, massive MIMO technology is seen as one of the key technologies



for the 5G cellular networks [26], [29]], [32]], [71]. Multicast beamforming is also
considered for large scale antenna systems for a more efficient system design [28],

[29], [32], [711], [72].

In Chapter 8, we consider multi-group multicast beamforming for large-scale antenna
systems. We adopt QoS-aware design approach also by including per-antenna power
constraints to the problem to be more practical as in the works [69], [73], and [74].
In the first part of the chapter, we consider full digital beamforming where each an-
tenna is connected to a separate RF chain. Full digital beamforming achieves higher
performance compared to analog and hybrid beamforming. This comes from the fact
that the elements of each beamformer weight vector can be chosen an arbitrary com-
plex number without any restriction except the per-antenna power constraints. For
full digital beamforming, we decompose each beamformer weight vector into two or-
thogonal subspaces. In this case, the SINR constraints becomes dependent only one
of the subspaces. When the number of antennas is very high compared to the rank of
overall channel matrix, which is a practical scenario for large-scale antenna systems,
the dimension of this subspace becomes significantly small compared to that of the
orthogonal subspace. Then, we present the optimum updates for the ADMM frame-
work and arrange the algorithm for a more memory efficient implementation. This
together with the proposed decomposition brings us a computational advantage com-
pared to the algorithm in [69] which uses the original problem formulation. Secondly,
we deal with the nonconvex original problem directly instead of applying two-layer
optimization as in [69]. The motivation behind this is the efficient use of ADMM
for nonconvex problems [75], [76], [77], [78]], [79]. Since, we use one-layer iteration
sequence, our proposed algorithm shows better convergence and requires less time
to converge. In the second part of Chapter 8, we focus on two hybrid beamforming
systems and several extensive simulations are carried out to show the performance of

the proposed algorithms.

One of the important application areas of large scale antenna systems is millime-
ter wave communications which is among the keystones of 5G systems. Millimeter
wave communications is a promising technique in order to increase capacity of future
generation cellular systems by using the vast spectrum available in millimeter wave

bands [38], [80], [81], [82]], [83]], [84]. In comparison to current communications
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systems, millimeter wave communications suffers from higher propagation loss [80],
(811, [83], [84], [85], [86], [87]. However decreased bandwidth at these frequencies
enables packing a larger number of antenna elements into small physical size. Hence,
narrower and more directive beams can be constructed by compensating high path
loss [38], [8O], (81, [83], [84], 8], [86], [87], [88], [89]. In conventional cellu-
lar frequency band, multiple antenna systems are realized by employing full digital
beamforming. In this scheme, each antenna is connected to a separate RF chain in-
cluding digital-to-analog / analog-to-digital converter, up/downconverter. In millime-
ter wave frequencies, a large portion of the total energy consumption is due to the RF
chains. Furthermore, large number of RF chains is highly costly [85]], [86], [87], [89].
Hence, implementing beamforming at the analog side, i.e. analog beamforming, is
one of the solutions for reducing power loss and cost. This can be done using cost
efficient phase-shifters following a single RF-chain. However, hybrid analog/digital
beamforming systems are more efficient by taking advantage of digital beamformer
also. In these systems, there is more than one RF chain and each RF chain is followed
by multiple phase-shifters [38], [81], [82]], [83]], [84]. There are mainly two types of
structures, i.e. fully-connected and partially-connected. Although better performance
is expected for fully-connected structure, the hardware complexity is rather high in
this case [38]], [81]. In Chapter 8, we will consider partially-connected structure for

hybrid beamforming due to its reduced complexity as in Chapter 2.

Hybrid beamforming design is considered for several scenarios including point-to-
point MIMO and multi-user MIMO systems [85]], [86]], [87], [89]. In our previous
work [[10], a new partially-connected hybrid beamforming structure is proposed for
multi-group multicasting systems. In [10], semidefinite relaxation (SDR) and succes-
sive convex approximation (SCA) based algorithms are proposed for the considered
system. In Chapter 8, we propose an efficient ADMM based algorithm and solve
each subproblem of it optimally by adopting this system. In [81]], an alternating
minimization algorithm based on ADMM is realized over two different optimiza-
tion problems each of which requires solving a two-layer optimization problem for a
partially-connected hybrid structure with vector modulators. Vector modulators are
used in place of the phase shifter and power amplifier. In Chapter 8, we formulate this

problem according to our proposed efficient ADMM form and tackle the nonconvex

11



problem directly instead of a three-layer optimization framework as in [81]]. Simula-
tion results show that our proposed algorithm performs significantly better in terms

of both base station transmission power and computational complexity.
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CHAPTER 2

ANTENNA SELECTION AND HYBRID BEAMFORMING FOR
SIMULTANEOUS WIRELESS INFORMATION AND POWER TRANSFER
IN MULTI-GROUP MULTICASTING SYSTEMS

In this chapter, low-cost alternatives to full digital beamforming, namely antenna se-
lection and hybrid beamforming, are proposed for simultaneous wireless information
and power transfer (SWIPT) in a multi-group multicasting scenario. Power split-
ting (PS) based SWIPT is considered. The joint problem can be outlined as the
design of beamformer weight vectors and PS ratios in order to satisfy both signal-
to-interference-plus-noise-ratio (SINR) and harvested power constraints at each user
with minimum transmission power. An efficient algorithm is developed for antenna
selection by converting the original mixed integer programming problem into a con-
tinuous one and adapting feasible point pursuit-successive convex approximation

(FPP-SCA). Secondly, a new hybrid beamforming structure is presented for multi-
group multicasting. Both continuous and discrete-phase hybrid beamformers are con-
sidered in this content. Two algorithms for continuous-phase case are developed by
employing two competing techniques. In addition, a special two-bit discrete-phase
hybrid beamformer design is considered for practical systems. The integer constraints
are converted into linear equality and inequalities for this specific structure and an ef-
ficient algorithm is designed. The proposed algorithms are compared for different

scenarios revealing some interesting characteristics of each technique.
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2.1 Related Works and Contributions

In [13]], the joint design of beamformer weight vector and user PS ratios is studied for
single-group multicasting scenario. Unfortunately, the optimum solution is not guar-
anteed unless the number of users is less than or equal to 4. In fact, optimum multicast
beamforming problem even without SWIPT is NP-hard [25]. The joint multi-group
multicast beamforming and SWIPT is considered in [[14] for the first time in the liter-
ature. In [14], digital beamforming is utilized similar to the previous works [8], [13]],
[25]. Although the best performance can be achieved with digital beamforming, it
may not be the best choice regarding the hardware cost and complexity. Since digi-
tal beamforming is performed at the baseband, a separate RF chain for each antenna
is required, which results high power consumption [38]. In this chapter, we pro-
pose two low-cost alternatives, which are antenna selection and hybrid beamforming,
respectively to reduce the hardware complexity. The joint optimization problem is
converted to a quadratically constrained quadratic programming (QCQP) problem by
introducing new variables for PS ratios. This enables to adapt the state-of-the-art
techniques in the literature, namely alternating minimization (AM) [14], and feasible

point pursuit-successive convex approximation (FPP-SCA) [34].

Antenna selection is introduced in [35]] for multi-group multicast beamforming. The
performance of this scheme is improved for the same scenario in [36]. In this chap-
ter, we formulate the joint SWIPT and multi-group multicast beamforming problem
in antenna selection scheme and propose an effective algorithm for the solution. To
the best of our knowledge, this is the first work which considers SWIPT and antenna
selection in a joint manner for multi-group multicasting. The resulting optimiza-
tion problem has a mixed binary nonlinear programming structure. In order to solve
the problem effectively, the idea in [36]] is used to convert the binary constraints to
quadratic and linear constraints of continuous variables. Furthermore, the nonconvex
quadratic constraint is moved to the objective using absolute exact penalty function.
Different from [36], we design a new algorithm using FPP-SCA approach proposed
recently for QCQP problems [34]. This new algorithm has lower worst-case compu-
tational complexity than the one in [36] and simulation results show that it performs

much better than the random antenna selection scheme.
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Another low-cost alternative to the full digital beamforming is the hybrid structures
composed of analog and digital beamformers. Hybrid beamformers decrease hard-
ware cost while maintaining comparable performance to the full digital beamformer
[38], [39]. In [90], two-bit hybrid beamforming is considered for single group mul-
ticasting where analog phase shifters supply only four phase shift values. In this
chapter, we extend the problem for multi-group multicasting and propose the hybrid
beamforming structure in Fig. 2.2. Furthermore, two different algorithms are pro-
posed for continuous-phase hybrid beamformers while the problem is investigated in
depth for a variety of scenarios. To the best of our knowledge, this is the first work
which considers hybrid beamforming in the context of multi-group multicasting. In
this hybrid structure, there are less number of RF chains than antennas dedicated
to each multicast stream. Each RF chain is followed by several RF phase shifters.
The existing hybrid beamformers in the literature usually consider continuous-phase
analog beamformer where phase shifters have infinite-resolution [40]], [41]. In this
chapter, we design two algorithms for continuous-phase hybrid beamformer where
the phase shifts satisfy only the equal gain constraint. The first algorithm is devel-
oped using the AM technique in [36]. As a second approach, the problem is modified
using some conversions and exact penalty function for the application of FPP-SCA.
While FPP-SCA has lower worst-case computational complexity, the problem formu-
lation for the proposed hybrid beamforming is more suitable for the AM technique
resulting better performance in certain cases. These two powerful techniques are
compared in multi-group multicasting with SWIPT showing the potential benefits of

each technique in certain scenarios.

While ideal continuous-phase beamformers have better performance, most practical
RF phase shifters have finite-resolution and supply only discrete phase changes [39],
[42]]. In this chapter, we propose a discrete-phase hybrid beamformer which uses
two-bit RF phase shifters for efficient, effective and low-cost implementation. The
special structure of the two-bit hybrid beamformer problem is exploited to convert the
combinatorial problem into a continuous formulation by introducing equivalent linear
constraints. This conversion is possible only when AM technique is adapted. Hence,
a two-bit hybrid beamformer algorithm with AM is developed. In the simulations, it

is shown that it performs much better than the quantized two-bit beamformer and has
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moderate degradation in comparison to the continuous-phase hybrid beamformer.

2.2 System Model

Consider a wireless downlink comprising a base station equipped with M transmit
antennas and N users as shown in Fig. 2.1. Each user has a single antenna. Assume
that there are G multicast groups, {Gy, ..., 95}, where G denotes the k™" multicast
group of users. Each user listens to a single multicast, i.e., G4 (1 G; = 0 for k # 1. A
narrowband block-fading channel model is adopted. The signal transmitted from the
antenna array is X = Zle wy s, where s is the information signal for the users in G
and wy is the related M X 1 complex beamformer weight vector. It is assumed that
the information signals {sk}f: , are mutually uncorrelated each with zero mean and
unit variance, ofk = 1. In this case, the total transmitted power is Py, = Zf: | wf Wi.

The received signal at the i’ user is given as,
—_hwH .
Vi _hi X+n4i, 1= 1,...N 2.1)

where hf’ is the 1 x M complex channel vector for the i’ user and ny,; is the ad-
ditive zero mean Gaussian noise at the i’ user’s antenna with variance 0'3“.. na; 18

uncorrelated with the information signals.

As illustrated in Fig. 2.1, each user has the energy harvesting capability. The received
signal at the i"" user is split to the energy harvester (EH) and the information decoder
(ID) with the aid of a PS device. PS is assumed to be ideal and does not induce any
noise. A portion of the signal power denoted by 0 < p; < 1 is transferred to the ID
while the remaining 1 — p; portion is fed into the EH. The received signal at the ID of

the i'" user can be expressed as,

Yii = \/E(hf{X + l’lA’,') + ny, I = 1, cees N (22)

where ny; is the additional zero-mean Gaussian noise introduced by the ID of the i h
user. The variance of ny; is 0'12J. and it is independent of the information signals and
na;. Assuming that the i’ user is in the k" multicast group, Gx, SINR for the i’ user
1s,

pilwih;|?

SINR; = .
Pi(Z i W2 + 02 ) + 0,

(2.3)
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Figure 2.1: SWIPT Multi-Group Multicasting System.

The signal fed into the EH of the i’ user can be expressed as,

vei = V1= pithx +nay), i=1,..,N.

Then, the power harvested by the EH of the i’ user is given as,

G
Pi=&(1 - p)() IW/hi* + 03 )
k=1

where 0 < & < 1 is the energy conversion efficiency at the i’ user.

(2.4)

(2.5)

In this chapter, quality of service (QoS) together with energy harvesting for the users

are considered. QoS-aware joint SWIPT and multi-group multicast beamforming

problem is to minimize the total transmitted power subject to receive-SINR and har-

vested power constraints for each user, i.e.,

G
min wkH Wy
{Wk}]?:p{pi}il\il k=1
H
Piw; Riwy

s.t. 7 > 7> 2
Pi( Xz W Rw, + O'A’l.) +07;

G
&(l - Pi)(z WIRWy + 03, >

k=1
O0<pi <1, VieG,Vkle{l,..G}

G

H
Z W, Wi < Puax
k=1

(2.6a)

(2.6b)

(2.6¢)

(2.6d)

(2.6e)

where y; and y; are the SINR and harvested power thresholds respectively for the

i" user and R; = hith . Ppay 1s the maximum allowable power at the base station.
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The problem in (2.6) is not convex and hence should be handled appropriately for an

effective solution.

Let us express (2.6) in a simpler way by decoupling w;’s and p;’s as follows,

G
min wfwk (2.7a)
{wk}kG:p{pi}iI\il k=1
2
YiOy;
s.t. wfRiwk -y Z Wle-Wl > hy y,-o-i,i (2.7b)
1%k i
G ”
H i 2
w, Riwg > ——— — 05, (2.7¢)
; T E )
(2.6d-¢) . (2.7d)

Although é and I_Lm are convex functions of p; for 0 < p; < 1 [8]], the problem in
(2.7) is still not convex since R; is positive semidefinite, i = 1,..., N. Note that the
problem in (2.7) is not always feasible due to both SINR constraints coupled by all the
multicast beamforming weight vectors and maximum power constraint in (2.6e). It is
not easy to analyze feasibility of such a problem even if we discard energy harvesting
constraints in (2.7c) except some special cases. In [8], a necessary and sufficient
condition is stated for the feasibility of a similar transmit power minimization with

QoS and energy harvesting constraints without maximum power limit as follows,

N
> < rank() 2.8)
i

where H = [ hy hy ... hy |. Note that the condition in (2.8) is valid in downlink
beamforming scenario where a separate stream is transmitted to each user. In multi-
casting scenario, (2.8) is only a necessary condition since groups of users share the
same beamforming weight vector, hence the feasibility rate of (2.7) is obviously less

than that of downlink beamforming.

Another special case is single group multicast beamforming. In this scenario, there
is no interference on the users and power of a given beamforming weight vector can
be increased such that all the constraints are satisfied if there is no maximum power
constraint. Hence, if we discard (2.6e), the problem in (2.7) is always feasible for

single group multicasting.
The problem in (2.7) can be solved using two approaches, namely AM [36], and
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FPP-SCA [34], respectively. In the following parts of this chapter, these two methods
will be elaborated further. While FPP-SCA is an efficient iterative method for QCQP
problems, it cannot be applied directly for (2.7). In order to apply FPP-SCA, the

following theorem is presented to express (2.7b) and (2.7¢) as quadratic constraints.

Theorem 2.1:: Let {{wkop,},(;l, {Vi, 0> Kiyp Y1v, } be an optimum solution of (2.9).

Then {{wy,,, }%_ . {pi,,, }, } is an optimum solution of (2.7) where p;,,, = %2"%
G
min Z wfwk (2.9a3)
{Wk}kczlv{uiaki}il\il k=1
st WIRwWe =y, > WIRwW, 2 yio v + v, (2.9b)
I#k
G
> wiRwy > £k - o2, (2.9¢)
P &i ’
VUi — K
N <vi+k-2 YieSuVkle{l,..,G) (2.9d)
2
2
G
H
> WiWi < Py (2.9¢)
k=1

Proof: In (2.9), % and 1+p are represented by v; and «;, respectively. The condition

in (2.9d) implies the following inequality,
VU; + K; < VK. (2.10)

Note that v; + k; > 2 from (2.9d). This and (2.10) imply v;«; > 0. If we divide (2.10)

by v;k;, we obtain the following inequality,

I 1
—+—<1. (2.11)
Ui K;i

Let {{Wx,,, }_ |, {¥i,pu» Kiope Y., } be a global optimum solution of (2.9) resulting min-

imum objective value among all the others. If (2.11) is satisfied with equality for all

Kiopt
+Ki0pr

pairs {vj,,, ki,,, }» then {{wkom}lil, {00y X1} Diy, = ) is a global opti-

mum solution for (2.7) since the same problem is solved with a change of variables.

Viy, pt

Otherwise, assume that (2.11) is not satisfied with equality for at least one of the pairs
{vi, 0> ki, }- Then, we can scale {v;,,,, &i,,, } by (# + t) such that (2.11) is satis-

fied with equality without violating SINR and harvested power constraints since scale
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factor is less than 1. Furthermore, we have the same objective value as before scaling

since the objective is only a function of {w;}¢_ . Hence, {{wx,,, }_ . {Di, . Kip 11}

is another global optimum solution of (2.9) where UL + - = 1. By the change

iopt Kiupt
1

of variables, it is easily seen that p;,,, = z— is an optimum PS ratio for the i'" user.
lopt

Hence, the theorem is proved. m

The equivalent problem in (2.9) is now suitable for the application of FPP-SCA.

2.3 FPP-SCA Approach

The problem in (2.9) is convex except the quadratic constraints in (2.9b) and (2.9¢).
The terms that destroy convexity are wf R;w; and Zle wkH R;w; in (2.9b) and (2.9¢),
respectively. In conventional successive convex approximation (SCA), linear ap-
proximation of these terms is used in the neighborhood of the solution found in
the previous iteration [91]]. For any {z;}¢_ where z; € CY, k = 1,..,G, (wi —
z;)"R;(wy — z;) > 0. Expanding the left-hand side of the inequality, we obtain,
w’,:l Riwy, > 2 Re{zf Riwi} — zf R;z;. SCA solves the problem in (2.9) iteratively by
approximating (2.9b-c) using this linear restriction around the previous iterant, i.e.,

{z1 }If:l. In this case, (2.9b-c) is replaced by the following constraints in the iterative

scheme, i.e.,
2 Re{sziwk} - szizk - Z WfIR,-wl > y,-0'12’iv,~ + yiaii (2.12a)
I#k
G .
2Re{z!'Riw;} — 2'Riz;) > %Ki ~ a3, (2.12b)
k=1 !

A sequence of feasible points is obtained with decreasing objective values by solving
(2.9) iteratively [91]. Note that if (2.12a) and (2.12b) are satisfied at some iteration,
then (2.9b) and (2.9¢c) are also satisfied by the bound wf Riw, > 2Re{z1,:’ Riw,} —
zf R;z;. The drawback of this method is that it requires an initial feasible point. In

[34], the infeasibility problem is solved by adding slack variables and a slack penalty
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to the original problem as follows,

N

G N
min wlkiwk +a Z(sl- +7;) (2.13a)
(Wi Aviskinsiri 1Y = P

s.t. 2Re{z " Riwi} — ¥Rz — v Z wWIR W, > yiotui + 703, — s (2.13b)

1#k
G .
> @Re{m Riwi} - 2" Rizy) > ?K,‘ —a2, -1 2.13¢)
=1 :
5i>0, ;>0 (2.13d)
(2.9d-e). (2.13¢)

The problem in (2.13) is always feasible at every iteration due to nonnegative slack
variables {s;, r,-}l.]\z' ,- However, these slack variables should be zero in order to obtain
a feasible solution to the original problem (2.9). If we choose @ > 1 and the original
problem is feasible, the slack variables {s;, rl-}l.l\; , tend to go to zero. Note that [34]
optimizes slack variables to reach a compromise, where the achieved solution min-
imizes the constraint violations even if the problem is infeasible. However, we use
the slack variables only to find a feasible starting point for the proposed algorithms
assuming that the original problem is feasible. In the following part, the details of the
FPP-SCA based algorithm will be presented within the context of antenna selection

scheme.

2.4 Multicasting Problem with Antenna Selection for SWIPT

While digital beamforming has the highest capacity, its hardware cost and complex-
ity necessitate alternative approaches for efficient system design. Antenna selection
scheme is a lower-cost and effective alternative to the full digital beamforming. In
this part, FPP-SCA will be used to solve the problem of multicast beamforming with
antenna selection. It is also possible to use AM approach for antenna selection [36].
It turns out that both of these techniques return similar performances. However, FPP-
SCA is known to be computationally more efficient and hence it is selected for the

implementation of antenna selection scheme.

Assume that L RF transmission chains are available, while there are M > L antennas.

The problem is to select the best L out of M antennas and find the corresponding
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beamforming weight vectors and PS ratios to minimize the total transmitted power.
Let us define a M X 1 vector, b, whose elements are either 0 or 1. The m'" element
of b, b,,, is the antenna selection coefficient for the m'" antenna. Hence, b,, = 1 if
the m'" antenna is selected, and it is zero otherwise. We can use big-M approach to
formulate the antenna selection problem with the aid of binary variables, b,, [92]. If
there is an upper bound M on antenna power, then the constraint Zg:l lwi, |? < Mb,,
links b,,’s and antennas. Here, Zle |ka|2 is the power transmitted from the m'”
antenna. If b,, = 0, then the power of the m" antenna should be zero indicating that
the m'" antenna is not selected. Otherwise, since M is an upper bound, the antenna’s
power is not restricted. This approach is known as big-M in the literature [92]]. The
upper bound M can be selected as the power limit of the base station, i.e., M = Py,,.

In this case the joint problem can be written as,

G
min wf W (2.14a)
{wk}gzlaba{ui»’(i}ilil k=1
G
st D Wil < Pracby, m=1,...M (2.14b)
k=1
M
Z by = L (2.14c)
m=1
bpe {01}, m=1,..M (2.14d)
WfRiWk - i Z WZHR,'W[ > yial%ivi + ’yiO'ii (2.14e)
I#k
G .
> wiRwi > i - o2, (2.14f)
— &i :
v; K,
<vi+k-2 VieSGuVkle{l, .., G} (2.14¢)
2 2
G
PR (2.14h)

k=1
In the above problem, (2.14d-f) are the only nonconvex constraints. A linear approxi-
mation in the neighborhood of the previous iterate can be used for (2.14e-f) in order to
express them as convex constraints as explained in the previous section. The problem
in (2.14) is a mixed integer nonlinear programming problem due to the binary vector,
b. In the following lemma, binary constraints are expressed in terms of continuous

variables. Hence, the computational complexity of (2.14) is decreased significantly.
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Lemma 2.1: (2.15a-b) with (2.14c) in terms of continuous variables, b,,, are equiva-

lent to the binary constraints in (2.14d), i.e.,

b, =L (2.152)

n 1DMs
§l\)

<b,<1l m=1.,M. (2.15b)

Proof: Consider the difference of (2.15a) and (2.14c), i.e.,

M M
Z me Z (b — 1) = 0. (2.16)

m=1 m=1
Each term in the summation in (2.16) is nonpositive from (2.15b). (2.16) implies that
all the terms in the summation are equal to zero, i.e., b,, € {0, 1}. Hence, (2.14d) can

be replaced by (2.15a) and (2.15b). m

The constraint in (2.15a) is not convex. We can use exact penalty function to move
the constraint in (2.15a) to the objective function [93]. Exact penalty functions allow
us to transform a constrained optimization problem into an unconstrained one with
finite penalty parameters. The following lemma presents an equivalent problem by

moving only the nonconvex constraint in (2.15a) to the objective function.

Lemma 2.2: If an optimum solution of (2.14) where (2.14d) is replaced by (2.15a-b),
satisfies Karush-Kuhn-Tucker conditions, then it is also an optimum solution of the

following problem in (2.17) for { > {y with {y > 0 being a finite value.

min Z wk Wi + C|L —b'b| (2.17a)
{Wk}glb{lf, Kt}, 1 k=1

s.t. (2.14b-c), (2.14e-h), (2.15b). (2.17b)

Proof: Please refer to Appendix A.1. m

Note that absolute exact penalty term £|L — b’ b| is equal to (L — b’b) since b’b =
Znﬁle b%l < Znﬂle b, = L. Now, we can solve (2.17) using FPP-SCA and alternating
b at each iteration. Random initial points can be generated for the algorithm. How-
ever, it is observed that semidefinite relaxation provides good initialization points in
accordance with [34]]. For a starting point, let us define Wy = Wkwf ,k=1,...,G.

The problem in (2.14) where (2.14d) is replaced by (2.15a-b), can be expressed in
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terms of {W} | as follows,

G
min Tr{W;} (2.18a)
{Wk}l?:lvb,{viyki}i]\il k=1
G
s.t. Z Wi(m,m) < Paxbm m=1,...M (2.18b)
k=1
2 2
Tr{RWi} - vi Z Tr{RW,} > yiohu; + 703, (2.18¢)
1#k
G .
Tr{RWi} > i — o2, (2.18d)
— &i :
Ui — Kj
<vitki—-2 VieSuVkle{l, .., G} (2.18¢)
2 2
G
Tr{W;} < Ppax (2.18f)
k=1
Wi >0 (2.182)
rank(Wy) =1, k=1,....G (2.18h)
(2.14¢), (2.15a-b). (2.18i)

The problem in (2.18) is not convex and it can be solved using semidefinite relaxation
(SDR) by dropping the rank constraint in (2.18h) [25] and (2.15a). In this case, we

obtain a convex problem whose solution gives a good starting point.

The steps of the proposed algorithm for the problem in (2.17) are given as follows.

Algorithm 2.1: Antenna Selection for SWIPT in Multi-Group Multicasting Sys-
tems Using FPP-SCA (AS-FPP)

Let 21;(W) and u;(W) denote the maximum eigenvalue and the corresponding eigen-
vector of the Hermitian symmetric matrix W, respectively.

Initialization: ¢ = 0,

Set proper £ > 0. Let {{Wg))}/?:p b, { vfo), Ki(O)}i:I} denote the solution obtained by

SDR. Take the initial points as W&{O) = w//ll(Wg)))ul(Wgco)), k=1,..0G.
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Phase 1: Iterations (g — g + 1)
1) Solve the following problem in (2.19) and denote the optimum solution as

(I W )

G N
min wfwk - {b(q_l)Tb +a Z(s,- +r;) (2.19a)
1 i=1

{(WihLpb{vikisiri Y 12

_1\H _\H _
s.t.ZRe{ng D Riwk}_wgcq 1) Riwgcq 1)

- i Z wf{Riwl > ViUI%iUi + y,-afu — 5 (2.19b)
l#k
G H H :
> @Re{wid ™ Riwg} - Wi RwE ) ?Ki —od - (2.19¢)
k=1 {
520, >0, VieSuVkle{l,..G) (2.19d)
(2.14b-c), (2.14g-h), (2.15b) . (2.19%)

2) It b@ b = L or b9 @ > gbla-D"b@=, (improved solution), where 8 > 1 is

a proper value (Ex: 1.2), keep the value of ¢ same. Otherwise, increase { (Ex: { —

20).

3) If the maximum iteration number for Phase 1 is reached, ¢ = ¢1 max, OF || Zgzl (WEf)—

wgcq_l))l |» < € for sufficiently small € > 0, go to Phase 2.

Phase 2:

4) Select the antennas corresponding to the indices of the largest L values of b(?.

Repeat Phase 1 for the reduced-size problem with the selected antennas. In this case,

replace R; and wy in (2.19) by R; = ﬁ,-fllH and W; where ﬁlH is the 1 X L reduced-size

channel vector related to the selected antennas and W; € CF is the corresponding

reduced-size beamformer weight vector. Furthermore, the modified problem does not

include b.

5) Terminate if the maximum iteration number for Phase 2, g2 max, is reached or the

algorithm converges. Take the candidate beamforming weight vectors as {W) }le
o

and PS ratios as p] = UZTIK," i =1,..,N, where {{W}} . {v/,«/}¥ } is the obtained

solution at the end of the iterations.

If the algorithm stops by reaching the maximum number of iterations, the candidate

beamforming weight vectors {W) }1?:1 may not satisfy the SINR and harvested power
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constraints in (2.14e) and (2.14f), respectively. In order to generate a feasible solu-
tion, an additional linear programming problem is solved for finding the appropriate
scale factors, /cx, k = 1, ..., G, for the candidate beamforming weight vectors sim-
ilar to [25]. Let us define a;; = |\7v;jll~1,-|2 and m;, = ||\7Vk||%. The following linear

programming problem is solved to generate a feasible solution from {W }/(;1:

G
min > meck (2.20a)
{Ck},?:l k=1
/ / ) 2
s.t. p;aiCk = YipP; Z aLiCr = YiPiOa; —Yiop; 2 0 (2.20b)

l#k

G
&(1 - p;)(z arick +o5) — w20, VieSG, Vkie{l,.,G}  (2.200)
k=1
G
TkCk < Paxs ¢k 20 Vke{l,...G). (2.20d)
k=1

After solving (2.20), we obtain the reduced-size beamforming weight vectors as
\/Ckop W. Note that the remaining beamformer weights are zero since the corre-

sponding antennas are not used.

Selecting a good initial value for the penalty parameter { is not an easy task since it
is problem dependent. When the initial value of { is selected large, the solution is
forced to the feasible region in a fast manner. It may result high transmitted power
due to fast convergence. If the initial value of £ is too small, then the required number
of iterations can increase. A reasonable value for the initial value of £ can be one in

order to give equal weight to each term in the objective function.

The computational complexity of the proposed algorithm, AS-FPP, can be easily ex-
pressed by formulating the QCQP problem in (2.19) as a second order cone program-
ming form. The worst-case complexity of solving (2.19) is O([GM + M + 4N1]3”)
(the number of variables is GM + M + 4N) while it is O([GL + 4N13*) for Phase 2
of AS-FPP [34]. The worst case complexity of the linear programming problem in
(2.20) is O(VGlog(1/¢)) iterations where ¢ is the accuracy of the solution at termi-

nation, each requiring at most O(G> + (2N + 1)G) arithmetic operations using interior

point methods [235]].
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Figure 2.2: Hybrid Multi-Group Multicast Beamforming System.

2.5 Hybrid Beamforming

While antenna selection is an effective and low-cost approach, hybrid beamforming
presents new opportunities for better performance in certain cases. In this chapter,
hybrid beamformer structure as shown in Fig. 2.2 is considered for multi-group mul-
ticasting scenario. This hybrid structure consists of two stages, namely digital and
analog beamformer which should be jointly designed for effective power utilization.
This structure presents a trade-off between performance and the number of RF chains.
When the number of RF chains for each multicast stream is the same as the number
of antennas (full digital beamformer), the best performance is achieved. If it is less
than the number of antennas (i.e., hybrid beamformer), the system cost is decreased
while there is a certain performance loss. In Fig. 2.2, there are GK RF chains. Each
RF chain is followed by P RF phase shifters. The analog signals coming from phase
shifters of each multicast group are added up and the summed signal is fed into an

antenna. As can be seen in Fig. 2.2, the total number of antennas is K P.

The beamforming weight vector for the k" multicast group is KP x 1 complex vector

— T _ 6
Wy = [Wkl,l Wkis o« Whkip Whay - Whop -+ Wiy -+ Whki.p |* where Wi, = Wk,,ej kn,p _
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wy, is the digital beamformer coefficient corresponding to the n'* RF chain for the k"
multicast stream. 6y, , is the phase shift introduced by the p'" phase shifter following
the n'" RF chain of the k" digital beamformer block. Hence, the elements of the
beamforming weight vectors, {wy }1?21, are the phase shifted versions of the digital
weights {wk,, Wiy, ..., Wiy }gzl. As a result, the amplitude of the complex weights in-
side each phase shifter group should be the same, i.e., |wg,| = |Wkn,,,| forp=1,..,P,
n=1,...,K and k = 1, ..., G where the phase shifters following RF; , constitute the
phase shifter group (k, n). The first weight of the phase shifter group (k, n), wy,, ,, can
be chosen as wy,, i.e., wg, ;| = wy, for k = 1,...,G and n = 1, ..., K without loss of

generality.

In this chapter, three different hybrid beamformer designs are considered. The first
two of these beamformers are continuous-phase. The third beamformer employs two-
bit discrete phase shifters while the weights of the beamformer are computed with-
out resorting to combinatorial optimization. This special beamformer is especially
valuable for practical implementations and its performance is close to its continuous

counterparts.

The continuous-phase beamformers are constructed using two competing schemes
namely AM and FPP-SCA, respectively. While FPP-SCA is theoretically more com-
putationally efficient, it is found that AM can perform better than FPP-SCA in certain
cases. This is due to the fact that the problem structure is more suitable for semidef-
inite programming resulting from matrix lifting (W = wkwf ). These points will be

further elaborated in Section 2.6.

In the following parts, these three beamformers are introduced in order.

2.5.1 Hybrid Beamforming with Continuous Phase Shifters

Phase shifts 6, , can be continuous or discrete leading to continuous-phase and
discrete-phase beamformers, respectively. In this part, the hybrid beamformer design

problem is first constructed in its general form, namely in continuous form.

The QoS-aware SWIPT optimization problem for the hybrid structure with continu-
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ous phase shifters can be expressed as,

H
W, Wi
1

min

G
{Wk}]?:p{uis’(i}i]\:,] k=

s.t. |Wk,,,,,| =|wi,l, p=2,...,P,n=1.,K k=1..,G

H H 2 2
wy Riw, —v; Z w, Riw; > Yio Vi +YiOy;

I1#k
. H
walek > —K; 0'3“
k=1 !
Ui — K, .
<vi+k -2, VYie§G,Vkled{l, ., A G}
2
2
G
H
Zwkwk < Poax-
k=1

(2.21a)

(2.21b)
(2.21¢)

(2.21d)

(2.21e)

(2.21f)

The above problem is not convex. By introducing Wy = ka’,;’ this problem can be

written as,

G
min Tr{W;}
{Wk}kG=1v{UisKi}[A:]1 k=1

sit. We,.(p,p) =W, (L1), p=2,...P,n=1,..K, k=1,..

Tr{RWi} =y ) Tr{RW.} 2 yiof,v; + %ios,

I#k
G .
Tr{R;W;} > &K,' - 0'3(1-
e &i ’
VU — Kj
<vit+k -2 VieG,Vkle {1,...,G}
2
2
G
TI’{Wk} < Ppax
k=1
W, >0

rank(Wg)=1, k=1,...,.G

where Wy,

nl,n

(2.222)

(2.22b)
(2.22¢)

(2.22d)

(2.22¢)

(2.22f)

(2.22g)
(2.22h)

, (p1, p2) denotes the (p1, p2)-th entry of the (ny, ny)-th P X P submatrix of

W/.. The optimization problem in (2.22) is still nonconvex due to the rank constraints

in (2.22h). The following theorem is used to express the rank constraint in a more

suitable way.
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Theorem 2.2: For a M x M Hermitian symmetric, positive semidefinite matrix W,
Tr{W?} is upper bounded by (Tr{W})?, ie. Tr{W?} < (Tr{W})>. This upper
bound is reached if and only if rank(W) = 1.

Proof: The proof of this theorem can be found in [94]. m

Corollary 2.1: For a Hermitian symmetric, positive semidefinite matrix W, the con-

dition (Tr{W})> — Tr{W?} < 0 implies that W has rank one.

We can use the condition given in Corollary 2.1 in place of the rank constraints in
(2.22h). This condition is nonconvex but quadratic, hence we can use absolute exact

penalty function to move it to the objective.

Lemma 2.3: If an optimum solution of (2.22) satisfies Karush-Kuhn-Tucker con-
ditions, then it is also an optimum solution of the following problem in (2.23) for

{1, - LG > (o with {y > 0 being a finite value.

G G
min Tr{W;} + Z G max{0, (Tr{W;}? - Tr{W3}}  (2.23a)
{Wk}kG=1s{Ui,Ki},-l\i| k=1 k=1
s.t. (2.22b-g) (2.23b)

Proof: Please refer to Appendix A.2. m

Note that max{0, (Tr{W})?> = Tr{Wi2}} = (Tr{W;})?> = Tr{W;?} from Theorem
2.2. Hence, AM can be used to solve (2.23) with convex optimization at each step
[36]]. Furthermore, the second order cone constraints in (2.22¢) can be expressed as

positive semidefinite cone constraints as follows,

Ui -1 1
>0, i=1,..,N. (2.24)
1 K; -1

The condition in (2.24) implies the following inequalities from the determinant of the

matrix in (2.24) and the positivity of its diagonal elements,

vi>1, k2>1 (2.25a)
viki —v; — k; = 0. (2.25b)

Hence, (2.24) can be used in place of (2.22¢) and a semidefinite programming prob-
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lem is solved at the ¢ h jteration of AM, i.e.,

G G
min DT Wi+ ) G(Tr WY TrH{W ) - Tr W@ "Wy ))
{Wi }Ezla{vi,lﬁ}i]\i] k=1 k=1
(2.26a)
s, (2.22b-d), (2.22f-g), (2.24) . (2.26b)

Since the objective function in (2.26a) is lower bounded and a convex programming
problem is solved at each iteration, the objective function improves at each iteration

and the iterative approach is guaranteed to converge [93].

The steps of the proposed AM approach for the solution of (2.26) are given below.

Algorithm 2.2: Hybrid Beamforming for SWIPT in Multi-Group Multicasting
Systems with Continuous Phase Shifters Using AM (HB-CPS-AM)

Let A4;(W) and u; (W) denote the maximum eigenvalue and the corresponding eigen-
vector of the Hermitian symmetric matrix W, respectively.

Initialization: ¢ = 0,

Set {1, ...,{c > 0 and {Wio)}lil to zero.

Iterations: (¢ — g+ 1)

1) Solve (2.26) for {{W\}G__ {v@, '}V } while fixing {W™ )G .
2)fork=1:G

(WD) (WD)
ko k7
TrWw?y ~ Pr Tr{w? "}
proper value (Ex: B; = 1.2), keep the value of {; same. Otherwise, increase i (Ex:

Sk — 24k).

3) Terminate if the maximum iteration number is reached, ¢ = g4y, OF
2

il 1(Tr{ngl)})2 — Tr{Wgcq) } < € for sufficiently small € > 0.

End:

dhfork=1:G

If rank(WE{q)) =1lor (improved solution),where B; > 1 is a

If rank(WEcq)) = 1, take the candidate beamformer weight vector for the k" multicast

group, wy, as w//ll(WECq))ul(Wg(q)). Otherwise, select the elements of the candidate
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beamformer weight vector as,

. (q)
Wi, = 1/W,EZL(1, e/ Wb, p =1, P, n=1,..,K (2.27)

(9) h (9)
where u; (W, )P(n—l)+p denotes 'Eh)e (P(n—1) + p)'" element of u; (W").
q

5) Take the PS ratios as p] = i=1,..,N.

U(.q):—K(.q) ’
6) Define ay; = |W;{H h;|? and 71} = LA |§. Solve (2.20) and obtain the beamforming

3 /
weight vectors as /Cx,,, W) -

The worst case complexity of HB-CPS-AM at each iteration using interior point
methods is O(VGKP + 2Nlog(1/€)) iterations where & is the accuracy of the so-
lution at termination. Each iteration requires at most O((GK>P? + 2N)? + (GK*P? +
2N)(2N + 1 + GK(P — 1))) arithmetic operations [235]].

FPP-SCA Approach with Lower Complexity

While HB-CPS-AM algorithm is more suitable for hybrid beamforming problem,
FPP-SCA presents a computationally efficient alternative. Hence, FPP-SCA is also
implemented for the hybrid beamforming in order to characterize the advantages of
both techniques. Some nontrivial modifications for FPP-SCA can be easily imple-

mented to adapt this approach for the hybrid beamforming structure.

The hybrid beamforming problem in (2.21) can be expressed equivalently as follows,

G
min P tht (2.28a)
{Wk,tk}l?:l,{lli,Ki}iI\i] ; k
s.t. |Wkn,,,| =tx, p=1L...P,n=1..K k=1,..G (2.28b)
(2.21c-f) (2.28¢)

where t; is a K X 1 real positive vector whose elements are the magnitudes of the

digital weights for the k" multicast beamforming weight vector. 1, denotes the n' h
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element of t;. It is possible to express (2.28) in an alternative form, i.e.,

T
{Wr, tk}krnll?vl ki, F Z bt (2.29a)
1 Wy | < i, (2.29b)
Weopl =t p=1,..P,n=1,.,K k=1,.,G (2.29¢)
(2.21c-f) . (2290

The constraints in (2.29¢) are not convex. We can express the constraints in (2.29¢)
as t,% - Wi, |> < 0 and use absolute exact penalty function to move them to the
objective function. Similar to Lemma 2.3, the following problem for a finite { > 0 is

equivalent to (2.29) in the sense that their optimum solutions are the same, i.e.,

min P Z tTtk + /7 zG: ZK: Zpl max{0, tk W, 1} (2.30a)

(Wit vk 1Y k=1 k=1 n=1 p=1

s.t. (2.21c-f), (2.29b) . (2.30b)

Note that the terms in exact penalty function satisfy max{0,7; — |wg, |*} = 7 —

|wkw|2 by (2.29b) and exact penalty function can be written as { Zle(Ptgtk -

wf wy). In this case, the objective function is not convex due to —Wf w; term. In
the following FPP-SCA based algorithm, we replace the nonconvex ¢ Zle(Ptztk -

(g-1)

_nH . . .
whw,) term by ¢ 30 (Ptlt, — Re(wgcq D" W) at the ¢'" iteration where w! s

the previous iterant. The steps of the proposed algorithm are given as follows.

Algorithm 2.3: Hybrid Beamforming for SWIPT in Multi-Group Multicasting
Systems with Continuous Phase Shifters Using FPP-SCA (HB-CPS-FPP)

Let 2;(W) and u;(W) denote the maximum eigenvalue and the corresponding eigen-
vector of the Hermitian symmetric matrix W, respectively.

Initialization: ¢ = 0,

Set ¢ > 0 and solve (2.22) by dropping (2.22h). Let {{W\"}¢ (@ VN 3
denote the solution of (2.22). Take the initial point as W(O) A (W(O))u (W(O))
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k=1, ..., G. Set the elements oftgco) as t](co) = max, |w,(<0) Ln=1.,K, k=1,...G.
n np

Iterations: (¢ > g+ 1)

1) Solve the following problem in (2.31) and denote the optimum solution as

{{W(C])’ tgcq)}]?:p {UlfCI)’ Ki(q)}fvl}'

G G N
H
min P it + Y (Pt —Re(wi ™ W) +a D (s +71)
(Wt} (ki ,Z; ¢ ,Zf ¢ ¢ Z‘
(2.31a)
_nH H _

s.t.ZRe{wgcq D R,-wk}—wgcq D R,-wgcq D

- i Z W;_IR,'WI > y,-O'I%iv,- + )/,'O'ii -5 (2.31b)

1%k

G H H :

> @Re(w Rwi) - W R ) 2 ’?K,- —o2, -, 2.31¢)
k=1 i
5i>0, >0 VieSuVkle{l,..G) 2.31d)
(2.21e-1), (2.29b). (2.31e)

2)If Zgzl(PtEf)th) - WECQ)HWE:I)) =0or Zle(Pt;q)Ttgf) - Wg{q)HWECq)) <

B Zgzl(Ptgcq_l)Ttgcq_l) - Wgcq—l) HWE:I_I) ), (improved solution), where 8 < 1 is a proper
value (Ex: 0.7), keep the value of { same. Otherwise, increase { (Ex: { — 20).
3) Terminate if the maximum iteration number is reached, ¢ = gy, OF || Zle (ng) -

wgf_l) )|> < € for sufficiently small € > 0.

End:
dfork=1:G
Select the elements of the candidate beamformer weight vector W;c as follows,
-0 (@)
wi =t e, p=1, P, n=1,..,K. (2.32)
P
5) Take the PS ratios as p} = W, i=1,..,N.

6) Define ay; = |w},"h;|* and m; = [|w/|[3. Solve (2.20) and obtain the beamforming

weight vectors as /Cx,,, W,

The worst-case complexity of solving (2.31) in second-order cone form is O(|[GK P +
GK +4N1??) [34]]. Note that it is less than the worst-case complexity of the HB-CPS-
AM algorithm.
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2.5.2 Hybrid Beamforming with Two-Bit Phase Shifters

Practical RF phase shifters usually have discrete set of phase angles. Using small
number of bit values for the phase shifters is advantageous in terms of cost, hardware
complexity and accuracy. It turns out that the beamformer design has an important
simplification when two-bit RF phase shifters are used. This is due to the fact that
for two-bit case, the discrete constraints can be written in terms of continuous linear
equality and inequalities. This is unique to the two-bit case and may not be extended

to higher bits easily.

In two-bit phase system, there are four possible discrete phase angles for wy, , /wy

p=2..Pn=1,..K.k=1,..G,ie, {1,j,-1,—j}.

n,1?

The QoS-aware SWIPT optimization problem for this hybrid structure can be ex-

pressed as,

G
min > witwi (2.33a)

w
st —L2 e{l,j,-1,—j}, p=2..P,n=1,..K k=1,..G  (2.33b)

(2.21c-f) . (2.33¢)

The above problem is not convex. Furthermore, it has a combinatorial nature. By
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introducing Wy = wkwf , it can be written as,

G
min Tr{W;} (2.34a)
{Wk}]?:p{ui”(i}i]\il k=1
5.t Me{l i-1,—j}, p=2..P,n=1,...K k=1,..,G (2.34b)
I, Wkn’n(l’l) s Js s J]fs P = 4.0, =1,..04., =1,... .
2 2
Tr{RW;} — y; Z Tr{RW,} > yior; + %02, (2.34c)
1#k
G
Mi 2
Z TrH{RW;} > 2 — 02, (2.34d)
P &i :
Ui — 1 1
>0, Vie G,V kle{l,. . G} (2.34e)
1 Ki — 1
G
Tr{Wi} < Puax (2.34f)
k=1
Wi >0 (2.34g)
rank(Wy) =1, k=1,...,G. (2.34h)

The optimization problem in (2.34) is still nonconvex due to (2.34b) and (2.34h).

Lemma 2.4: The constraints in (2.34b) can be expressed as linear equality and in-

equalities as follows,

_Wk (1’ 1) i Wk (17 1)

— 7 L < Re(Wy,, (p, 1e/™4) < 2"~ (2.352)
V2 ’ V2

_Wk (1’ 1) : Wk (1’ 1)

— 7 L < Im(Wy, (p, 1)/ < 202 (2.35b)
V2 ’ V2

Wi, p) = Wi (LD, p=2,.,P,n=1,..K k=1,.,G. (2.35¢)

Proof: |Wy, . (p, D] = Wi, .(p,p) = Wy, (1,1) from the rank constraints in (2.34h)
and (2.35c). Hence, (Re(Wy, ,(p, De/™*))? + (Im(Wy,, ,(p, D)e/™*))? = Wy, (1, 1)
In addition, (Re(Wy, ,(p, )e/™*))? < Wy, (1,1)%/2 and (Im(Wy,,,(p, 1)e/™*))? <
Wi, (1, 1)2/2 by (2.35a-b). It turns out that (2.35a-c) imply that Re(Wy,, (p, 1)e/™/*) =
+ Wi, (1, 1)/V2 and Im(Wy,, , (p, 1)e/™*) = Wy, (1,1)/V2. As a result,

Wi,..(0, 1)/ Wy, (1, 1) € {1, j,—1,—j} which is the condition in (2.34b). m

When (2.34b) is replaced by (2.35a-c), the problem in (2.34) can be solved by iterative

semidefinite programming using the same approach in the previous section. Hence,
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AM algorithm is used for the two-bit hybrid beamformer design. At the ¢ iteration,

the following semidefinite programming problem is solved,

G G
min DTr{Wit+ ) G(@r WY Tr (Wi} = Tr{W{" "W, })
{Wk}/?:p{vhki}iIZI k=1 k=1

(2.36a)
s.t. (2.34c-g), (2.35a-c) . (2.36b)

The steps for the proposed two-bit hybrid beamformer algorithm can be presented as

follows.

Algorithm 2.4: Hybrid Beamforming for SWIPT in Multi-Group Multicasting
Systems with Two-Bit Phase Shifters (HB-TBPS)

Let A4;(W) and u; (W) denote the maximum eigenvalue and the corresponding eigen-
vector of the Hermitian symmetric matrix W, respectively.

Initialization: ¢ = 0,

Set {1, ...,{c > 0 and {Wg{o)}},?:l to zero.

Iterations: (¢ — g+ 1)

1) Solve (2.36) for {{W\}G_ (v, '}V } while fixing {W\™}C_ .
2)fork=1:G

@~ _ LW > W)
If rank(Wk ) =1or Tr{WE(q)} = ﬁkTr{WE(q_l)}

proper value (Ex: B = 1.2), keep the value of {; same. Otherwise, increase i (Ex:
Sk — 24k).

3) Terminate if the maximum iteration number is reached, ¢ = g4y, OF

Zf: 1(Tr{W?f’)})2 - Tr{Wgcq) 2} < € for sufficiently small € > 0.

End:

dhfork=1:G

(improved solution), where B; > 1is a

If rank(WEcq)) = 1, take the candidate beamformer weight vector for the k" multicast

group, wy, as w//ll(WECq))ul(Wg(q)). Otherwise, select the elements of the candidate
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beamformer weight vector as,

; (q) (9)
w, = W (1 1y D D) (2.37a)

A @) (@)
wi, =wp @ e PO WD o P =1, LK (2.37b)

where GA(W](:]) (p, 1)/ W,(Cq) (1, 1)) is the quantized angle such that
oW, (p, 1)/WE (1,1)) € {0,7/2,7,37/2}.

()
5) Take the PS ratios as p} = —;!

'—(q), l = 1, ,N
vtk
6) Define ay; = |W;<H h;|? and 7, = W |§. Solve (2.20) and obtain the beamforming

weight vectors as /Cx,,, W,

In the worst case, (2.36) requires O(VGKP + 2Nlog(1/¢)) iterations using interior
point methods where € is the accuracy of the solution at termination. Each iteration
requires at most O((GK*P? +2N)> +(GK?P?> +2N)(2N + 1+ 5GK(P —1))) arithmetic

operations [25]].

2.6 Simulation Results

The proposed algorithms for antenna selection (AS-FPP) and hybrid beamforming
(HB-CPS-AM, HB-CPS-FPP, HB-TBPS) are implemented using convex program-
ming solver CVX [96]. In addition, full digital beamformer (FDB) which uses a
separate RF chain for each antenna is presented as a baseline scheme. Algorithm
2.1 without antenna selection is implemented to obtain FDB. The algorithms are
tested for different channel models and the results are obtained by averaging 100
feasible random channel realizations. The maximum allowable power at the base sta-
tion is P, = 3 W. Antenna and ID noise variances for each user are equal, i.e.,
2 2 _

= 0; = —40 dBm. The signal attenuation from the base station to all users is

g I

A
60 dB. The energy conversion efficiency at the EH of all users are selected as & = 1.
SINR and harvested power thresholds for each user are set to be the same, i.e., y; =y

and y; = pufori =1, ..., N for simplicity.

The parameters of the proposed algorithms are selected as follows. Maximum itera-

tion number, g4, for each algorithm is taken as 30, where g1 max = g2.max = 15 for
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AS-FPP. Initial exact penalty coefficients, £, {{k}f: , are set to 1. Penalty coefficient
for the slack variables, @, in FPP-SCA based algorithms (AS-FPP, HB-CPS-FPP) is

selected as 10 in accordance with [34].

2.6.1 Comparison of AS-FPP with Exhaustive Search and Random Antenna

Selection

In the first experiment, there are G = 2 multicast groups with two users in each
group, i.e., N = 4. The number of transmit antennas is M = 10. The SINR and
harvested power thresholds are y = 0 dB and p = —30 dBm, respectively. Rayleigh
fading channel model is assumed. Fig. 2.3 shows the transmitted power for AS-FPP,
FDB, exhaustive search (ES) which tries all antenna subset selections and random
antenna selection (RAS) for different number of selected antennas. In RAS method,
L antennas are randomly selected out of M = 10 antennas and Phase 2 of the AS-
FPP algorithm is implemented with the selected antennas. As it is seen in Fig. 2.3,
the search procedure introduced by the antenna selection coefficients, b,,, in Phase
1 of AS-FPP is more effective in comparison to RAS. In fact, the proposed AS-FPP
introduces approximately 2 dBW power gain for L = 4. As the number of selected
antennas, L, increases, the performance gap decreases since the likelihood of having
good channels for random selection increases. In addition, the performance loss in

comparison to exhaustive search is less than 0.8 dB for all points.

TRANSMITTED POWER (dBW)

~
[e)

[
| |

4 5 6
L (NUMBER OF SELECTED ANTENNAS)

Figure 2.3: Transmitted power for FDB, AS-FPP, ES and RAS in two-group multi-

casting scenario.
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TRANSMITTED POWER (dBW)

10 12 14 16 18 20
L (NUMBER OF SELECTED ANTENNAS)

Figure 2.4: Transmitted power for FDB, AS-FPP and RAS in three-group multicast-

ing scenario.

In Fig. 2.4, there are M = 32 antennas for three-group multicasting scenario (G = 3)
with two users in each group, namely N = 6. Similar to Fig. 2.3, AS-FPP performs
much better than RAS. The required power for u = —25 dBm is larger than that of
u = —30 dBm as expected.

2.6.2 Comparison of Antenna Selection with the Hybrid Beamformers

In this part, the proposed beamforming methods, namely AS-FPP, HB-CPS-AM,
HB-CPS-FPP, HB-TBPS, and FDB are compared. The first three beamformers are
continuous-phase whereas HB-TBPS is a two-bit discrete-phase beamformer. Sev-
eral experiments are performed and some interesting characteristics of these methods

are presented in the following part.

Two-Group Multicasting Scenario: Two-group multicasting scenario, G = 2, is con-
sidered and there are two users in each multicast group, i.e., N = 4. The number of
RF chains per each multicast stream is set to K = 2 for hybrid beamformers. Hence,
the total number of RF chains is GK = 4. The same number of RF chains and anten-
nas are used for both antenna selection and hybrid beamforming schemes for a fair
comparison. In this case, the number of selected antennas is L = GK = 4 whereas the
total number of antennas is M = KP = 2P. Note that the total number of antennas is

the same for FDB.
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In Fig. 2.5, all the proposed algorithms are compared in terms of the transmitted
power for different number phase shifters per RF chain, P. The channel is assumed to
be Rayleigh fading. The SINR and harvested power thresholds of the users are kept
constant at y = 10 dB and u = —30 dBm. Except P = 4, the required transmitted
power for AS-FPP is the largest among the proposed schemes. As P increases, the
performance gap between AS-FPP and hybrid beamformer algorithms increases. This
is due to the fact that AS-FPP uses only GK = 4 antennas out of M = 2P antennas
whereas hybrid beamformers employ all the antennas. Specifically, continuous-phase
hybrid beamformers require approximately 6.5 dBW less power while the gap be-
tween two-bit hybrid beamformer and antenna selection is approximately 5 dBW for

P =16.

Note that both HB-CPS-AM and HB-CPS-FPP perform almost the same and require
approximately 1 dBW additional transmitted power compared to FDB. Although the
order of worst-case computational complexity of HB-CPS-FPP is less than that of

HB-CPS-AM, it is observed that the required time is higher for some scenarios.

As shown Fig. 2.5, the power difference between continuous and two-bit discrete-
phase hybrid beamformers does not exceed 1.6 dBW for all P values showing the
effectiveness of the two-bit phase shifters in hybrid beamformers. In this part, the pro-
posed two-bit discrete-phase hybrid beamformer, HB-TBPS, is also compared with
the beamformer obtained from continuous-phase hybrid beamformer through quanti-
zation (QHB). The beamformer weight vector is obtained by HP-CPP-AM algorithm
and then the phase terms are quantized by two bits as in (2.37a-b). Note that the
maximum power of the quantized beamformer is taken as P, = 100 to prevent any
feasibility problem. As it is seen in Fig. 2.5, the trivial quantization method performs
worse than HB-TBPS showing the necessity of a separate design for discrete-phase

beamformers.

In Fig. 2.6, the same experiment in Fig. 2.5 is repeated for mmWave channel with
limited multipath components. The geometric channel model in [97] is adopted with

N,, = 15 paths for a uniform linear array (ULA), i.e.,

N

M & .

h! = o afl(¢l ) (2.38)
PLN, npzzll "p np
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Figure 2.5: Comparison of antenna selection and hybrid beamformers for Rayleigh

fading channel with G = 2.

where Py and ailp denote the path loss and the strength associated with the n;h path
seen by the i"”* user, respectively. afip is selected from complex circularly symmetric
Gaussian distribution with unit variance. a(qbﬁlp) is the array response vector for ULA,
ie.,a(¢) = 1/VM][ 1 e T dsin(@) ezTn(M_l)dSi”(‘p)]T where ¢ is the azimuth angle. d
is the antenna spacing and it is taken as A/2. ¢f,[p is selected independently from a
uniform distribution over [0, 27]. As shown in Fig. 2.6, a similar characteristics is

observed as in Fig. 2.5.

Three-Group Multicasting Scenario: In this part, there are G = 3 multicast groups
and 2 users in each group (N = 6). The number of RF chains per each multicast
stream is selected as K = 3 for hybrid beamformers resulting GK = 9 RF chains. The
number of selected antennas is L = GK = 9 for antenna selection. The number of

antennas available at the base station is M = KP = 3P for all methods.

In Fig. 2.7, we consider the same experiment in Fig. 2.5 for P between 4 and 12.
Similar to Fig. 2.5, as P increases, the performance of AS-FPP gets worse relative
to other algorithms. Different from Fig. 2.5, it performs better than HB-TBPS for
P =4 and P = 6. Hence, the difference between AS-FPP and HB-TBPS gets smaller
as G increases since the number of digital weights that can be adjusted is GK in the
proposed hybrid beamformer structure while it is G’K in antenna selection system.
One advantage of AS-FPP is that there is no direct link between the number of RF

chains and multicast groups. On the contrary, hybrid beamformers require RF chains
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Figure 2.6: Comparison of antenna selection and hybrid beamformers for mmWave

channel with G = 2.

as an integer multiple of the number of multicast groups.

In Fig. 2.8, the mmWave channel model in (2.38) is used. A very similar performance
is obtained for all the algorithms. Furthermore, the power gap between FDB and
hybrid beamformers which use continuous phase shifters is approximately 1 dBW as

in Fig. 2.5 and 2.6.

Feasibility Rate: Table 2.1 shows the number of feasible instances in 100 Rayleigh
fading random channel trials for different scenarios. The SINR threshold is y = 10
dB. In all cases, as harvested power threshold increases, feasibility rate decreases. As
it can be seen from Table 2.1, feasibility becomes an important issue for small number
of phase shifters per RF chain, P. An important observation is that the feasibility rate
of HB-CPS-AM is higher than HB-CPS-FPP for small values of P. Note that, as it is
pointed previously the problem structure for continuous-phase hybrid beamformer is
inherently more suitable for HB-CPS-AM. The constraints in (2.22b) are linear and
hence do not require any modification for HB-CPS-AM. However, the corresponding
constraints in (2.28b) are approximated in the neighborhood of the previous iterant in

HB-CPS-FPP algorithm (2.31a).
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Figure 2.7: Comparison of antenna selection and hybrid beamformers for Rayleigh

fading channel with G = 3.

Table 2.1: Number of Feasible Instances in 100 Random Trials

G=2,N=4K=2 G=3,N=6,K=3
P=4 P=6|P=8|P=10|P=12||P=4|P=6|P=8|P=10|P=12
FDB pu=-30dBm | 99 100 100 100 100 100 100 100 100 100
p=-25dBm | 83 100 100 100 100 77 100 100 100 100
pu=-30dBm | 73 83 88 89 90 97 100 100 100 100
AS-FPP
pu=-25dBm | 15 43 54 56 57 50 87 95 99 100
pu=-30dBm | 93 100 100 100 100 92 100 100 100 100
HB-CPS-AM
pu=-25dBm | 46 100 100 100 100 28 99 100 100 100
p=-30dBm | 88 100 100 100 100 72 97 100 100 100
HB-CPS-FPP
pu=-25dBm | 45 99 100 100 100 26 99 100 100 100
p=-30dBm | 63 98 100 100 100 51 100 100 100 100
HB-TBPS
pu=-25dBm | 15 93 99 100 100 2 86 97 100 100

2.7 Conclusion

In this chapter, antenna selection and hybrid beamforming based transmitter struc-
tures are proposed for the joint problem of SWIPT and multi-group multicast beam-
forming. Several algorithms are developed using efficient QCQP techniques. First, an
efficient algorithm for antenna selection is presented by expressing binary constraints
in terms of continuous variables. Absolute exact penalty function and FPP-SCA are
used to deal with the nonconvex constraints. It is shown that the proposed algorithm

performs very well in comparison to the random antenna selection scheme. A novel

44



o

" —— DB

_o| == AS-FPP
—@— HB-CPS-AM
-3| - -%- - HB-CPS-FPP
= %= = HB-TBPS

TRANSMITTED POWER (dBW)

4 12

6 8
P (NUMBER OF PHASE SHIFTERS PER RF CHAIN)

Figure 2.8: Comparison of antenna selection and hybrid beamformers for mmWave

channel with G = 3.

hybrid beamforming method is proposed as an alternative to the antenna selection.
Two new continuous-phase beamformers are presented. In this respect, the formula-
tion of the problem is adapted for AM and FPP-SCA techniques, respectively. Al-
though both methods are shown to perform similarly, the hybrid beamformer which
uses the AM has better feasibility rate. A special two-bit discrete-phase hybrid beam-
former is designed by converting the integer constraints into simple linear equality
and inequalities. This formulation is possible if semidefinite programming with AM
is used. This two-bit beamformer performs much better than the quantized form of
the continuous-phase beamformer. Furthermore, it results only moderate amount of

power loss compared to its continuous-phase counterpart.

The comparison of two competing techniques, namely antenna selection and hybrid
beamforming, revealed some interesting results. For small number of phase-shifter
per RF chain, P, antenna selection performs better than two-bit hybrid beamforming.
As the number of antennas increases, hybrid beamformer performs better since it

employs all the antennas.
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CHAPTER 3

MAX-MIN FAIR RESOURCE ALLOCATION FOR SWIPT IN
MULTI-GROUP MULTICAST OFDM SYSTEMS

Simultaneous wireless information and power transfer (SWIPT) is considered for
multi-group multicasting OFDM systems. Each user has the energy harvesting ca-
pability through a power splitter (PS). The power and subcarrier allocation at the base
station is done such that the minimum signal-to-noise ratio (SNR) among the users
for each subcarrier is maximized while user needs for harvested power are satisfied.
The optimization of PS ratios in addition to resource allocation is realized in a joint
manner. It is shown that the problem can be cast in a convex optimization form for the
given subcarrier sets. In order to determine the subcarrier sets, an efficient subcarrier
allocation algorithm is proposed. It is shown that the proposed method performs very

close to the exhaustive search which gives the optimum solution.

3.1 Related Works and Contributions

In this chapter, resource allocation for multi-group multicasting OFDM systems is
considered where a subcarrier assigned to a multicast group serves all the users in
that group. In resource allocation, it is possible to have some users with relatively
poor channel conditions that may not be assigned with sufficient subcarriers. Hence,
enforcing fairness among the users is an important problem that should be addressed
[43]], [44], [45]. Different from the conventional approach which considers the sum-
rate fairness, we maximize the minimum SNR for each subcarrier using the same
motivation in [46]], [47]. Unsatisfactory SNR values for some subcarriers degrade

the system efficiency [46] indicating the importance of balanced subcarrier SNRs.
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Per-subcarrier SNR fairness leads to a reliable communication with improved qual-
ity of service (QoS). In addition to per-subcarrier fairness, subcarrier need for each

multicast group is considered in the proposed design.

SWIPT has been considered for OFDM systems in several recent works [[L], [15],
[L16]], [17], [18]. In this chapter, PS technique is considered where each user splits the
received OFDM signal into two, one for information decoding (ID) and the other for
energy harvesting (EH). This scheme has the advantage that all the subcarriers can be

used for EH [16]]. For ID, only assigned subcarriers for each group are used.

The joint optimization of resource allocation and PS ratios for multi-group multicast-
ing is not considered in the literature before and it is a difficult combinatorial problem.
In this chapter, a novel approach based on maximizing the minimum SNR among all
subcarriers considering the request of each multicast group is proposed. An effective
solution is obtained by dividing the problem in two parts. In the first part, subcarriers
are assigned to each group based on the user requests. A fairness based near-optimal
algorithm is proposed for the solution. The problem for the power allocation and
PS ratios is cast as a convex optimization problem given the subcarrier assignments.
Hence, optimum solution is guaranteed for the second stage. The proposed approach
is shown to perform very close to the joint optimum solution obtained with exhaustive

search (ES) while the computational complexity is decreased significantly.

3.2 System Model and Problem Formulation

We consider a multi-group multicasting OFDM-based system with a base station (BS)
and K users. The BS and the users are equipped with a single antenna. Assume that
there are G multicast groups, {51, ..., Gg}, where G, denotes the g”’ multicast group
of users. The users in each group are interested in the same data stream and each user
listens to a single multicast, i.e., G, (1 G, = 0 for g # g’. The total bandwidth of the
system is equally divided into N subcarriers and the set of all subcarriers is denoted by
N ={1,...,, N}. The power allocated to the n'" subcarrier is denoted bypp,n=1,...N

and the total transmission power is limited by P, i.e., ZnNzl Pn < Puax.

Each user has the energy harvesting capability. The received signal at the k" user
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is split into the energy harvester (EH) and the information decoder (ID) with the aid
of a PS device. A portion of the signal power denoted by 0 < p; < 1 is transferred
to the ID while the remaining 1 — p; portion is fed into the EH. Each subcarrier
can be allocated to only one multicast group of users and the users in each multicast
group can decode information only on its assigned subcarriers. On the other hand,
all the subcarriers can be used for energy harvesting at each user. Let hy, denote the
channel power gain of the k’" user on the n'”" subcarrier. The received signal on the

n'" subcarrier for the k' user is thus given by,

Yin = Nhknpnsn + g k=1,..,K, n=1,...N (3.1)

where s, is the information signal transmitted on the n'" subcarrier and ”?,n is the
additive complex zero mean Gaussian noise on the n'* subcarrier at the k' user’s
antenna. It is assumed that all information signals {sn}fqv: , have unit variance. The
variance of nf’n is denoted by O'Iin. The received signal at the ID of the k" user on

the n' subcarrier can be expressed as,

Vi = NPE(hinpasn + 1) + 0k, 3.2)
where n,’( , 18 the additive complex zero mean Gaussian noise introduced by the ID of

the k" user on the n'”* subcarrier. Its variance is 5,% , and it is independent of nfn and

sn. The SNR of the k' user on the n'* subcarrier is given by,

Pk hk,npn

2

SNRy, = ——knin
p ko-k,n + 5/%,n

(3.3)

The signal fed into the EH of the k’" user on the n'" subcarrier can be expressed as,

yllcz,n = \/1 - pk(\/hk,npnsn + nﬁn) (3.4)

Then, the power harvested at the k'™ user is given as Py = & (1 — py) ZnNzl(hk,npn +
o',i”), where 0 < & < 1 is the energy conversion efficiency at the k’* user. In this
chapter, the joint max-min fair resource allocation and PS problem is considered.
Hence, our aim is to find the best subcarrier assignment and power allocation scheme
together with PS ratios of the users in order to maximize the minimum SNR among

all users on each assigned subcarrier. In addition, each user has a minimum power
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requirement, denoted by i, k = 1, ..., K, for EH. Let N, denote the set of subcarriers

assigned to the g’" multicast group. Thus, the joint optimization problem can be

stated as
max t (3.5a)
{pn}2]:15{pk}]§=1’{Ng}g:17t
h
st PN s 1 Yk € Gy ¥n € Ny, Vg (3.5b)
pko-k,n + é‘k,n
N
1= p1) ) (hinpn + 07,) 2 e Vk (3.50)
n=1
0<pr<l1, Vk (3.5d)
INgl = Lg, Vg (3.5¢)
N
pn 20, Vn, an < Puax (3.5%)

n=1
where |N,| shows the cardinality of the set N, and L, is the minimum number of
subcarriers for the g/ multicast group of users. The constraints in (3.5¢) guarantee
that subcarriers are allocated in a fair way according to the need of each multicast
group. Therefore, (3.5¢) prevents some multicast groups with relatively poor channel

conditions from being ignored.

Finding the optimum solution of the problem in (3.5) is not an easy task due to the
combinatorial nature of the problem. The trivial approach is computationally very
expensive and requires brute-force search for the assignment of subcarriers to the
multicast groups. In this chapter, we propose a two-step approach for an efficient
solution. In the following section, it will be shown that the joint power allocation and
PS problem can be cast as a second order cone programming (SOCP) problem given
the subcarrier sets {N, }gzl. Hence, optimum solution is guaranteed for the predeter-
mined subcarrier sets. In Section 3.4, a suboptimal simple algorithm is presented for

subcarrier assignment.

3.3 Optimum Solution for the Given Subcarrier Assignment

G
g=
given as a priori information, the problem in (3.5) reduces to the following optimiza-

If we assume that the subcarrier sets, {N,} are determined by some method or
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tion problem for power allocation and PS, i.e.,

max t (3.6a)
(P} Ao}
s.t. (3.5b-d), (3.5f) (3.6b)

where {N, }gG: , are no more variables and (3.5e) is removed. (3.6) is not a convex
optimization problem in its current form. We will transform (3.6) into an equivalent
problem in the sense that the optimum solutions of both problems are the same. This
new SOCP formulation will be obtained by defining additional variables and some

transformations.

Note that (3.5b) is the only nonconvex constraint in (3.6). (3.5c) is a hyperbolic
constraint and it can be expressed in second order cone form which is convex as

follows [98]],

1 - pi N
SN b + T2 < 1= pic+ D (hicwpu + 0L,,). (3.7)

(2 n=1
fk 2

For (3.5b), consider the equivalent reformulation of (3.6) where (3.5b) is expressed

as a convex constraint in (3.8b), i.e.,

min t (3.8a)
{pn},{:[:p{pkzuk}]f:]’t_
s.t. hinpnl > 07, + 0; Uz Yk € G, Vn € Ny, Vg (3.8b)
(3.5d), (3.50, (3.7) (3.8¢)
1
v = —, Yk (3.8d)
VK

where 7 corresponds to t~! in (3.6). In the above problem, (3.8b) can be written as a

SOCP constraint as follows [98]],

- 267, 207 17
[pn t T Uk _hk,n ]

(3.8d) destroys the convexity of the problem in (3.8) and Theorem 3.1 shows a way for

< pn+t. (3.9)
2

casting (3.8) as a SOCP problem in an equivalent manner by defining new variables

{wk}szl-
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Theorem 3.1: Let {{p;f” A {p(lo) (10) (10) K _(10)} be the optimum solution

kopt’ kopt kopt 7 k=1 OPt
of (3.10). Then {{pgi)pt s {pf) , o },If i’ _((3;);} is an optimum solution of (3.8)
pt opt
where 2, = = N, = k= 1 K and 7, = )
min t (3.10a)
{Pn},],v:l’{,ok,Ukswk}f:pf
s.t. (3.9), (3.5d), (3.50), (3.7), (3.10b)
viwr = 1, Vk (3.10¢)
w; < pr, Vk. (3.10d)

Proof: By (3.10c) and (3.10d), the optimum solution of (3.10) satisfies (U(lo) 2 >

1 / (w(lo) 2 > 1 / p(lo). By this bound, all the constraints of (3.8) are satisfied by
kopt

(10) }k 710) (10)
1’ o

{{pf&fn > {pkom fopt } where v in (3.8) is setas v = 1/,/p, e . Suppose that

the optimum objective value of (3.8) is smaller than that of (3.10), i.e., f,p? In this
case, this objective value can also be attained by (3.10) where all the constraints in
(3.10c) and (3.10d) are satisfied with equality, which corresponds to (3.8d). Hence

(10) 3K 710)

k1> Lopr + 18 also an optimum solution of (3.8). n

10)
PN | {p

kopt

Note that the constraints in (3.10c-d) are convex and they can be written as second
order cone constraints similar to (3.7) and (3.9). In this case, (3.10) can be solved
to find the optimum solution of (3.8) and hence (3.6). The worst-case computational
complexity of solving (3.10) in SOCP form is O( (\/2521 |G| Ng| + 5K + N + 1)(N+
3K + 12525, 1G] Ng| + 14K + N + 1)) [9

3.4 Subcarrier Assignment

In this section, an algorithm based on max-min fairness among the multicast groups
is proposed for subcarrier assignments as shown in Algorithm 3.1. This algorithm
assigns subcarriers to the groups according to channel gains in order to maximize the
minimum SNR per subcarrier while the subcarrier need of each group is considered.
Similar to the previous works in [99], [100], the minimum channel gain among the
users of each multicast group is considered as in line 1. This is due to the fact that the
user with minimum channel gain in each multicast group determines the minimum

SNR for each subcarrier assigned to that group. In the initialization of Algorithm
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3.1, a request set for subcarriers, {J, }gG: | is constructed in line 3 by taking the first
L, subcarrier indices corresponding to the largest channel gains. In the procedure
between the lines 5-26, each subcarrier is checked whether it is assigned to a group
which has no more than L, subcarriers. If this is the case, then nothing is done since
the group cannot lend any subcarrier. Otherwise, the set F, is constructed for that
subcarrier, whose elements are the groups which still need subcarrier allocation and
includes that subcarrier in their request set (line 7). If F, is empty (Part A of the
algorithm), then the set D is constructed with groups whose needs cannot be realized.
If this set is not empty, the subcarrier n is allocated to the group with the maximum
channel gain in D (line 11 and 24). Otherwise, the channels of all the groups are
considered (line 13 and 24). If there is only one group in J,, then the subcarrier n
is allocated to this group (line 16 and 24). If there are more than one group (Part
B of the algorithm), then the set T, is constructed using the channel gains for the
subcarriers other than n. Its elements correspond to the subcarriers which are either
idle or assigned to a group whose requirements are satisfied more than necessary (line
18). The worst case channel conditions are checked for each group using the elements
in T, set in the event that the subcarrier n is not allocated to that group (line 19). The
subcarrier n is allocated to the group with the worst case condition (line 20 and 24).
For the other groups, the required number of subcarriers to satisfy (3.5¢) are included
to their request sets (line 21). The procedure between the lines 5-26 are repeated until
(3.5¢e) is satisfied for each group. Note that Algorithm 3.1 is designed to obtain a
feasible solution by satisfying (3.5¢) (lines 9-11).

The solution of (3.5) can be found in two steps. First, the subcarrier sets {J\fg}g:1
are found by implementing Algorithm 3.1. Then, the convex optimization problem in

(3.10) is solved for {{p,}" . {px}F_, }-

n=1’

Sorting operation determines the worst case computational complexity in Algorithm
3.1. In the simulations, it is observed that only a few iterations for line 4-27 are
needed for the algorithm to terminate due to enforced fairness to satisfy (3.5¢). Since
sorting in line 19 is realized for N times, the worst case computational complexity of

Algorithm 3.1 is given approximately as O(GN? log N) [101]].
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3.5 Simulation Results

The second step of the proposed method (PM) is implemented using convex program-
ming solver CVX [96]. The PM is tested for randomly generated Rayleigh fading
channels with -40 dB path loss. The maximum power at the base station is P, = 1
W. Antenna and ID noise variances for each user and subcarrier are set at -80 dB. The
energy conversion efficiency at the EH of all users is selected as & = 0.9. The har-
vested power threshold for each user is set to be the same, i.e., y; = ufori =1,...,N

for simplicity.

In the first experiment, the PM is compared with the exhaustive search (ES) and
random selection (RS). In Table 3.1, minimum SNRs for small scale scenarios are
presented for single random realization due to the extremely high complexity of ES.
In ES, the convex optimization problem (3.10) for all possible combinations of sub-
carrier allocations is solved and the minimum SNR for the best case is noted. Hence,
ES gives the optimum solution of the problem in (3.5), but its complexity is very high.
Since solving (3.10) dominates the computational complexity of PM, the complexity
N_ZLJ? Li ) (where Ly = 0) times the order of PM. In RS
approach, the subcarriers are randomly assigned and (3.10) is solved for each random

of ES is given at least ng L (

selection. The best result of 10 random allocations where (3.5¢) is satisfied are given
in Table 3.1. Hence, the computational complexity of RS is approximately 10 times
greater than PM. As shown in Table 3.1, PM performs very close to the ES due to
the effectiveness of the fairness based Algorithm 3.1. At some scenarios, PM gives
the optimum solution of (3.5). Moreover, PM always performs better than RS and the

gap between them increases as the problem size increases.

In the second experiment, the number of subcarriers is taken as N = 36 and the
minimum number of subcarriers for each group is set as L, = 6 for all the cases. The
results of PM and RS are obtained by averaging 100 random channel realizations. In
Fig. 3.1, harvested power threshold is constant at ;£ = 10uW. PM results significantly
larger minimum SNR compared to RS, reaching 6 dB SNR gain as G increases. It is
observed that the minimum SNR increases as G increases. This pattern is expected
due to the increased diversity for the channel gains used in Algorithm 3.1 and occurs

with a trade-off for the reduced number of subcarriers assigned to each group. As
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shown in Fig. 3.1, SNR increase saturates for high G.

In Fig. 3.2, harvested power threshold, u is varied in [10 — 50]uW while the number

of users in each group is set as K/G = 4. PM again performs significantly better than

RS reaching 6 dB SNR gain for G

5 and 6. As u increases, the minimum SNR

decreases where the decrease becomes sharper after 40uW.

Table 3.1: Minimum SNR (in dB) for ES, PM, and RS

K =2G K = 6G
u=10uW | ¢ =50uW | u=10uW | u = 50uW
ES | 229253 | 187824 | 17.7832 | 127114
G=2N=12 Tpp| oogaon | 187775 | 177832 | 120107
Li=4L=6 | pg| 20013 | 170060 | 17.0742 | 12.0077
G=3N=10, | ES| 213965 | 215973 | 204585 | 14.4606
Li=2. PM | 213965 | 213271 | 200951 | 13.7069
Ly=3.1,=3 |RS| 164344 | 208998 | 17.4180 | 11.2356
G=4N=8 |ES| 277030 | 255907 | 214508 | 16.4895
Li=1.L,=1 |PM| 277030 | 250281 | 212298 | 15.0438
Ly=2L,=2 |RS| 23.6696 | 185454 | 17.7935 | 7.0994
28
—a— G=2,PM
o6l se--B=--= G=2,RS
——p—— G=3,PM
oal ====p==-= G=3,RS
——e—— G=4,PM
~ “=--@ === G=4,RS
Q ——y—— G=5,PM
=, --uWes=s G=5 RS
= ————— G=6,PM
n ----ke-== G=6,RS
s 18
)
S1
=z
=1

3 4 5
NUMBER OF USERS PER MULTICAST GROUP, K/G

Figure 3.1: Minimum SNR for u = 10uW.
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26 —— G=2, PM
----m---- G=2,RS
245 —)—— G=3,PM
===-p---- G=3,RS
22 —e—— G=4,PM
~ ====@==== G=4,RS
B 20t ——y—— G=5, PM
E:’ ====y-=== G=5,RS
Z 18- ——tp—— G=6, PM
n ====k==== G=6, RS
=
D1
=
Z1
=

20 30 40 50
HARVESTED POWER THRESHOLD,u (microWatts)

Figure 3.2: Minimum SNR for K/G = 4.

3.6 Conclusion

In this chapter, the joint design of resource allocation and PS ratios have been consid-
ered for multi-group multicast OFDM systems. The problem is solved in two parts.
An efficient algorithm is proposed for subcarrier allocation as a first step. In the sec-
ond stage, the optimum power allocation and PS ratios are found by expressing the
problem in a convex form. The minimum SNR obtained by the complete procedure
is very close to the optimum solution which has extremely high complexity. More-
over, the proposed method performs significantly better than the random selection

approach.

56



Algorithm 3.1 Subcarrier Assignment for Multi-Group Multicasting (SA-MGM)

1: Let ﬁg,n denote the minimum of channel power gain for the n'# subcarrier among
the users in the g’h multicast group, i.e., Egn = mingeg, hip, &€=1,...G, n=
I,...,N.

2: SetNg =0forg=1,...,G.

3: Construct the set H, = {ﬁg,l, e il’g,N} for g = 1,...,G. Let J,(i) denote the

subcarrier index of the i'" greatest element of H,, ¢ = 1,..., G. Construct the sets

7, = {Jg(1), o Jg(Le)}, g = 1,...,G.

4. repeat
5: forn=1,..,Ndo
6: if n € Ny for some g’ where [N,/| > Ly orn ¢ Ng, Vg € {1,...,G} then
7: Construct the set F, = {g | n € J, and |Ng| < Lg}.
8: if &, =0 then
9: ¢ Construct D = {g | [Ng|] < L, and Vn' € J,, n' €
N; for somAe g s.t. |Ng| < Lg}.
10: if D # 0 then
11: ) Setg = arggirjljax Eg,n.
12: else
13: Set g = argmax Zg’n.
¢€{1,...G}
14: | end if
15: else if |F,| = 1 then
16: Set g to the only element of F,.
17: else
18: r oVg e Fyset Ty = { hyji | it # n, it € Ng for some g s.t. [Ng| >
Lsor i1 ¢ ]33\f Vg =A{1,....,G}}.
19: e Let T, (i) denote the i'" greatest element of T, g € .
20: 1 e Setg = argmin Tg(Lg — [Ng)).
8€Fn _
21: e Update J, « J,U{ii} for7i such that T, (i) = hg,i = 1,..., Lg—
[Ny, for g € \ {2}
22: end if
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23: Update the subcarrier set of (") multicast group as Ny « N/ \ {n}

: ’
if n € N/ for some g’.

24: Update the subcarrier set of ()" multicast group as Ng « Nz U {n}.
25: end if
26: end for

27: until [Ng| > L,, Vg = {1, ..., G}
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CHAPTER 4

OPTIMUM QOS-AWARE BEAMFORMER DESIGN FOR FULL-DUPLEX
RELAY WITH SELF-ENERGY RECYCLING

In this chapter, quality of service (QoS)-aware beamformer design is introduced for
full-duplex wireless-powered relay with self-energy recycling. In the first phase of
communication, information signal is transmitted from the source to the relay. In
the second phase, the relay forwards this signal using beamforming while it harvests
energy via self recycling and from the source. The aim is to satisfy signal-to-noise
ratio (SNR) requirement of the destination with minimum transmission power from
the relay’s own battery. A closed-form solution for the optimum relay beamformer
is derived and the feasibility conditions are obtained. The effects of different system

parameters on the relay’s performance are discussed in the simulation results.

4.1 Introduction

In [19]], a two-phase protocol is proposed for full-duplex WPR without any time
switching (TS) or power splitting (PS) device which enables uninterrupted informa-
tion transmission. This self-energy recycling based protocol and similar ones are

studied for different scenarios [4]], [22], [61].

In this chapter, we consider the two-phase amplify-and-forward (AF) protocol in [[19]
as shown in Fig. 4.1. In the first phase, information signal is transmitted from the
source (S) to the relay (R). Then, R forwards its received signal to the destination
(D) and harvests energy by using both the dedicated energy signal sent from S and
self-recycling. Since information reception and forwarding occur in different slots,

no self-interference cancellation is required in this scheme. Note that in [19], only
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one antenna is used at R for information reception while the remaining antennas are
not in use in the first phase. In this chapter, we modify the system such that all the
antennas of R are employed for better performance. In addition, we propose QoS-
aware design approach different from [[19]] which considers SNR maximization. The
design problem is cast to satisfy the SNR requirement of the destination using the

minimum amount of power from the relay’s battery with the help of harvested energy.

The main contributions of this chapter can be outlined as follows. First, the closed-
form optimum solution is derived for the QoS-aware beamformer design problem.
Compared to the SNR maximization problem in [19], the proposed design has two
main advantages. The problem in [[19] imposes the constraint that the transmission
power of the relay is less than the harvested power. However, this is a strict and
usually unrealizable condition when the desired SNR of the destination is greater
than the one that can be supplied by the harvested power. Unlike [19], we find the
optimum relay beamformer including the cases which require more power than the
harvested. Furthermore, the amount of power required for the relay’s own battery is
found. Secondly, transmission power limit of the relay is not considered in [19]. In
order to be more practical, we introduce maximum power constraint to the QoS-aware
optimization problem. In addition to finding the closed-form optimum solution, we
derive feasibility conditions for the source power and the relay’s maximum power
limit. Simulation results show that energy harvesting assists the relay by reducing
the external power supply need. For most of the scenarios, transmission power is
greater than the harvested power showing the strictness of the constraint in [[19] and

the importance of the proposed approach.

2" phgse 2nd phase

| —_~

: 1“;;05& {//f \\‘/g'D— D
S . rﬁ{'} Y . Y\f

2" phase™
< R

—— Information
— — — & Energy

Figure 4.1: System model.
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4.2 System Model and Problem Formulation

As shown in Fig. 4.1, S and R are equipped with M and N + 1 antennas, respectively
whereas D has a single antenna. In the first phase, information signal is transmitted
from S to R employing all the antennas at S and R. Let H € CMX(V+1D pe the baseband
equivalent channel from S to R. Assuming that H is known at S and R, the optimal
transmit and receive beamformers are the left and right singular vectors corresponding
to the largest singular value of H, i.e. Ay, respectively. If P denotes the transmission

power of S, the received signal at R in the first phase is given by,

Vr1 = VPsdgXxs1 + np 1, “4.1)

where x;; is the information symbol sent by S and it is assumed to be circularly-
symmetric complex Gaussian distributed with zero mean and unit variance, i.e., x5 ~

CN(0, 1). n,.; is the noise at R after receive beamforming and n, | ~ CN(0, o72).

In the second phase, the received signal in (4.1) is amplified and forwarded to D by
N transmitting antennas shown on the top of R in Fig. 4.1 with relay beamforming

vector v, € CNVX!. The transmitted signal is given in vector form as follows,

Y= VY1 = Vr(\/Fs/les,l + nr,l)- (42)

Assuming that n,.; is independent from the information symbol x; 1, the transmission

power of R, i.e. P,, is given by,
Py = ||V, [|P(Ps g + o). 4.3)

If g € CV*! denotes the channel from transmitting antennas of R to D, the received

signal at D in the second phase is given by,

va = gy + ng = gV, (VP Aduxs1 + np1) + ng (4.4)

where ng; ~ CN(O, ag) is the noise at D. Assuming that it is independent from the

information symbol and n, 1, the received SNR at D is given by,
PG gV, |?

orlghhv, > + o]

SNR; = 4.5)

In the second phase, energy harvesting is done at the remaining single antenna of R.

Note that using only one antenna for energy harvesting requires only one rectifier at
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R and maximum number of antennas can be employed for an effective beam steering
towards D and energy harvesting antenna. In this phase, an energy-bearing signal
is sent from S to R and y; is used as an energy source. Let h € CM*! denote the
channel from S to the energy harvesting antenna of R. In this case, the optimal source
beamforming vector is v/Psh/||h||. If the self-recycling channel from N transmitting
antennas to the energy harvesting antenna is denoted by f € CV*!, the received signal

at R in the second phase is expressed as,

yra =Pyl xg2 + £y, + 1
=v/P,(|Ih||x;2 + AtV x5 1) + EV,n. 1 + 1, (4.6)

where x;5 ~ CN(0, 1) denotes the symbol sent from S for energy harvesting. Let us
neglect the harvested energy from the noise terms n,; and n,; in accordance with
[19]. As shown in [19], the harvested power is maximized when x;» = x| eV I

this case, the harvested power at R can be given by,
Py = nP;(|Ill + £V, ])° 4.7
where 0 < n < 1 denotes the energy harvesting efficiency at R.

In this chapter, we adopt QoS-aware design approach for the relay beamformer vec-
tor, v,. The goal is to minimize the relay transmission power used by the relay’s own
battery, i.e., P, — P, such that SNR requirement of the destination is satisfied. Ad-
ditionally, P, should not exceed both the transmission power limit of the relay, i.e.,
Ppax, and the power budget which is the sum of the harvested power, Pj, and a con-
ventional power supply P.. The optimization of v, for this design objective can be

stated as follows,

min [[v,|[*(PsAz; + o7) = nPs(|Ihl| + A £V, [)* (4.8a)
P, A% g v,
s.t. >y, (4.8b)
Rlghv, P+l
”VFHZ(Ps/l[z-[ + O-rz) < Pmax, (48C)
IV 12(PsAz; + 07) = nPs(|Ih]| + Al v,])* < P, (4.8d)

where 7y is the target SNR for D. Note that the left side of (4.8d) is minimized by

the optimum solution of the reduced problem (4.8a-c). Hence, the optimum solution
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of (4.8) is the same as that of (4.8a-c) if it satisfies (4.8d). The problem in (4.8) can
be solved by considering (4.8a-c) and then checking (4.8d) for feasibility. If (4.8d)
is satisfied, then optimum and feasible solution is found for (4.8). Otherwise, the

problem (4.8) is infeasible.

4.3 Closed-Form Optimum Solution of (4.8)

In the following, we will ignore (4.8d) and find the optimum solution of (4.8a-c).
Then, we will check the feasibility of the problem (4.8) using this optimum solution.
In order to simplify the Kuhn-Tucker conditions for (4.8a-c), let us express the relay
beamformer vector as v, = l].\i] Bie’? ®; where B; > 0,i =1,..., N and {<I>,-}l.1\;1 is an

—®, 31
£ and &, = £ 8

; Nx1 —
orthonormal basis for C**" such that ®; = Gl =X

Then, we have

the following result.

Lemma 4.1: The optimum relay beamformer vector for (4.8a-c) is given in the form

v, = 519 + Boe/8"td,, where B > 0 and B, > 0.

Proof: First, let us express the problem (4.8a-c) in terms of {<I>,~}i1\i , as follows,

min  (P,d7; +02)Zﬁ = nPy(|h]] + AxlIf]51)? (4.92)
(8:206,)Y, L
H H
glg—gl® ®fg

ﬁ J91 eJ 2l > \/§ (49b)

||f|| g — &8/ gll

N

(PsAgy +07) > B < Pruas (4.9¢)

i=1

where y = y0'§/ (Ps/l%{ —y0?). Note that {; }i]\; 5 do not affect the constraint (4.9b). It
is obviously seen that for optimum v,, {ﬁi}i’\i 5 should be zero. Suppose that this is not
the case for the optimum solution. In this case, {ﬁ,-}l.l\i , can be set to zero by improving
the objective function without violating (4.9b) and (4.9¢). Note that 8, can be selected
as 0 since any phase rotation of v, does not change the optimality. Now, we will
prove that optimum 6, is 2g”f by contradiction. Suppose that {5%, B3, 9; # /glf) is
optimum for (4.9). In this case, the left side of (4.9b) is strictly less than the following
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expression

igtf| , gfg-g"®d)g |
o g P2
|lg — P17 gll

(4.10)

Note that both terms in (4.10) are positive. Let us consider an alternative solution like
{ﬁ’l", ,8’2k ,0, = /g'f}. Note that this solution aligns the second term with the first term
in (4.9b) and (4.9b) becomes equal to (4.10). Since (4.10) is strictly greater than v/7,
B; can be decreased until (4.10) is equal to /7 without violating (4.9b) and (4.9¢) .
However, this results a solution which is better than the optimum which contradicts

the optimality of 65 # /g/f. n

Now, let us express (4.9) in terms of B and (3, as follows,

min by 87 + byfS; + b3 (4.11a)
B1.B2

s.t. 1Bl +axfy > 7 (4.11b)
bZIB% + bZﬁ% < Puax (4110)

where a; = |g"f|/|[f]], a2 = (g"g-g" ®1®]g)/||g-®1®]gll. b1 = (1-n|f][*)Ps A7+
a2, by = Ps/llzq+0',2, b3 = —2nP||h||Ax||f]| and the constant term in (4.9a) is ignored.
It is easily seen that the optimum S; and S, should be nonnegative for (4.11) since
a; > 0,a; > 0and b3 < 0. Hence, the constraints 81 > 0 and 8, > 0 are not included
for simplicity. The Kuhn-Tucker necessary conditions for the optimum solution of

(4.11) are given by,

2D1B1 + b3 = war = 2pabs i (4.12a)
2br5r = p1az — 2u2br 3> (4.12b)
ur =0, w >0 (4.12¢)
m(afr +afs —7) =0 (4.12d)
p2(b2B} + b2B5 = Punax) = 0 (4.12¢)
(4.11b), (4.11¢) (4.121)

where p; and p; are the Lagrange multipliers corresponding to (4.11b) and (4.11c¢),

respectively. Now, let us consider different cases for the conditions in (4.12).

Case 1: u; =0, up = 0.
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In this case, B8; and 3, are obtained from (4.12a-b) as 81 = —b3/(2b;) and B, = 0.
Note that they should satisfy (4.12f) to be a candidate optimum solution.

Case 2: u; > 0, uy = 0.

In this case, by taking the ratio of both sides of (4.12a-b) and using the fact that
(4.11Db) is satisfied with equality, we obtain 8 and 3, as follows,

_ 2(11[72\/7 - ang _ 2612[91\/7 + ajarbs

_ , 4.13
YT @b+ a2by) T 2aPhy + a2hy) +13)

Note that in deriving (4.13) it is assumed that a; > 0 and a» > 0. However, it can
be easily shown that (4.13) is also valid for other cases of a; and a,. 81 and 5, given
in (4.13) present a candidate optimum solution of (4.11) if they satisfy (4.11c) (They
already satisfy (4.11b) since u; > 0.)

Case 3: u; =0, up > 0.

In this case, 8> = 0 by (4.12b). Since up > 0, (4.11c) is satisfied with equality, i.e.,
B1 = \Pmax/bs. If B and B, also satisfy (4.11b), they represent a candidate optimum
solution for (4.11).

Case 4: u; > 0, up > 0.

In this case, both (4.11b) and (4.11c¢) are satisfied with equality. Hence, 8> = (\y —
ai1By)/az if ay > 0. (If a, = 0, then we obtain B, = 0. In this case, either Case 2 or
Case 3 is valid.) If we insert this 3, into the equality ,Bf + ,8% = Pax /b2, we obtain a
quadratic equation of ;. If it exists, for each positive root of this equation, we obtain

a candidate optimum solution for (4.11).

Let us construct the set B whose elements are the candidate {8, 8>} pairs given
in Case 1-4. If B # 0, the optimum solution of (4.11) is given by {87,585} =

argmin (b ,8% + bzﬁ% + b3 1) and the optimum relay beamformer vector v, for (4.8a-c)
{B1.B2}€B

isvy = prd; + B;ej‘gﬂféz. If v satisfies (4.8d), it is the optimum solution of (4.8).
If not, then the problem (4.8) is infeasible. For the considered design, the channel
H should be available both at S and R whereas f and g should be estimated only by
R. In practice, the channel state information (CSI) can be acquired by pilot-assisted
£H vx

reverse link channel training [19]. In addition, the optimum x;, = xs,lej £ = X1
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by 2ffv* = 0 and there is no need to send the angle information to S.

4.4 Feasibility Conditions

In the following part, we investigate the feasibility conditions and find the bounds
for Py, and Py such that (4.8) is feasible. For the problem (4.8) to be feasible,
(4.8a-c) should be feasible and the optimum solution of (4.8a-c) should satisfy (4.8d).
Now, let us consider the feasibility conditions for the problem (4.8a-c). (4.8a-c) is
feasible if and only if there exist 8; > 0 and S, > 0 such that (4.11b) and (4.11c) are
satisfied simultaneously. In order to check the existence of such 81 and S, consider

the following optimization problem,

max alﬁl + a2ﬁ2 (4143)
ﬁl’ﬁZ

s.t. byft + byf3 < Py (4.14b)

Note that the optimum S; and ; for (4.14) should be nonnegative since a; > 0 and
ap > 0. Moreover, if the optimum objective value is greater than or equal to /7, then
we conclude that the problem (4.11a-c) and hence (4.8a-c) is feasible. Otherwise,
they are infeasible since it is impossible to find other 8; and 8, which satisfy (4.14b)

with greater objective value. The optimum solution of (4.14), {5}, B3}, is given by,

Pmax * Pmax
B = | ——a1, B =|—5—5a. (4.15)
! bz(a% + a%) 2 bz(af + a%)

The feasibility condition for (4.8a-c) can be expressed as a1 8] + a2f3; > \/7 which is

equivalent to,
Puax(al + a3) > bay. (4.162)

We can use this condition to find P; for a given target SNR, v, and Py, to make the
problem feasible. The first condition on Pj for a given y is Py > yo?/ /1%1 to make
¥ positive. For the other condition, note that a% + a% = ||g||?> and the only terms in

(4.16a) that depend on Py are b, and y. If we write (4.16a) in terms of Py we obtain,

(PS/I%I + 0',2)70'5

Poallgl* = (4.16b)

Ps/llzi - yo?
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Since the denominator in (4.16b) is positive by the first condition (P > )/0',2/ /112,{), we

can rearrange (4.16b) as follows,
(Pax|lgl® = Yo D)A3 Py = y07 (Praxllgll” + ). (4.16¢)

As seen from (4.16¢), Pnaxllgl|*> > yoﬁ is required for the feasibility. Hence, the

problem (4.8a-c) is feasible if and only if the following conditions are satisfied, i.e.,

2
o
Pmax > y_dz’ (4173)
|l
P> ’)/O'r2 70-;’2(Pmax||g||2+0-§) (4.17b)
S /12 ] s = P 2_ 2 /12 . .
= (Pax||gl* = yo )4y

The complete problem (4.8a-d) is feasible if (4.17) is satisfied and P, is at least the
objective value found by the optimum solution of (4.8a-c). Hence, a constant power
source with a value greater than optimum value of (4.8a) is required by the relay for

a feasible solution.

4.5 Simulation Results

In the simulations, we set M = 4, n = 0.8, O'rz = 0'5 = —=100 dBW, P,,.x = 0.1
W. We assume Rayleigh fading for the channels H and g with 60 dB path loss.
The loop channel f is assumed to be line-of-sight (LOS) and is modeled as f =
\/E [ 1 e/7sint oi27nsing = oj(N=Dzsint 1T here By is the path loss for f. In the
following figures, each point presents the average of randomly generated 1000 chan-

nels where 6 for f is uniformly distributed in [0, 27). Unless otherwise stated, Py = 0

dBW, N =4,y = 10 dB and 7 = 10 dB.

In Fig. 4.2-5, the transmission power of R, P,, harvested power, Py, and their differ-
ence P, — P, which is the objective function of our design are plotted by changing
Py, N, y and Sy, respectively. P, — Pj, shows the extra power required at R for a
feasible design. Note that for the considered scenarios, it is almost always greater
than zero showing the necessity of additional power supply. When P, — P, > 0, it
is concluded that the maximum SNR obtained by the design in [[19] is less than the
target SNR for the QoS-aware design. Our proposed design enables us to find the
optimum beamformer and the additional power for a given target SNR. Moreover, we

reduce the power requirement of R as much as possible by minimizing P, — Pj,.
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In Fig. 4.2, as the source power increases, P, has an increasing pattern in general.
However, the increase in Py helps R to harvest more energy by decreasing P, — Pj,.
Hence, our objective improves as Py increases. Similarly, increasing the number of
antennas at the transmitter of R enables more energy harvesting after N = 4 as shown
in Fig. 4.3. Although P, and Pj; do not have a monotonic pattern, the required
power at R, P, — Py, decreases significantly as N increases and becomes negative for
N = 12. This means that the harvested power is more than the transmitted power.
The reason of the sharp increase in P, and P, from N = 10 to N = 12 is to make the
objective, P, — Py, as negative as possible for more power saving. Fig. 4.4 shows that
increasing target SNR for D, y, increases both P, and P;. However, the increase of Pj,
is negligible compared to P, which increases P,— Pj,. Hence the required power at R’s
battery has been increased. Similarly, increasing path loss for the loop channel results
in more required power at R as shown in Fig. 4.5. However, after some point, the
increase saturates. This is due to the fact that the effect of self-recycling diminishes
and the path loss does not affect Pj, considerably leaving only energy signal sent from

S for harvesting.

-@- Transmission Power, P ,

v Harvested Power, P h
* Pr_Ph

POWER (W)
N

—%O -15 -10 -5 0 5 10
SOURCE POWER (dBW)

Figure 4.2: P,, P;, and P, — P), versus P;.
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Figure 4.3: P,, P;, and P, — Pj, versus N.

4.6 Conclusion

In this chapter, the QoS-aware beamformer design is proposed for full-duplex WPR
system with self-energy recycling. The objective is to minimize the power used by
the relay’s own battery such that the target SNR at the destination is satisfied under
the transmission power limit of the relay. The closed-form optimum solution and the
bounds for the source and maximum relay power are derived. The performance and
the advantages of the proposed design are shown in the simulations. In summary,
improving loop channel by increasing the number of antennas at the relay or decreas-
ing the path loss decreases the power need of the relay. In fact, it is possible to save
energy at some scenarios. Similarly, increasing source power improves the design
objective by assisting the relay more. On the other hand, the increase in target SNR

requires more additional power at the relay.
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CHAPTER 5

OPTIMUM CLOSED-FORM BEAMFORMERS FOR SELF-ENERGY
RECYCLING FULL-DUPLEX RELAY WITH A NEW POWER SPLITTING
PROTOCOL

This chapter considers wireless-powered amplify-and-forward relaying where the re-
lay harvests energy from the source and self-energy recycling. Two well-known pro-
tocols based on self-energy recycling and power splitting are investigated to present
the closed-form optimum solutions. A new protocol combining self-energy recycling
and power splitting is proposed to improve the energy efficiency and the signal-to-
noise ratio at the destination. This new protocol provides up to 3 dB signal-to-noise
ratio improvement. The transmit beamformer design for the multiple antenna relay
is laid out as an optimization problem. The joint optimization for beamformer de-
sign and power splitting ratio is considered for the power splitting based protocols.
The optimum closed-form solutions are obtained through signal-to-noise ratio maxi-
mization under the constraint that the transmitted power cannot exceed the harvested
power. Energy harvesting is due to a dedicated energy signal from the source and
the recycled transmitted signal of the relay. Phase alignment for the energy-bearing
signal is considered which has a better performance in comparison to non-aligned
energy signal. Furthermore, the joint optimum solutions for the beamformer and dis-
crete power splitting ratio are presented for the two power splitting based protocols.
Several simulations are done and the performances of different protocols and schemes

are compared.
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5.1 Related Works and Contributions

Simultaneous wireless information and power transfer (SWIPT) has been an appeal-
ing research topic in the context of wireless-powered relaying (WPR) in order to
improve the lifetime of the relaying system. The works in [S]], [20], [50] studied
power splitting (PS) based SWIPT for wireless relaying whereas time switching (TS)
protocol is considered in [20], [S1]. All of these works are based on half-duplex (HD)
relaying, where in the first phase, information and energy carrying RF signal is re-
ceived and in the second phase, information signal is forwarded to the destination.
Although HD relaying does not suffer from self-interference cancellation, it is ineffi-
cient in terms of spectral utilization compared to full-duplex (FD) relaying [22]], [52].
FD relaying has gained great popularity in the context of SWIPT by using TS [S3],
[541], [53] and PS [23]], [49], [52]], [S6], [S7], [S8] protocols.

In the above FD works, self-interference is the main design challenge which is han-
dled by several analog, digital, and analog/digital self-interference cancellation tech-
niques [S9], [60]. One interesting approach different from TS and PS protocols is to
take advantage of self-interference in self-energy recycling [59]. In [19]], a two-phase
self-energy recycling protocol is proposed for FD WPR. In the first phase, the source
node transmits information signal to the relay. Then, the relay forwards the ampli-
fied signal to the destination in the second phase. At the same time, source transmits
an energy-bearing signal to the relay and relay harvests energy from this dedicated
signal as well as its self-interference loop channel. Since information transmission
and energy reception occur at the same slot, FD name is used for this scheme. In this
protocol, there are multiple-transmit antennas and a single receiving antenna at the
relay. The problem is to design relay transmit beamformer such that its transmission
power does not exceed the harvested power. Later, this idea is used in several works
including [4], [21], [22], [61], [62]. In particular, signal-to-noise ratio (SNR) max-
imization problem for this protocol is considered for a more general case in which

multiple receiving antennas are employed at the relay [4]].

In this chapter, three SWIPT protocols are investigated. While the first two of these
protocols are known in the literature, the third protocol is proposed in this chapter in

order to improve the energy efficiency and the SNR at the destination. It is shown
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that this new protocol achieves up to 3 dB SNR gain in comparison to the previous
protocols. An important contribution in this chapter is the derivation of the closed-
form expressions for the optimum relay transmit beamformers. In addition, optimum
power splitting ratio is derived for the PS based protocols. While the optimum closed-
form solutions are presented for real-valued PS ratios, discrete optimum solutions are
also provided. Furthermore, the beamformer design problem is also considered for
the optimized energy-bearing signal for multiple-receive antenna relay by presenting

the closed-form solutions.

In the first part, we consider the same scenario in [4] where multiple-transmit and
multiple-receive antenna relay assists the source-destination communication. In [4],
the optimum solution of SNR maximization is found by solving a semidefinite pro-
gramming (SDP) solver whose complexity increases by the number of transmit anten-
nas. Furthermore, the number of variables is squared by matrix lifting which further
increases the computational complexity. If the solution is not rank one, then a rank re-
duction iterative procedure is required in order to extract the solution. In this chapter,
we first find the conditions which make the problem bounded and derive the closed-
form optimum solution without resorting to any numerical solver. This single-line
optimum solution is obviously more efficient compared to the approach in [4]. As
a second contribution, we optimize the energy-bearing signal transmitted from the
source. Using the optimum energy signal to increase the energy harvesting capability
enables the relay to provide higher SNR at the destination. In this chapter, we derive
the optimum closed-form solution for the optimized energy signal which is shown to

perform significantly better compared to the non-optimized energy signal.

In [4], PS based beamformer design is also investigated as a benchmark and the joint
optimization of the transmit beamformer vector and PS ratio is considered. The op-
timum solution is found by a full search over a single variable and a SDP problem is
solved at each iteration. Hence, it is a computationally very expensive approach in
general. In this chapter, we also present the closed-form optimum solution for this

problem.

In addition to the existing protocols, we propose a novel unified framework for SWIPT.

This new protocol combines PS and self-energy recycling. In the first phase of this
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protocol, source node transmits the information signal to the relay. The relay splits
the RF signal into two for information decoding and energy harvesting as in the con-
ventional PS protocol. In the second phase, the amplified signal is forwarded to the
destination while the energy is harvested at the multiple-receive antennas of the relay
using the dedicated energy signal from the source as well as the self-energy recy-
cling. We formulate the SNR maximization problem for the joint solution of the
transmit beamformer vector and PS ratio. Both non-optimized and optimized en-
ergy signals are considered. For the former case, we derive the closed-form optimum
solution while a near-optimum solution is presented for the latter case. In obtaining
near-optimum solution, we ignore a relatively small term in the constraint of the prob-
lem and find the optimum solution of the approximate problem. Then, we update the
solution such that the constraint is satisfied with the best objective value leading to a

close-to-optimum solution.

In all the above PS based design problems, it is assumed that PS ratio can take any real
value between zero and one, i.e., from a continuous set of PS ratios. In practice, PS
ratios can take discrete levels [1]. In [1]], the design of discrete PS ratios is also con-
sidered in addition to the continuous one. In this chapter, we also study the discrete
PS ratio optimization together with the transmit beamformer vector for conventional
PS and the proposed self-energy recycling assisted PS protocol. For both protocols,
we present the joint optimum solution. Simulation results show that one can obtain a
very close performance to the real-valued PS case even when four level discrete PS is

used.

5.2 System Model and Problem Formulation

A multiple-antenna relay operating in full-duplex mode is considered for the trans-
mission of a source signal to a destination using the amplify-and-forward scheme
similar to [4]. As shown in Fig. 5.1, the source (S) and destination (D) nodes have
both single antenna while the energy harvesting relay (R) has multiple transmit and
receive antennas. Let N; and N, denote the number of transmitting and receiving
antennas at R, respectively. S transmits message signal to D with the help of R.

Quasi-static block fading channel model with perfect channel state information at R
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is assumed in accordance with the related works [4], [19]. As shown in Fig. 5.1,
h, € CNM*! denotes the baseband equivalent channel vector from S to the receiv-
ing antennas of R. h; € CV*! is the channel vector from transmitting antennas of

R to D and H,, € CM*M g the self-energy recycling loop channel matrix from N;

transmitting antennas to N, receiving antennas.

H,,

R |- 2D D

Figure 5.1: System model for self-energy recycling WPR.

Information
Information R ’ D
S > R S Energy

- - e

F 3
L 3
F

r

T/2 T/2

Figure 5.2: Self-energy recycling protocol for WPR.

As shown in Fig. 5.2, information signal is transmitted from S to R in the first phase
which takes half of the complete cycle, i.e., T/2. The optimum receive beamformer
is the maximal ratio combiner, i.e. w, = h,/||h,||. After the receive beamforming,

the received signal at R is given by,

yr1 = VPs| | |xg + 1 + np, (5.1)

where P; is the transmission power of S and x; is the information symbol sent by
S. x, is assumed to have unit power, i.e. E(|x;|>) = 1. n, is the additive complex
Gaussian noise at R after receive beamforming and n, ; ~ CN(0, O'rzl). np, is the noise

resulting from RF to baseband conversion with n;, ~ CN(0, 0'5).
In the second phase, the received signal in (5.1) is amplified and forwarded to D by N;
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CN[XI

transmitting antennas with relay transmit beamforming vector w, € as shown

in Fig. 5.2. The transmitted signal, y,, in vector form can be expressed as follows,

¥i = Wiyrt = Wi (VP || xs + 1,1 + 1), (5.2)

Assuming that n, | and n,, are independent from each other and the information sym-

bol x;, the transmission power of R is given by,
Py = |lwi| > (PslIb, 1> + o7y + 7). (5.3)
The received signal at D in the second phase is given by,
va = Wy +ng = 0w (VP [1xs + np +np) +ng (54)

where ng ~ CN(O, 0'3) is the additive complex Gaussian noise at D. Assuming that it

is independent from the information symbol and the other noise terms, the SNR at D

is given by,
VR Py|h, |* [0 w, > 5.5)
d = . .
(O'rz’1 + o) b w2+ 02

In the second phase, R harvests energy from the received RF signal at its receiving
antennas. In this phase, an energy-bearing signal, x,, is transmitted from S to R. The

received signal at R is given as

Y2 :\/Fshrxe + Hrryt +Nn,.2 = \/Fshrxe + \/FsllhrHHrrwtxs

+ Hrrwtnr,l + Hrrwtnb +1n, (56)
where n,, ~ CN(0, O—rZZINr) is the additive complex Gaussian noise at the receiv-

ing antennas of R. Energy signal sent from S is assumed to have unit power, i.e.

E(|x.|?) = 1. In this case, the harvested power at R is
Py =n Psllhr||2 + Psllhr||2||HrrWl||2 + (O-,%l + U}f)HHrrleZ + NrUZZ , (5.7)
where 0 < n < 1 denotes the energy harvesting efficiency.

In this chapter, we first consider the optimization problem to maximize the achievable
rate at D under the transmission power constraint at R similar to [4]]. The harvested
power in (5.7) is assumed to be the only energy source at R. Hence, the transmission
power of R, P,, cannot exceed the harvested power, Pj,. Furthermore, maximization

of the achievable rate is equivalent to maximizing SNR at D which is the expression
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in (5.5). Since the only optimization variable is the transmit beamforming vector w,
and SNR in (5.5) is an increasing function of |h§1 w;|, the optimization problem can

be expressed as follows,
max |[hw| (5.8a)
Wi

2 2
nPylIh, | + N, o2,
2 2 s
st [Iwll? = Il H,wil? < —.

P2+ 02, + 07

The problem in (5.8) is solved using SDP relaxation by expressing it in terms of a

(5.8b)

positive semidefinite matrix X = w,w/ in [4]. Although optimum solution is guar-
anteed, the number of complex variables has been increased from N; to Nt2 /2 in the
SDP formulation. More importantly, a SDP solver is required which has growing
complexity as N; increases. In the following section, we will show that there is no
need for a numerical solver by deriving the closed-form optimum solution for the

problem in (5.8).

5.3 Closed-Form Optimum Solution of (5.8)

Before deriving the closed-form solution for (5.8), the following lemma is presented

in order to obtain a bounded problem.

Lemma 5.1: The problem in (5.8) is bounded if the matrix Iy, — anHrr is positive

definite.
Proof: Please see Appendix B.1 for the proof. [

The matrix Iy, — r]Hf‘;Hrr is invertible since all of its eigenvalues are assumed to
be positive for a bounded solution. In this case, we can introduce the optimization

variable w; = (Iy, — anHrr)l/ 2w, and express (5.8) in terms of it as follows,

max |H§IVV,| (5.9a)
W
st ||[Wel > < . (5.9b)

where h, £ (I, — yHZH,,)~'/?h, and y is defined in Appendix B.1. The optimum

solution of (5.9) is easily found as

w = Y h,. (5.10)



As a result, the optimum relay transmit beamformer vector for (5.8) is given as

Y o
w* = Iy —nH H,,) 'h 5.11
t \/hg(IN, - "HgHrr)‘lhd( v, —nHZH,,) 'hy 5D

In the next section, we will consider the same optimization problem by designing

dedicated energy-bearing signal x, in order to improve the energy efficiency.

5.4 Beamforming Optimization for the Optimum Energy-Bearing Signal

In [4], harvested power expression in (5.7) is obtained by assuming that the energy-
bearing signal x, is independent from the information signal x;. However, a power
efficient approach is to adjust the phase of x, to match it to x; such that the harvested
power is maximized for the given y, » expression in (5.6). Following an approach sim-
ilar to the one in [[19], the power harvested from the term v/P;h, x, +VP;||h,||[H,, W, x,

— x,eih'H

in (5.6) is maximized when x, rWi In this case, the harvested power at R

is given by,
_ 2 2 2 H
Py, =n| Ps||h[|” + Pg| b ||| [Hwi||* + 2Ps|[h, || b Hy wy |
+ (071 + o) Hewi || + Ny | (5.12)

Now, SNR maximization problem in (5.8) can be expressed using the updated Py, in

(5.12) as follows,
H
max |h; w;| (5.13a)
Wi
st 71 ([Iwel 1> = nlH, il 1?) = 20 P I, || H,, w,| < 72 (5.13b)

where y; £ P||h,||* + 0'r21 + 0'5 and y> £ nPg||h,||> + I]NrO'rZZ. In order to simplify
the optimization problem in (5.13), let us introduce w; = (Iy, — anH,,)l/ 2w, as in

the previous section and reformulate (5.13) as follows,

max |hfw,| (5.14a)
W
s.t. yil|Wil|? = 2nPs ||| 0%, | < ). (5.14b)

where Ed is the same as in (5.9) and ﬁr = (Iy, — anHrr)‘l/ 2Hf‘ihr. In order to sim-

plify the Kuhn-Tucker conditions for (5.14), let us express w, as w; = ZnN; ] Bne’?®,
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where B8, > 0, n = 1,...,N; and {<I>n}flv;1 is an orthonormal basis for C¥*! such
that ®; = h,/||h,|| and ; = (hy — ®1®/'hy)/||h, — ®1®!'h,||. Then, we have the

following result.

Lemma 5.2: The optimum relay beamformer vector for (5.14) is given as w, = 8P+

Boe’ ‘b, ®,, where 81 > 0 and 3, > 0.
Proof: Please see Appendix B.2 for the proof. [

Now, let us express (5.14) in terms of S and 3, as follows,

max a1,81 + a2,32 (5.15&)

1,52

st Y183 +y183 — 2nPs| b, ||| [h |81 < 72 (5.15b)

where a; = [h'h,|/|[h,]], a2 = (WfThy — W & ®'h,) /||, — ®1Bh,]|. Tt is easily
seen that the optimum f; and S, should be nonnegative for (5.15) since a; > 0,
a, > 0 and —277Ps||h,||||H,|| < 0. Hence, the constraints 8; > 0 and 5, > 0 are
not included for simplicity. The Kuhn-Tucker necessary conditions for the optimum

solution of (5.15) are given by,

ay = 2py1B1 — 2un Pyl b []|hy] ], (5.16a)
a = 2uy1 o, (5.16b)
w0, u(yiBt+y1B3 = 2P| |[|[h |81 - 2) =0 (5.16¢)
Y187 + 185 — 2nP;| b ||| b, [1B1 < 72 (5.16d)

where u is the Lagrange multiplier corresponding to (5.15b). Note that there are
two cases for u which are ¢ = 0 and ¢ > 0. First, assume that u = 0 for the
optimum solution. This is impossible since both a; = 0 and a; = 0 cannot be zero
by a® + a2 = ||hy||>. Hence, it is concluded that g > 0 and (5.16d) is satisfied with
equality by (5.16c). By (5.16a-b), we obtain 81 = a; /2y u) + nP;||h,||||h,||/vy: and
B2 = az/(2y1p). If we insert these into the equality ylﬁ% +71ﬁ§ =2nPs||h, ||| h,| 181 =
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72, we obtain the optimum £; and 3, as follows,

. _a PRI PRI+ 7o Pl |

1 — " (5.17a)
YirJa] + a5
 anPPAIRARIRAR + 712
By = (5.17b)

2
2 2
)’11/611 +a;

Using (5.17a-b) and Lemma 5.2, the optimum relay transmit beamformer weight vec-

tor for (5.13) is given by
wi = (Iy, - nHIH,, )28, + el it @), (5.18)

(5.11) and (5.18) are the optimum beamformers for non-optimized and optimized
energy-bearing signals for the first SWIPT protocol in Fig. 5.2. In the following sec-
tion, the closed-form optimum transmit beamformer is derived for the second SWIPT

protocol, namely, PS protocol.

5.5 Conventional Power Splitting Protocol

In [20], PS protocol is considered for a single antenna relay. This problem is gener-
alized for multiple transmit and receiving antenna case in [4]. In order to tackle the
joint optimization of the PS coefficient and relay transmit beamformer, full search is
performed with respect to the PS coefficient and a semidefinite programming problem
with NN, X N;N, matrix variable is solved for each PS coefficient. This procedure

has a high computational complexity especially when N; and N, are relatively big.

In this section, we will derive the closed-form optimum solution for the PS protocol

considered in [4]. The conventional PS protocol is given in Fig. 5.3.

As shown in Fig. 5.3, there are two phases in each block. In the first phase of duration
T /2, source signal is sent from S to R. The received signal at the antennas of R is
given by

Y1 = VP xs + 1, (5.19)

The received signal y, ; is split into two for information decoding and energy harvest-

ing. If 0 < p < 1 denotes the fraction of power for energy harvesting, the signal at
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Figure 5.3: Conventional PS protocol for WPR.

the energy harvesting receiver is given by,

¥, = VBV, + ). (5.20
In this case, the total harvested power at R in the first phase is given by
Pui = np(PslIh | + Noor ). (5.21)

The received signal at the information decoder after optimum receive beamforming

by w, = h,/|[h, || is,

vl = U= p (VP |xs + 1) + mp. (5.22)

H

Hn, | and it has the variance o2

Here, 7i,; =W -

|+ M 1s the additive complex Gaussian
noise due to baseband conversion. In the second phase of duration 7'/2, information
signal yf , 18 amplified and forwarded to D by the transmit beamformer w; and the

transmitted signal is given as follows,

ye=wyl, = wt(w o (WPl xs + i) + nb). (5.23)

The transmission power of the relay is given as
P, = ||wt||2(<1 = P)Py|Ih|]* + (1 = p)oy, + a,?). (5.24)
In the second phase, the received signal at D is given as follows,

Ya = hgw,(dl — p(VPsI [, + i) + nb) + 4. (5.25)
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Using (5.25), SNR at D is written as

Py|[hy |0 w,|?

SNR; = (5.26)

2\WH 2 2"
2 i H ) oIy we|* 4o
o7y |hd w|* + T
The SNR maximization problem for the conventional PS is formulated as follows,

Py|[h,[|* [ w|?
max 5 (5.27a)
W, 0 0-21|hHWl|2 + 0—b|hd ‘ftl +0—d
r,1'7°d 1-p

2
o
L) < nL(Psllhrllz +N,0?)) (5.27b)
l-p 1-p r

0<p<l. (5.27¢)

. ||wt||2(Ps||hr||2 o2+

Let us express w; as w; = ZnN;l,Bneﬁ"\Iln where 8, > 0, n = 1,...,N; and {\Iln}fl\il

is an orthonormal basis for C¥*! such that ¥; = hg/||/hy||. Furthermore define

x = ﬁ in order to eliminate (5.27¢) and simplify Kuhn-Tucker conditions. (5.27)

can be expressed in terms of {8, 5;1 and x as follows,

B
max (5.28a)
B x O1BIXE+ 6T + o S(x2 + 1)
N; N;
s.t. UEXZZIB%JFMZ,B,%—?Q)CZ <0. (5.28b)
n=1 n=1

where the following terms are defined for the ease of notation, i.e.,

61 = IhallPoy, 62 = [Ihall(07}) + o),

n1 = P\l |* + 07 + o7 m=nPlh|? + Nyot) (5.29)

r

Note that 0 < p < 1 region maps to 0 < x < oo and the problem (5.28) is independent
of the sign of x. Hence, there is no constraint for the region of the introduced variable
x. The Kuhn-Tucker conditions necessitate the following constraints for the optimum

solution of (5.28), i.e.,

20‘5()62 + l)ﬁl

2.2
GEP T2 ey o
2u(aEx* +m)Br =0, n=2,... N, (5.30b)
N; N;
u>0, u O'Z‘x2 Zﬁ,"; + 7 ZB,% —mx*| =0 (5.30c)
n=1 n=1
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where u is the Lagrange multiplier corresponding to the inequality in (5.28b). Note
that u should be strictly greater than zero for the optimum solution of (5.28). If u = 0,
then 5; = 0 by (5.30a) and this results zero SNR as seen from (5.28a). Hence, u > 0.
Using this fact and (5.30b), it is seen that 8, = 0, n = 2,..., N, for the optimum
solution. Furthermore, the inequality in (5.28b) should be satisfied with equality by

2
(5.30c). Hence, o7 x*B? + 71 82 — myx? = 0. Using this, we obtain 87 = Uz’;z,fﬂ . Ifwe
b 1

insert this relation into (5.28a), the following unconstrained optimization problem is

obtained, i.e.,

X2

5.31
In;lX A4x4 + A2x2 + Ao ( )

where A4, A2, and AO are defined as follows,
A4 = 0'50'5 + mdy, A2 = 0'3,0'13 + oﬁm + m6y, AO = oﬁm (5.32)

If we take the derivative of the objective function in (5.31) and equate it to zero, we

obtain the equation
Agx’ = Agx (5.33)

One of the critical points that satisfy (5.33) is x = 0 which corresponds to p = 0,
1.e., no energy harvesting. Hence, it results zero SNR as seen from (5.31). The other
critical point is the optimum solution and it is given as follows,
1/4
Ao
== 5.34
x ( A4) (5.34)
Note that we are only interested in the range 0 < x < oo for the critical points since
the objective in (5.31) is a function of x> = p/(1 — p). In this case, the optimum relay
transmit beamformer vector and PS ratio are given as follows,
Vrax* NN CS

* *
W, :ﬁl\pl = hy, ey a—
2(x*)2 + ||y () +1

(5.35)

(5.35) gives the closed-form solution for the PS based protocol. In the following
section, a new SWIPT protocol is presented in order to improve the energy efficiency

as well as the SNR at the destination.
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Figure 5.4: Self-energy recycling assisted PS protocol for WPR.

5.6 Beamforming Optimization for the Self-Energy Recycling Assisted Power
Splitting Protocol

In this section, we propose a new protocol which is based on both conventional power
splitting relaying in [4], [20] and self-energy recycling. The motivation for this uni-
fied framework lies in the fact that the performance of conventional PS protocol falls
behind the self-energy recycling protocol considered in the previous section. In order
to improve PS protocol, we employ the receiving antennas of R in the second phase
different from the conventional protocol. In the conventional PS protocol in [4], R
harvests energy in the first phase only. In this section, we modify the conventional
PS protocol such that S sends an energy signal to R in the second phase as well and
self-energy recycling is taken into account in the design of the transmit beamformer
as shown in Fig. 5.4. In this case, the received signal at the receiving antennas of R

in the second phase is given by

Vr2 =\/Fsthe +H,y; + n,»
=vPsh,x. + \/1 = py/Ps| || [H, woxg + 41 — pHe Wiy + HyoWonp + 0y,

(5.36)
In the following two subsections, we will consider the beamformer design for the
non-optimized and optimum energy-bearing signal, x,, respectively. Non-optimized
energy-bearing signal case leads to a simpler formulation and a single-line optimum
solution can be found. In case of optimized energy-bearing signal, a bisection search
is performed and a near-optimum solution is obtained. While the latter design is ex-

pected to perform better, it has an additional overhead and requires feedback signaling
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from R to S for phase alignment. Note that this overhead is small since it is required

to transfer only a single phase value as the channel varies.

5.6.1 Beamforming Design for the Non-Optimized Energy-Bearing Signal

In this part, we will assume that x, is independent from the information signal x; as

in Section 5.3. The harvested power at R in the second phase is given by
Pya =n| Pl + (1 = p) Pyl I | PIH, Wil + (1 = p)or? [[H,wi |
+ O'bHHrrWtH + N, 0' (5.37)

The total available power for each transmission block is the summation of the har-
vested powers in the first and second phase, which is Pj; + Pp2 where Pj,; is given

in (5.21). Then the SNR maximization problem is formulated as follows,

Py|h|*[h T w,|?
max > W w P’ (5.38a)
We.p 2 WHw 12 o ZpMg Wt d
O'r’llhdw,| +

2
g
st (I1wel> =l Hyw | P) [ Pl I | + 07 +1_bp
o PPAAR + Norsy) + Pelly |+ N
< —

0<p<l (5.38¢c)

(5.38b)

Note that the second term in the numerator of (5.38b) is due to the energy signal
in the second phase as shown in Fig. 5.4. By introducing the optimization variable
w, 2 (Iy, — yHZH,,)!?w, and defining x 2 ,/% as in the previous section, the

problem in (5.38) can be reformulated as follows,

PylIh,|*|hfw, |2
max  ———— al ;[J{j / > (5.39a)
wexr o [hy Wil? + (o )W |2 + o) (x% + 1)

st WP Pl |1® + 07, + o (6 + 1))
< (Pl + Npo? ) + (Pl I[P + NyoZy) (2 + 1) (5.39b)

where Hd is as in (5.9). The problem in (5.39) is similar to the problem in (5.27).

Using the same argument in the previous section, the optimum w, is given in the
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form W, = B1hg/||hy|| where B; > 0. Furthermore, (5.38b) should be satisfied with

(mp+m3)x*+m3

where mq, 1o are as in
O'ZXZ-H'[] ’ 1,72

equality for the optimum solution and thus ﬁf =
(5.29) and 73 2 n(Ps||h,||* + N,O'rzz). Then, we obtain the following unconstrained
optimization problem in terms of x, i.e.,
Byx*>+ B
max 2 0 (5.40)
X C4x4 + C2x2 + C()

where B;, By, C4, C», and Cj are introduced for ease of notation as follows,

B2 =my + 13, B0 = m3 (5.41a)
C4 =30} + (12 + 73)|[hgl )0 (5.41b)
C2 =050} + oim +(7rg+7r3)||hd|| (02, + o) + m3lIhyl [P0y (5.41c)
CO0 O'dm +713||hd|| (0' +0'§ (5.41d)

If we take the derivative of the function in (5.40) and equate it to zero, we obtain the

equation
ByCax® + 2ByCax> + (ByCa — B2Co)x = 0 (5.42)

One of the critical points that satisfy (5.42) is x = 0 which corresponds to p =
0 and hence no energy harvesting in the first phase. This case corresponds to the
conventional self-energy recycling protocol without power splitting. The other critical
point is x = Vr* where r* is the positive root of the second order polynomial B>Cyr?+
2By Cyr +(ByCy — BCy). The only positive root r* exists if (BoCy — B,Cp) < 0. Then,
the optimum solution of (5.40) is x = O or x = Vr* which maximizes the objective

function in (5.40), i.e.,

Byx* + B
* =arg max 42x 5 0 (5.43)
xe{0,Vr*} Cyx* + Cox> +
In this case, the optimum relay transmit beamformer vector and the optimum power
splitting ratio are given as follows,
e \/(ﬂz tm) Pty (y —nHpH) e @)

t 20 +x\2 ’ - *)2
TETTHT (L, — nHAH,)hy ()7 +1

(5.44)

5.6.2 Beamforming Design for the Optimum Energy-Bearing Signal

In this part, we will consider the relay beamformer design for the optimum energy-

= xvejlh}{-]Hrrwt .

bearing signal which is x, In this case, the harvested power in the
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second phase for R is given as

Ppa =i Psllh,|1* + (1 = p)Py| b, | P|[Hywi [+ 24/1 = pPy b, || |0 H, w,|

+ (1= P [ Wl + 03 | Heywil [P + Ny |. (5.45)

SNR maximization problem in terms of w, = (Iy, — anﬁHr,)l/ 2w, and p can be
formulated as follows,

Pyl [0 w2
max TN (5.46a)
W, 0 TH~ o w, o
t O‘r2’1|h21W;|2+ b dl_;) d

st WPl + 07 (1 = p) + 0

< U(Ps”hrllz + Nro'rz,l)p + U(Ps||hr||2 + Nro}%z) + 277Ps||hr|||ﬁfvvt| VIi-p
(5.46b)

0<p<l (5.46¢)

where Hd and Hr are as in (5.9) and (5.14), respectively. Let us express
W, = ZnN;1 Bne’®¥, where B, > 0,n =1, ..., N, and {\Iln}r[l\'i1 is an orthonormal basis
for N1 such that ¥ = hy/|[hy|| and ¥; = (h, — ¥ ¥!'h,)/|[h, — ¥ ¥!'h,||. Then

we have the following result.
Lemma 5.3: The optimum W, for (5.46) is given in the form W, = ;¥ +/,¢/ ‘hf'hy .
Proof: The proof is similar to the one for Lemma 5.2. [

Let us express (5.46) in terms of 1, B> and p as follows,

Ps|h,[1?|hg]|*B7
ﬁmx?xp -~ o2||hg| 2B+ (5:472)
1,92,
0',.2’1||hd||2ﬂ%+—b T

s.t. (B7 + B)|(PslIh|* + 02)(1 = p) + 0}

< (Pl |1* + Noopy) p + n(Psl e ||* + Neoy) + (@11 + @pPa)\1 - p  (5.47b)

0<p<l (5.47¢c)
where a@; = 2nP;|lh,|[|hhgl/|lhgll, @ = 2nP|h||(h'h, — hE ¥ W!h,)/|h, -

¥, Wi, ||.

Note that the closed-form optimum solution of (5.47) is difficult to obtain in its current

form due to the highly coupled variables and the square root function in (5.47b). In the
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following part, we will define new optimization variables and obtain the closed-form
optimum solution for an approximate problem of (5.47). Let us define the following

set of variables for the reformulation of (5.47), i.e.,

Bi2BNT—p Bz Bol-p. (5.48)

Using the newly introduced variables in (5.48), the problem (5.47) can be expressed

as,
51 O
min ——+ = (5.49a)
B.p2.p 1 - P ﬁl
0'2 ~ ~
S.t. (ﬁ'] + 1 b )(? +B§) <mp+n3+a B+ dps (5.49b)
-p
0<p<l1 (5.49¢)

where 61 = o7/(Py|Ih,|[?) and 63 = 2 /(Ps|[h|P[[hgl[?). 72 = n(Ps|Ih, |2 + N,o?))
and 3 = n(Ps|[h,||* + N,07,) are as defined before. &1 = Py|lh||*> + 07|. In
(5.49a), we take the multiplicative inverse of the objective function in (5.47a) for
simplification. Note that it is difficult to obtain a closed-form solution due to the term
on the left side of (5.49b), I(TT’EP. Since 0'5 < 71, it is a safe assumption to ignore this
term for a simpler problem. In this case, the problem in (5.49) can be rewritten after

some arrangements as follows,

min 0L 4% (5.50a)

Bi.B2p l-p ,3%

~ 2 ~ 2
ot (ﬁgl_zj%) +(¢ﬁ—lgz_2j%) A

0<p<l. (5.50¢)

52 4 52

al + a2
— (5.50b)
47‘(1

It can be easily verified that the optimum solution of (5.50) should satisfy the inequal-
ity in (5.50b) with equality. If we assume that it is not the case, then, we can increase
the value of ﬁl until (5.50b) becomes an equality with an improved objective func-
tion. Hence, (5.50b) is an equality for the optimum solution. Furthermore, optimum
EZ should be ﬁ; = 25_7?1 This value minimizes the second term on the left side of
(5.50b) and makes it zero. Note that 8, only appears in this term and the optimum
ﬁ~2 should minimize this term. Otherwise, we can decrease this term and increase ,E]

without violating the constraint in (5.50b) with a decreased objective function which
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is a contradiction. After inserting optimum E; into (5.50b), we obtain the following
equality by (5.50b), i.e.,
2

p - 2 ~ ~) o~

— Ay + sy + a

g ai 1713 1 2
= —pB - - 5.51
p ( ! 7T2'81 2\/7?1772) 47t 5D

If we insert p in (5.51) into the objective function in (5.50a) we obtain the following

optimization problem in terms of El only, i.e.,
5 5

=
;A

(5.52a)

min
Bi P a A7\ (mo+73)+a3+d
_( 7r_2ﬁ1 B 2NA T + 4712
= ~ 2 4 2 2
o~ a dtyms + a5+ a
s.t. 0< (,/—lﬁl -1 ) - 12, (5.52b)
9! 2\ T 47 72

One of the critical points corresponds to p = 0 in (5.51). For this case, let us note

the objective value and the solution as a candidate. This solution will be used later
on for determining the final best solution. For other critical points, o # 0 and (5.52b)
becomes a strict inequality. Hence, Lagrange multiplier corresponding to (5.52b)
becomes O for the other critical points. In this case, we can simply take the derivative
of (5.52a) and equate it to zero. Firstly, define the following parameters for the ease

of notation, i.e.,

7 i 471 (1my + m3) + G + G2
pe R pya QL p . mATIE G (5.53)
V) 27 o 47t )
Now, if we take the derivative of (5.52a) and equate it to zero, we obtain
261D1(D18; = D 26
1D1(D11 2)2 :ﬁTj (5.54)
((01/31 — D,)?> - D3 !
If we rearrange (5.54), we can write (5.54) as quartic equation, i.e.,
EsB} + B3 + ExB3 + E11 + Eg = 0 (5.55)

where E4, E3, E>, Ej and Ej are given as follows,

E; = ng% - 52D4, E; = _nglDZ + 452D?D2, E, = zgzD%(Dg - 3D§) (5563)
Ei = 46,D1Dy(D3 - D3), Eo = —62(D3 — D3)? (5.56b)

Now, we will show that we need only one zero of the quartic equation given in (5.55).
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Lemma 5.4: The quartic function in (5.55) is monotonically increasing in the region

where 0 < p < 1.
Proof: Please see Appendix B.3 for the proof. [

By Lemma 5.4, there is only one zero if it exists inside the feasible region of the
problem. Hence, there is no need to find the other roots of the polynomial in (5.55).
A simple bisection search is presented to find this root in Algorithm 5.1 given below.
In Algorithm 5.1, AY) shows the value of El at the r'* iteration and f @1) = Eétﬁ‘]L +
E3f; + E2B + E1 B + Eo. Note that initial lower and upper bounds are selected such
that p in (5.51) is 0 and 1, respectively. If f(L®) > 0 or f(U?) < 0, the Algorithm
5.1 is not implemented since there is no zero of (5.55) inside the feasible region. In
this case, the only critical point is p = 0 as mentioned before and it is the optimum

solution. We will give the solution for p = 0 case later in this section.

Algorithm 5.1: Bisection Search for Finding the Root of (5.55)

Initialization: Set initial lower and upper bounds as L = (vD; — 1 + D,)/D;
and U = (v/D3 + D,)/Dy, respectively. If f(L©) > 0 or f(U?) < 0, terminate.
Otherwise take the initial 3; as B(IO) = (L +U®)/2. Set the iteration number r « 0.

Repeat
If f(B) <0, set L0 = g7,
Elself f(8) > 0, set U+) = g\,
Else Terminate.

BYH) — (L(r+l) " U(r+l))/2

Setr «—r + 1.

Until convergence criterion is met.

Let ﬁT denote the root of (5.55) inside the region 0 < p < 1. In this case, we obtain
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p' by inserting ,51( into (5.51). At this point, we have obtained the candidate optimum
solution of the approximate problem given in (5.50) using {p", ,FBT} . In order to obtain
a solution to the original problem in (5.47), we can keep p' constant and update 3,
and f3,, respectively. For a given p', the problem in (5.47) can be reformulated in

terms of 81 and 3, as follows,

max. i (5.572)
sit. file)BT + B3) = Lp"B1L = A(pDB2 < falph) (5.57b)

where fi(p), f2(p), f3(p), and f4(p) are the functions defined as follows,

fi(p) £ (P|Iby|* + o7 )(1 = p) + 0 (5.58a)
fp) = aiyl—p, fi(p) =dl-p (5.58b)
falp) = 77(Ps||hr||2 + Nro'rz’l)p + 77(Ps||hr||2 + Nr"}%z) (5.58¢)

Similar to the problem in (5.50), optimum S, minimizes the left side of (5.57b) and
(5.57b) is satisfied with equality. Hence, the optimum £; and S, are given by

. NHEDARD + 00 + £00) + (")

5.59
g 20) (52
t f3(PT) b
2 270 %

{,BT, Ez, p' # 0} is the one candidate solution. The other possible solution corresponds

to the other critical point p = 0. Overall, near-optimum solution of (5.47) is given by

s 5
p* =arg min L4 2 > (5.60a)
peloptt 1 =p D Alor o)+ o)+ ()
1-p) )

R R R e Rl B
_ _

B : = (5.60b)
2fi(p*) 27 2f(p%)
Using (5.60b), near-optimum relay transmit beamformer vector is given by
wr = (Ly, — pHEH,,) 721 + e/ W hawsy), (5.61)

The performance of this near-optimum solution for optimized energy-bearing signal
is compared with the non-optimized case in the simulations in section 5.8. In the

following part, we will investigate the discrete PS ratio.
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5.7 Beamforming Optimization over Discrete Power Splitting Ratio Set

In the previous sections, power splitting ratio, p is assumed to be a continuous vari-
able. In practice, p can be chosen from a discrete set in order to simplify the system
hardware design. In this part, we consider conventional (Fig. 5.3) and the proposed
self-energy recycling assisted power splitting protocol (Fig. 5.4) for the discrete set
of power splitting ratios. We will consider both of the protocols in sequence. Note
that optimum solution is found for all the optimization problems in this section thanks

to the closed-form solutions derived in the previous sections.

5.7.1 Conventional Power Splitting Protocol

Consider the simplified unconstrained optimization problem in (5.31) in terms of x =

) /%. In this case, optimum discrete PS ratio can be simply found as follows,

2
* X
= 5.62
x ag 1)2?]1’); A4x4 + A2x2 + Ag ( a)
(x*)?
* _
TP+ (:620)

where P, is the discrete set whose elements are the corresponding x = /ﬁ for the
discrete PS ratios, p. The optimum beamformer weight vector is obtained by (5.32)

and (5.35) using the optimum discrete x.

5.7.2 Self-Energy Recycling Assisted Power Splitting Protocol for the Non-Optimized
Energy-Bearing Signal

Consider the unconstrained optimization problem given in (5.40) in terms of x only.

Similar to the previous section, optimum discrete PS ratio can be simply found as

follows,
x* = arg max Byx” + By (5.63a)
xeP,  Cax*+ Cox? + C
(x*)?
* _
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The optimum beamformer weight vector is obtained by (5.41) and (5.44) using the

optimum discrete x.

5.7.3 Self-Energy Recycling Assisted Power Splitting Protocol for the Opti-

mum Energy-Bearing Signal

Given the discrete PS ratio, we can solve (5.57a-b) and choose the best discrete p
which results the best objective function given in (5.60a). Hence, optimum discrete

PS ratio can be found as

5
p* = arg min + 2 2 (5.64)
pePy 1= p VA S+ 20+ 2 (o) fo(p)
(1-p) 70

where P, is the set of discrete PS ratios. The optimum beamformer weight vector is
obtained by (5.60b) and (5.61) using the optimum discrete p. Note that the optimum
discrete PS ratios in (5.62), (5.63), and (5.64) can be found by only evaluating the

corresponding equations for a finite set of p € P, values.

5.8 Simulation Results

In this section, the SNR performance of the proposed beamformers is evaluated for
the considered protocols. In the simulations, the parameters are selected as follows.
We set all the noise powers as 0'21 = 0'22 = O'Z = 0'5 = —110 dBW. The energy
harvesting efficiency is n = 0.7. Rayleigh fading is assumed for all the channels, i.e.,
h,, H,,, and h;. Unless otherwise stated, the number of transmitting and receiving
antennas of R are N, = 4 and N, = 4, respectively. Source power is Py = 0 dBW. In
addition, the path loss, PL, for the channels h, (S-R), h; (R-D), and the loop channel
H,, are PL,, = 60dB, PL;,, = 60 dB, and PLy,, = 15 dB, respectively. In the figures,
each point represents the average of randomly generated 1000 channel realizations.
In order to obtain bounded solution, 1000 channels for which Q = Iy, — nHﬁHrr is

positive definite are considered. Note that if Q is not positive definite, unbounded

solution is also obtained for the SDP problem proposed in [4]].

In the following figures, destination SNR, SNR; is presented for different system
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parameters. In the labels, SE-N stands for the optimum closed-form solution given in
(5.11) for the self-energy recycling problem in [4] and (5.8). Note that this protocol is
based on non-optimized energy-bearing signal. SE-N (SDP) is the solution obtained
by the numerical SDP solver as proposed in [4]. The performances of these two
methods are exactly the same in all the scenarios verifying that the relay beamformer
in (5.11) is the optimum solution of the problem in (5.8). The main advantage of
the proposed closed-form beamformer, SE-N, is that it does not require a numerical
solver to give the optimum result. SE-O corresponds to the closed-form solution
in (5.18) derived for the optimized energy-bearing signal. PS-CON is the optimum
solution for conventional power splitting protocol which is given in (5.35). PS-SE-
N and PS-SE-O are the solutions in (5.44) and (5.61), respectively corresponding to
the self-energy recycling assisted power splitting protocols with non-optimized and
optimized energy signals. The PS ratio sets for the discrete optimization problems in
Section 5.7 are taken as P, = {0,1/R,2/R, ..., 1 — 1/R} where R is the cardinality of
the set P, and the PS ratios are the endpoints of R uniform intervals of 0-1. In the

figures, R is given as the level number inside the parentheses.

In Fig. 5.5, SNR; is plotted in terms of the source power, P;. As expected, SNR in-
creases with P for all the methods and SE-N and SE-N (SDP) give the same result. In
accordance with [4], PS-CON performs slightly worse, i.e, there is an approximately
0.5 dB gap between SE-N and PS-CON. When phase alignment is used to obtain op-
timum energy signal, harvested power is maximized and 1.6 dB SNR improvement
is obtained for SE-O in comparison to SE-N. When we look at the performance of
the newly proposed self-energy recycling assisted power splitting protocol, it is ob-
served that up to 3 dB and 2.4 dB SNR gain is possible for PS-SE-N and PS-SE-O
compared to SE-N and SE-O, respectively showing the effectiveness of this unified
framework. The reason for this can be easily explained as follows. Power splitting
option in the first phase allows for more energy harvesting compared to the conven-
tional self-energy recycling protocol. The special case p = 0 for PS-SE corresponds

to SE. This shows that the feasible region is enlarged by the new protocol.

In Fig. 5.6, the same results for PS-CON, PS-SE-N, and PS-SE-O are repeated with
their discrete counterparts. We use R = 4 and R = 8 levels for the discrete PS ratio

set. The difference between continuous and 4 level discrete case is 1.2 dB for PS-
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CON, and it is only about 0.5 dB for the PS-SE. When we increase R to 8, the gap
becomes smaller and this shows that choosing PS ratio from a finite set is a quite

effective approach.

15| —SE-N
SE-N (SDP)

= SE-O

10| =~PS-CON

-=-PS-SE-N

-4-PS-SE-O

-20 -15 -10 -5 0 5 10
SOURCE POWER, PS (dBW)

Figure 5.5: Destination SNR versus source power, P;.

In Fig. 5.7, path loss for the self-energy recycling loop channel H,, is changed from
10 dB to 20 dB in 2 dB steps. As expected, PS-CON is not affected by this change
since it does not consider loop channel in designing beamformer. As an important
observation, when path loss is 10 dB, both SE-O and PS-SE-O drastically outperform
the other methods. This is due to the fact that increase in the norm of H,, boosts the
effect of phase-adjusted optimized energy-bearing signal. Since, loop channel is very
strong, energy need is met from self-energy recycling in PS-SE-O protocol and PS
coefficient p can be selected near O in order to amplify the information signal. In this
case, we expect PS-SE-O and SE-O perform nearly the same since the case p = 0
in PS-SE-O corresponds to SE-O. As path loss increases, this effect decreases and
the gap between the protocols with non-optimized and optimized energy signal also

decreases.

In Fig. 5.8, the same results for PS-CON and PS-SE-N and PS-SE-O are repeated
with their discrete counterparts. The results are similar to Fig. 5.6. The SNR gap

between continuous and discrete designs is higher for PS-CON in comparison to the
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Figure 5.6: Destination SNR versus source power, P; for discrete PS ratio design.

others. When we increase R from 4 to 8, the performance of the discrete design

approaches to its continuous counterpart.

In Fig. 5.9, we vary the path loss for h,. As the path loss increases, SNR for all
the methods decreases accordingly. Similar to the previous scenarios, the proposed

PS-SE protocol outperforms the existing protocols.

In Fig. 5.10, we repeat the previous experiment by changing the path loss for hy.
As it can be seen from Fig. 5.10, we obtain a similar SNR characteristics with the
Fig. 5.9. SNR degrades nearly at the same proportion as the path loss increases.
Hence, we conclude that the channel between the source-relay and relay-destination

have similar effect on the performance.

In Fig. 5.11, the number of transmitting antennas at R, »,, is varied while the other
parameters are kept constant. Increasing N; enhances spatial diversity and as a result,
the performance of relay transmit beamformer improves yielding greater SNR. The
main difference in Fig. 5.11 in comparison to Fig. 5.5 is that SE-O outperforms PS-
SE-N for high values of N;. This result is due to the fact that increasing the number of
transmitting antennas strengthens the loop channel H,, and this leads to an increase in

energy harvesting as well as relay transmitted power. Note that the effect of optimized
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Figure 5.7: Destination SNR versus path loss for H,,.

energy signal becomes more dominant. An important observation in Fig. 5.10 is the
SNR gain obtained by the PS-SE which reaches up to 3 dB in comparison to the other

protocols.

In Fig. 5.12, we vary the number of receiving antennas, N, and obtain a slightly
different characteristics from Fig. 5.11. Now, SE-O always results less SNR com-
pared to PS-SE-N similar to Fig. 5.5 and different from Fig. 5.11. However, the
gap between them decreases as N, increases verifying the boosting effect of the op-
timized energy signal. Different from Fig. 5.11, the performance gap between SE-N
and PS-CON increases significantly with increase in N,, reaching 2.4 dB difference
at N, = 16. This results from the fact that in PS-CON, only a portion of the source
signal received at the NV, antennas of R can be used whereas all the source energy
signal is harvested in SE. The gap between these two protocols become visible as the

number of energy harvesting units, i.e N,, increases.

5.9 Conclusion

In this chapter, relay transmit beamformer design is considered in order to maximize

SNR at the destination node under the transmission power constraint for wireless-
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Figure 5.8: Destination SNR versus path loss for H,, for discrete PS ratio design.

powered full-duplex relaying. The relay has multiple transmit and receive antennas.
Two conventional amplify-and-forward based WPR protocols are investigated and op-
timum closed-form solutions for the relay transmit beamformers as well as the power
splitting ratios are presented. Furthermore, a new protocol is proposed to improve
the efficiency and SNR performance. The first protocol is a self-energy recycling
protocol while the second one is a PS based protocol. The third protocol is both
a self-energy recycling and PS one which allows energy harvesting in two phases.
For the first protocol, the optimum closed-form solutions are derived for two beam-
former design problems. These two problems correspond to the non-optimized and
optimized energy-bearing signals from the source. It is shown that significant SNR
improvement can be achieved in case of optimized energy-bearing signal. Conven-
tional PS protocol is considered as a second protocol and the joint optimization of the
relay transmit beamformer and PS ratio is considered. The optimum closed-form so-
lution is derived. It is shown that self-energy recycling protocol performs better than
conventional PS protocol for the destination SNR. The third protocol considered in
this chapter unifies the self-energy recycling and PS protocols in order to improve effi-
ciency and destination SNR. This self-energy recycling assisted PS protocol achieves
significantly higher SNR reaching up to 3 dB in comparison to the previous two pro-

tocols. For the power splitting based protocols, the optimum solution is presented and

98



A
35 —SE-N
® SE-N (SDP)
30 =*-SE-O
=+PS-CON
25 L -2 PS-SE-N
-#-PS-SE-O
20
o
o 15
[0
Z 10+
)]
5 |-
O |-
5+
-10 | | |
30 40 50 60 70

PATH LOSS FOR h_(dB)

Figure 5.9: Destination SNR versus path loss for h,.

the simulation results indicate that the performance of the discrete design is close to

the continuous one for most of the scenarios.
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CHAPTER 6

JOINT SOURCE POWER ALLOCATION AND RELAY BEAMFORMER
DESIGN FOR WIRELESS-POWERED RELAYING WITH SELF-ENERGY
RECYCLING

This chapter considers a wireless-powered relaying system where the multiple-antenna
relay amplifies and forwards the information signal of the source node to the desti-
nation. Relay uses both the dedicated energy signal sent from the source and its
own transmitted signal as an energy source. This self-energy recycling protocol is
investigated using equal power allocation between the information and energy trans-
mission phases of the source in the literature. In this chapter, we propose the joint
power allocation optimization with relay transmit beamformer in order to improve
the performance. Two optimization problems, namely signal-to-noise ratio (SNR)
maximization and quality-of-service (QoS)-aware design are considered. The joint
optimum solution for the former problem is presented while using an approximation,
a near-optimum joint solution is obtained for the latter problem. Simulation results
show that the proposed method achieves 3 dB higher SNR at the destination com-
pared to equal power allocation. For QoS-aware problem, the required power by the
relay’s own battery is decreased by 2 for the proposed method. An improvement by

2 is obtained for power saving in comparison to the equal power allocation strategy.

6.1 Related Works and Contributions

In [19]], a new wireless powered relaying (WPR) protocol based on self-energy recy-
cling is proposed in order to take advantage of self-interference different from power

splitting (PS) and time swithcing (TS) protocols. In the first phase of this protocol,
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source node transmits the information symbol to the relay and relay amplifies and
forwards this signal to the destination in the second phase. For this purpose, it uses
beamforming with the help of multiple transmit antennas. In the second phase, source
sends an energy signal to assist the relay and relay also uses a part of its transmitted
signal as an energy source with its receiving antenna. Since information transfer and

energy reception occur in the same phase, this protocol belongs to full-duplex WPR.

In [19], the optimization problem in terms of relay transmit beamformer is formu-
lated to maximize destination signal-to-noise ratio (SNR) subject to the constraint
that transmission power of the relay cannot exceed its harvested power. In the first
phase, only the single receiving antenna is used for information reception while the
remaining antennas of the relay are idle. In [21] and [62]], this system is modified such
that all antennas are used in the first phase for a more efficient system. Furthermore,
transmission power limit is not considered in [19]. [21] included this constraint for
the quality-of-service (QoS)-aware problem to be more practical. In SNR maximiza-
tion, the transmission power of the relay is constrained to be less than the harvested
power. However, this is a strict condition when the desired SNR of the destination
is greater than the one that can be supplied by the harvested power. In QoS-aware
design, the objective that is minimized is the difference between the transmitted and
the harvested power. Hence, the amount of the required power by the relay’s own
battery is minimized. This allows one to find solutions for cases which require more
power than the harvested and this becomes an important difference between the SNR

maximization and QoS-aware design problems.

In all the above works and similar ones in [4], [22], [S9], [62], it is assumed that equal
power is used for information and energy transfer at the source side. As a more power
efficient approach, power allocation optimization can be realized [S5], [63], [64] in
addition to relay transmit beamformer. In [63]], power allocation between information
and energy transfer phases is considered for self-energy recycling assisted full-duplex
relaying. In this work, beamforming optimization is not taken into account since there
is only one transmitting antenna at the relay. Furthermore, only SNR maximization
is considered. In this chapter, we jointly optimize the relay transmit beamformer
and power division parameter for both SNR maximization and QoS-aware design

problem. The problem formulations for both of the problems are simplified in an
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equivalent manner in order to obtain the optimum solution. Karush Kuhn Tucker
(KKT) conditions are obtained to better analyze the problems via several lemmas.
For the SNR maximization problem, the joint optimum solution is derived. For the
QoS-aware problem, an approximation is needed for some of the KKT conditions and
a near-optimum joint solution is found. Simulation results verify the effectiveness of
the proposed methods compared to equal power allocation scheme. The proposed
method achieves 3 dB SNR improvement for the SNR maximization problem. For
the QoS-aware problem, the required power of the relay’s own battery is decreased

by 2. Furthermore, additional power savings are achieved.

6.2 System Model

Fig. 6.1 shows a wireless-powered relaying system where source node S transmits
information to the destination node D through the relay node R [[19]. S and R are
equipped with M and N + 1 antennas, respectively whereas D has a single antenna. In
[19], a two-phase amplify-and-forward (AF) protocol is proposed for this wireless-
powered relaying system. If 7 denotes the total transmission time, information signal
is transmitted from S to R in the first 7/2 sec. In this phase, single receiving antenna
of R shown on the left side in Fig. 6.1 is used for information reception while all the
antennas of S are used for transmission. In [21] and [62] this protocol is improved
by employing all the antennas at R for information reception. In this chapter, we will

adapt this modified protocol.

In the second phase with duration 7'/2 sec., N transmitting antennas of R are used for
information forwarding to D while the remaining single antenna harvests energy from
the dedicated energy signal sent from S and self-energy recycling via loop channel f.
In the proposed protocol [19], equal power is allocated at S for both information
and power transfer. In this chapter, we generalize this protocol by introducing a
power division parameter, 0 < @ < 1, to be designed together with relay transmit
beamformer vector to increase the performance of the system. In this chapter, the
improved protocol and the joint design of power division parameter and the relay

transmit beamformer will be considered in detail.
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Figure 6.1: System model and self-energy recycling based wireless-powered relaying

protocol with power allocation.

Let H € CY*(V+1) be the baseband equivalent channel from S to R. Assuming that
H is known at S and R, the optimum transmit and receive beamformers are the left
and right singular vectors corresponding to the largest singular value of H, i.e., Ag,
respectively. After receive beamforming, the information symbol received at R in the

first phase is given by

Yr1= VPsa/les,l + 1y (61)

where P; denotes the total transmission power of S during two phases. 0 < @ < 1 is
the portion of P for the first phase as shown in Fig. 6.1. x;; is the information symbol
sent by S and it is assumed to have unit average power without loss of generality. n,
is circularly-symmetric complex Gaussian noise at the receiver of R in the first phase

with zero mean and (7,2 variance, i.e., n,1 ~ CN(0, 0,2).

In the second phase, the received signal in (6.1) is amplified and forwarded to D
by N transmitting antennas of R with beamforming relay vector v, € C¥*!. The

transmitted signal from R is given in vector form as follows,
Ye=ViYra = vir( VPsadgxs) + nr,l) (6.2)
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Assuming that n, | is independent from the information symbol x; ;, the transmission

power of R, i.e. P, is given by,
P, = |Iv/|I*(Psady; + 07) (6.3)

If g € CV*! denotes the channel from the transmitting antennas of R to D, the received

signal at D in the second phase is given by,

va = gy + ng = gV, (VPsadyx;1 + ne1) + ng (6.4)

where ng; ~ CN(O, 0'5) is the circularly symmetric complex Gaussian noise at the
receiver of D. Assuming that n, is independent from the information symbol and
n,1, the received signal-to-noise ratio (SNR) is given by,

P A% alglv,|?

2

SNR; =
o2lghv, P+ o7

(6.5)

While the information is being forwarded from the transmitting antennas of R to D,
energy harvesting is done at the single antenna of R in the second phase. For this
purpose, an energy-bearing signal is sent from S to R. In addition, a portion of y,
is used as an energy source due to self-energy recycling. Let h € CM*! denote the
channel from S to the energy harvesting antenna of R. In this case, the optimum
transmit beamformer vector is mh/ [|h|| [19]. If the channel between N
transmitting and energy harvesting antennas of R is denoted by f € CV*!, the received

signal at R is expressed as,

yr2 = VPs(1 = @)[|h||xs2 + 7y, + n, 5

= \/FS ||h|| V1 — axsn + /lH\/afHers,l + fHvrnr,l + Ny (66)

where x> denotes the unit power symbol sent from S for energy harvesting. Let us
neglect the harvested energy from the noise terms n,; and n,, in accordance with
[19]. As shown in [19], the harvested power is maximized when x;» = xs,lej vy 1
this case, the harvested power at R can be given by,

2
Py =nPs||h]|V1 - a + AgVa|fv,| (6.7)

where 0 < n < 1 denotes the energy harvesting efficiency at R. In [19], SNR maxi-

mization problem is considered where the aim is to maximize the received SNR at D
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under the constraint that transmission power is below the harvested power. In [21],
QoS-aware design problem is elaborated where the power used by the relay’s own
battery is minimized under SNR and transmission power limits constraints. In both
works, equal power allocation between two phases at S is assumed. In this chap-
ter, we will study both the SNR maximization and QoS-aware optimization problems
with the transmission power limit constraint for the joint power allocation and beam-
former design. Hence, in this chapter a more general outline is followed and solutions

are presented for the aforementioned problems.

6.3 SNR Maximization

As in [19], our target is to maximize the received SNR of D such that P, does not ex-
ceed the harvested power at R for a given P,. Note that we also include the constraint
for transmission power limit, P,,,, at R which is a practical consideration different
from [19]. In addition to the design of relay beamformer, v,, in [19], we also con-
sider the optimization of power allocation at S between the two transmission phases
by keeping « as a variable. The optimization problem for this design objective can be

written as follows,

algfv,|? (6.52)
v oPlghv 2 + o} '
2
s.t. VAP (Psadd + 02) < nP||Ih][V1 = a + Agvalffy,| (6.8b)
||Vr||2(Psa'/l%-1 + O'rz) < Puax (6.8¢)
O<a<l (6.8d)

where constant term Ps/lfi is removed in the numerator of (6.8a) for simplicity. In
the following, we propose certain lemmas and transformations to solve the problem

in (6.8).

Let us express the relay beamformer vector as v, = quv:l Bnel?¥, where 8, > 0,

n=1,.,N and {¥,}" is an orthonormal basis for CN*1 such that ¥ = @ and
£ W . i
v, = Hf—‘I'i—‘I'leH Then, the following Lemma presents the form of optimum relay
1

beamformer.
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Lemma 6.1: The optimum relay beamformer vector, v, for the problem (6.8) is given

by the form v} = g, ¥, + ﬁzej‘ng\Ilz, where §; > 0 and 3, > 0.
Proof': The proof is similar to the one in [21]. [ |

Using Lemma 6.1, the problem in (6.8) can be expressed in an equivalent manner in

terms of B1, B, and « as follows,

ollgll’B;

max (6.9a)
prha o||gl|?B] + o

2
sit. (B2 + BH(Psaldy + o) < nP||h[|VT —a + Agva(c1fi + 282)|  (6.9b)
(82 + B3)(Psa@d?, + 02) < Prax (6.9¢)
O<a<l (6.9d)
il O i O0 2if

[If- e
and ¢, are real and nonnegative. Hence, optimum S; and B, for (6.9) should be

where ¢; = |f7%¥;| = |fg|/||g|| and c; = AW, = Note that ¢;
nonnegative in order to maximize SNR in (6.9a). This result can be easily obtained
by contradiction. Assume that this case is not valid, i.e., at least one of 5; and S, is
negative. In this case, the right side of (6.9b) can be increased by changing the sign
of B1 and 3, to positive. In this way, we enlarge the feasible region of the problem
and (6.9a) can possibly be increased. Hence, the optimum solution should satisfy
B1 > 0and B, > 0 for (6.9). This is the reason why we do not include nonnegativity

as separate constraints in (6.9) for simplicity.
For a, there are two main cases to be evaluated.

Case 1: Assume that the inequality in (6.9d) is satisfied with an equality, i.e., @ = 1.

In this case, the problem in (6.9) can be reformulated as follows,

max 6.10a

B1.B2 A ( )
2 2 2 2 2 2

s.t. (Psdy +o7)(By + B5) < nPsAg(c1f1 + c252) (6.10b)

(Ps/g-] + 0-1'2)(5% + ﬁ%) < Pmax (6100)

The solution of this problem constitutes a candidate optimum solution for the problem

(6.9a-d). KKT necessary optimality conditions for the problem in (6.10a-c) are given
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by
1=2 P2 2 _ pA2nc? P12 2 P12 2
=21 (Ps HTO; 5/1H7701),81 s H77C1C2ﬁ2 + 2po( s/lH+(Tr)[J’1 (6.11a)

0=2u ((Ps/bzq + 07 = PoA3ne;)pa — Ps/l%-ﬂ]ClQﬁl) +2p2(Ps A3y + 07)B2 (6.11b)

U >0, >0 (6.11c)
1 ((Psﬂ%, + 07)(B} + B3) — nPsAg(c1 B + 02,32)2) =0 (6.11d)
uz(amé + )BT+ B3) - Pmax) =0 (6.11e)
(6.10b)-(6.10c) (6.11f)

where u; and pp are the Lagrange multipliers corresponding to the inequality con-
straints in (6.10b) and (6.10c), respectively. Now, we will consider four sub-cases

according to the values of u; and u; in sequel.

Case la: puy =0, up =0.

This case results a contradiction in (6.11a). Hence, this case cannot happen.

Case 1b: uy =0, up > 0.
In this case by (6.11b), we obtain, 8, = 0. Furthermore, (6.10c) should be satisfied
with equality by (6.11e). Hence, we obtain

Pmax
:/————, =0. 6.13
Bi P2+ o2 B2 (6.13)

If (6.13) satisfies the inequality in (6.10b), it constitutes a candidate optimum solution.

Case Ic: uy > 0, up = 0.
In this case by (6.11b), we obtain

Psxlfinclcz

= 1
PS/I%I + a',2 — Ps/llzqnc%

B>

(6.14)

By (6.11d), (6.10b) is satisfied with equality for this solution. If we insert (6.14)
into the equality in (6.11d), we obtain 81 = 0 which results zero SNR. Hence, we

eliminate this case.

Case 1d: u; > 0, uy > 0.
In this case, both (6.10b) and (6.10c) are satisfied with equality. If ¢; = 0, ¢; cannot
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be zero since ¢; = |fAW¥|, ¢ = fAW,, and (,‘2 + c2 = ||f||>. Hence, we obtain

Pr = \[sinsr and f =[5 wes — G by (6.11dwe). I nci Podyy 2 Podpy + 07

this is a candidate solution for the case ¢; = 0.

If ¢, > 0, we obtain by (6.11d-e)

Pmax
- Ly (6.15)

Fr = 77P/12 2 o

If we insert (6.15) into the equality in (6.11e), we obtain the following quadratic

equation, i.e.,

2 2
2 2 cl +CZ 2 2 2C1 Pmax
(Ps/lH"‘O-r) C% ﬁ1_(Ps/11-1 ) Wﬁ
(P, A2 2)M—P =0 6.16
+ N H+0-r nPs/lzcz max — ( . )
H2

Let ,8 and ,812 be the roots of the quadratic equation in (6.16). For each positive root,
we can find the corresponding £, as in (6.15). If the resulting 5, < 0, we eliminate

that solution. Otherwise, it is a candidate optimum solution.
Now, let us consider the second main case where 0 < @ < 1 in the following part.

Case 2: In this case, @ < 1 and the Lagrange multiplier corresponding to the con-
straint in (6.9d) is zero by complementary slackness. The candidate solution corre-
sponding to this case can be found by solving (6.9a-c) and checking whether the solu-
tion satisfies (6.9d) or not. In order to simplify the problem, let us define Bl 2 \ap,
52 £ \apB,, and x £ V1 = a. Then, (6.9a-c) can be reformulated as follows,

min — 4 (6.172)
prpox 1= 22 ||g| 23
2
(dl + )(/32 +33) < (dax + dafBy + dufn)? (6.17b)
o7 \oam . w2
di+ 77— |(Bi + B2) < Poa (6.17¢)

where we take the multiplicative inverse of (6.9a) and obtain a minimization problem.
di = P22, dr 2 \Ps||h||, d3 £ VnPAgcy, and ds £ VnPAgc, are defined for
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ease of notation. KKT conditions for (6.17a-c) are given as follows,

20’5 0'2 - ~ ~ ’,2 ~
T = 2#1((611 1 xz)ﬂl — d3(dyx + d3fp1 + d4,32)) + 2 (dh + = xz)ﬁl
(6.18a)
o? o2
0=2w ((a’1 1 ),32 — du(dox + daf31 + d4,32)) + 240 (dy + = )ﬂz (6.18b)
207x (B} + B3)o}x (,32+,3)0rx
m = 2u1da(dox + d3fy + dafr) — 2#121_—;)2 - 2#2ﬁ
(6.18¢)
120, =0 (6.184)
2
1 ((dl + — )(ﬁ? +B3) — (dox + d3f31 + d432)2) =0 (6.18€)
((dl T )(ﬁ2 +53) - Pmax) =0 (6.18f)
(6.17b)-(6.17¢) (6.18g)

where p; and pp are the Lagrange multipliers corresponding to the inequalities in
(6.17b) and (6.17c), respectively. According to the values of u; and up, we will

consider four sub-cases similar to the previous part.

Case 2a: py =0, up = 0.

This case makes a contradiction for (6.18a) and thus it is not possible.

Case 2b: uy =0, up > 0.
In this case, we obtain x = 0 by (6.18c). x = 0 corresponds to @ = 1 and this case is

considered in Case 1.

Case 2c: uy > 0, up = 0.
Now, (6.17b) is satisfied with equality by (6.18e). In addition, if d4 > 0, we obtain
the following relation by (6.18b), i.e.,

< ~ dl + i
dox + d3f1 + dafpr = ——— . (6.19)

If we insert right side of (6.19) into the equality in (6.18e), we obtain

0'22
(dy +1x2) .

(dy + e B2 = (6.20)

1— )(ﬁ] +:82)_
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By (6.20), we obtain

 Jdi-d S
B = & Ba. (6.21)
If we insert (6.21) into (6.19) we obtain
~ drd.
B = — . (6.22)
di _dd% + I(I;Z — d3+/d} —df + 13(2

If we insert (6.21) and (6.22) into the objective function in (6.17a), we obtain the

following unconstrained optimization problem, i.e.,

2
2 | 2 7
o2 O'd( dl_d4+:7_d3)

i r _+ 6.23
0exl 1— 12 llgl2d2x2 (23

Let us find the minimizer of the function in (6.23) and check whether it satisfies

0 < x < 1 or not. In order to simplify the derivative operation, let us define y =

\di - d‘% + :iz and express (6.23) in terms of y as follows,

L, o —d3) (P —di+d))
min y~ + 2 72(+,2 2 2
y llgll=d5(y* — di + dj — o7)

(6.24)

If we equate the derivative of the function in (6.24) to zero, we obtain

o2 (4y* = 6d3y? + 2(ds + d2 — dy)y + 2d3(dy — d3)) (y* — di + df — 0F)

2y +
" el (2 —di+d— 2P
_oq (- 2dy’ + (d + df — d)y? + 2d5(di — dp)y + di(df — ) 0
\lgl|?d; (2 —di +di — 0F)?
(6.25)

If we rearrange the terms in (6.25), we obtain the following fifth order polynomial,

i.e.,

Asy’ + Ayt + A3y + Asy? + Ajy + Ag =0 (6.26)
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where As, A4, A3z, Ay, A1, and Ag are defined for ease of notation as follows

o2 ~d302 2(dy — d? + 0?%)o?
As=1+—4— Ay=—2L Ay=-2d -d;+07) - .
|Ig[1°d; |Igl1°d; |gl1°d;
(6.27a)
(3d3(d1 —di +0}) - ds(d) - dg))ag
A = , (6.27b)
|lgl1>d3
(d§(d1 —d}) = (d5 + df — di)(dy — d} + 07) |0
Al =(dy —d? + 02+ , (6.27¢)
* R
~ds(dy — d?)(dy — d* + 7?72
- 3(di — diy)(dy - dj ) a 627d)

2
|lgl>dy

After finding the positive roots of (6.26), we can determine each candidate x using
y2—di+d; -0}

the relation x = R

. We note the corresponding solution as a candidate

for each positive root if it satisfies 0 < x < 1, 8> > 0 in (6.22) and the constraint in

(6.17¢).

If dy = 0, we obtain 8> = 0 by (6.18b). Then, we obtain 8; = d;xz by (6.18e).

\Jdi+ s —ds

If we insert this 31 into (6.17a), we obtain the same optimization problem in (6.23)

with dy = 0. For each positive root of (6.26), we note the corresponding solution as a

candidate if it satisfies 0 < x < 1, 8 = sz > 0 and the constraint in (6.17¢).

Ir
di+ .2 —ds

Case 2d: uy > 0, up > 0.
In this case, both (6.17b) and (6.17c¢) are satisfied with equality. Hence, by subtracting

one of the equalities from the other, we obtain

~ AP — - dif3
B> = max CCZX d3 B (6.28)

Here, we have assumed that dy > 0. If dy = 0, B> = 0 by (6.18b). Continuing with
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dy > 0, if we insert (6.28) into the equality in (6.18f), we obtain,

VPoax — dox — dsf31)?
(m + )(/31 (Ve dix ) ) = Pax (6.292)
(dl + 1— )((d2 + dz)lgl + 2d3(d2x -V max)ﬂl + (d2x Y max)z)
~ Poaxds = 0 (6.29b)
~ drx — VP 2 Pmaxd2
Tl 3d2(d2x— VPuax)Br + (& e +d’;wx> - - 2 =0
3774 3774 (dl + l‘f;z)(dg +d3)
(6.29¢)
N d 2 dX(drx — \Prar)? Praxds
[+ st VP + a . L ~0
3774 37T (d1 + )(d2 d3)
(6.29d)
2
~ 2 D4
,31 + DIX - D2 + D3(D1x - Dz) - = 0 (6296)
d1 + :—rz
where D, D,, D3, D, are defined for ease of notation, i.e.,
drd VP axd dy Ppaxdy
12T, Dy MRS pya 2 py e ot (6.30)
d; +d; d; + dj d; (d5 +dy)

Note that (6.29¢) is also valid for dy = 0, i.e., VPyax — dox — d3,51 = 0 by (6.18e-f)
with 8> = 0. By (6.29¢) we obtain S as follows,

- D
B = J —4 — D3(D1x — D2)?> = (Dyx — D») (6.31)
d1 +

If we insert (6.31) into the Ob]CCthC function in (6.17a), we obtain the following

optimization problem in terms of x only as follows,
min —2 + d (6.32)

0<x<1 1 —x2 = 2
||g||2(\/ - — D3(D1x — D2)*> — (D1 x — Dz))
d1+ﬁ

First, let us find the minimizer of the above function in (6.32) ignoring 0 < x < 1. If

the solution satisfies 0 < x < 1, then it is the optimum solution of (6.32). Otherwise,

boundary point x = 0 should be considered which is already analyzed in Case 1. Let

us take the derivative of the function in (6.32) and equate it to zero, i.e.,
202 x 20 5 J1(x)

=227 liglPfe)

flx) = (6.33)
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where fi(x) = Di  _ Dy(Dyx — D;)2—(Dyx—= D) is defined for ease of notation
di+ 0,2

1-x

and the derivative of it is given by

2

D, T
1-x2)2
— U= — Dy D3(D1x — D»)

(d1+|i:2)
\/ Pi — Dy(Dyx - Dy)?

di+-Z
! 1-x2

fix) = - Dy (6.34)

Now, we will show that f(x) is monotonically increasing in the region of interest in

Lemma 6.2.

Lemma 6.2: f(x) is monotonically increasing in the region specified by 8; > 0 and

0<x<l.
Proof: Proof can be found in Appendix C.1. [ |

By Lemma 6.2, we can find the zeros of f(x) inside the region of interest by using
bisection search as outlined in Algorithm 6.1. Note that D;x — D, is negative inside
the region specified by 8; > 0 and 8, > 0 by (6.28) using the definitions in (6.30).
Hence, upper bound for x is given as min {1, %}. When Dix — D, < 0, we see that

B) is real and positive if —2~ — D3(Djx — D»)? > 0 by (6.31). In order to find the

dy+-2~
1 1-x2

intervals in which this function is nonnegative, let us find its zeros, i.e.,

D
—  _Dy(Dix-Dy? =0 (6.35)

gy
dy + —2

If we rearrange the terms in (6.35), we obtain the following quartic equation, i.e.,

—D%D3d1x4 + 2D1D2D3d1 x3 + (D12D3(d1 + O',.z) — D%D3d1 + D4)x2
~2D1DyD5(dy + 0F)x + D3D3(d; + 07) — Dy = 0 (6.36)
At this point, the intervals, in which the function in (6.35) is nonnegative, are chosen

for bisection search in order to obtain candidate solutions by considering the sign of

f(x) at the end points of the intervals.

Algorithm 6.1: Bisection Search for Finding the Zeros of f(x)
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Initialization: Find the real and nonnegative roots of the quartic equation in (6.36)
which are less than min {1, g—f}. Choose the interval between the roots such that the
function in (6.35) is nonnegative and f(x) is nonpositive and nonnegative at the left
and right endpoints, respectively. If there is no such an interval, terminate. If it exists,
for each interval, set initial lower and upper bounds, L and UO, as the left and right
endpoints, respectively. Take the initial x as x©) = (L© + U©)/2. Set the iteration
number i « 0.

Repeat
If f(x®) <0, set LEtD) = x,
ElseIf f(x®) > 0, set U+ = x(),
Else Terminate.

K+ = (LD 4 gDy

Seti —1i+1.

Until convergence criterion is met.

Note the corresponding solutions as candidate for each zero found by Algorithm 6.1.

Let us construct the set S whose elements are the candidate {f3;, 8>, @} given in Case
(1a-1d) and Case (2a-2d). Note that ,8~1, BZ and x found in Cases (2a-2d) are converted
B1, B2, and « in constructing the set 8. If & # (), then the optimum solution of (6.9) is

obtained as follows,

allel252
{By.B5,a*} =arg ma 18ll"A1

X ) (6.37)
{B1.B2.}€8 O-r2||g||ZB]2 + 0'5

Using (6.37), optimum beamformer v for the problem in (6.8) is obtained by Lemma

* _ px * j/f7
6.1 as vy = BT + Bye/ 7 8.
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6.4 QoS-Aware Design Problem

QoS-aware design for the considered self-energy recycling protocol is considered
for the optimization of only relay beamformer in [21]. In this chapter, we consider
the joint design of power allocation and relay beamforming weight vector. In this
problem, the aim is to minimize the relay transmission power used by the relay’s
own battery, P, — Pp, such that the SNR requirement at D and maximum power limit

constraint at R are satisfied. The addressed optimization problem can be written as

follows,
2

min ||V, [[(Psady; + 07) = 0Py |Ih][V1 = o + A Valfv,| (6.38a)

P A%algtv,|?
.1 > 6.38b
gl va? (6350
1V, |2(Ps@d?, + 02) < Prax (6.38¢)
O<a<l (6.38d)

where v is the target SNR at D. Let us express the relay beamformer vector as v, =
SN Bue/® ¥, where B, > 0,n = 1,..,N and {¥,}" | is an orthonormal basis for

-, wHf
CN*1 guch that ¥, = ﬁ and ¥, = L1

=Tl Then, we have the following Lemma

similar to Lemma 6.1.

Lemma 6.3: The optimum beamformer relay vector, v}, for the problem (6.38) is

given by the form v} = g; ¥, + ﬁzej‘ng\Ilz, where 51 > 0 and 3, > 0.
Proof: A similar proof can be found in [21]. [

Using Lemma 6.3, the problem in (6.38) can be expressed in terms of Sy, 8> and « as

follows,
2
min (B2 + BH)(Psad? + a2) — nPs|||h[|[V1 — @ + AgVa(ci B + c282)|  (6.39a)
l’ 2,0

PA%al|g||* B2

e ol >y (6.39b)

(B} + B)(Psad}y + 07) < Ppax (6.39¢)

O<ac<l (6.39d)
FHE—fH W

where ¢ = |[f1%¥ | = [ffg|/||g|| and ¢, = £, = are as defined before.

[If— £
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Note that ¢; and ¢, are real and nonnegative. Hence, optimum £; and £, for (6.39)
should be nonnegative in order to maximize harvested power expression in (6.39a).

This is the reason why we do not include nonnegativity constraints in (6.39).
Now, there are two main cases to be evaluated as in the previous section.

Case 1: Assume a = 1. In this case, the problem in (6.39) can be reformulated as

follows,

min (P + 07)(By + B3) = nPsy(crp + )’ (6.402)
1,P2

; P llglI*B
o7 llgll*st + o

>y (6.40b)

(P A3 + o) (BT + 83) < Prax (6.40¢)

The solution of this problem constitutes a candidate optimum solution for the problem
(6.39a-d). KKT necessary optimality conditions for the problem in (6.40a-c) are given
by

2((Ps gy + 07)Br = nPsAzci(c1 By + c282))
2P llglPodp
 (PllglPB + o)
2((PyAj; + 072 = nPsAfiea(c1 Br + o)) = —2pa(Psdyy + 07)By (6.41)
ur =0, =0 (6.41c¢)

— 212 (P23, + 0)By (6.41a)

P2 gl 1?52
1( SPTER: 12—7)=0 (6.41d)
o7 gl1?Bs + o3
H2 ((Ps/l?—[ + O-rz)(ﬁ% + ﬁ%) - Pmax) =0 (6416)
(6.40b)-(6.40c¢) (6.41f)

where py and uy are the Lagrange multipliers corresponding to the inequality con-

straints in (6.40b) and (6.40c), respectively. Now, we will consider four sub-cases.

Case la: uy =0, up =0.
If c; =0, 81 = 0by (6.41a), and (6.40b) cannot be satisfied. Hence, if ¢; = 0, we do
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not consider this case. Otherwise, we obtain the following relations by (6.41a-b), i.e.,

B =2 (6.42a)
c

(Ps/llzq(l — nclz) + O'r2)ﬁ1 = Ps/l%{ncgﬁl (6.42b)

If Ps/l%](l — ncf) +o0? # Ps/llzincg, this case results zero SNR by 8; = 0. Hence,

we eliminate this case. Otherwise if Ps/llzq(l - nc%) +0? = Ps/llzqncg, then if we

multiply (6.41a) and (6.41b) by 1 and 3, respectively and add them up we obtain

the objective function as zero for any §; and 8, as in (6.42a). In this case, we should
Y05

(PsAg~yop)llgll?

(6.40b). If this B and the corresponding 5 in (6.42a) also satisfy (6.40c), they are

check other conditions. f; should be at least in order to satisfy

noted as a candidate solution.

Case 1b: uy =0, up > 0.

Note that ¢; and ¢, cannot be zero at the same time since ¢; = [fW¥], ¢, = £,

and c% + c% = ||f||>. If ¢; = 0, we obtain 8; = 0 by (6.41a) which results zero

SNR. Hence, we do not consider this case if ¢; = 0. If ¢; = 0, we obtain 5, = 0 by

(6.41b) and B, = % by (6.41e). If they also satisfy (6.40b), they are noted as
sAgtoy

a candidate solution. If ¢; > 0 and ¢, > 0, both 8 and B, are nonzero by (6.41a-b)
and (6.41e). In this case, if we divide both sides of (6.41a) by (6.41b) and rearrange

the terms, we obtain

—nciBifa —neicaffy = —nc3BiBa = nereaf (6.43)
We can divide both sides of (6.43) by nc;c; and obtain

(cf = ¢3)
B+ ——=Pipr- B =0 (6.44)

Cc1C2
Let r be the only nonnegative root of the quadratic equation in (6.44), i.e., 5> = rf;.
Note that (6.40c) is satisfied with equality by (6.41e) and if we insert this relation into

the equality in (6.41e), we obtain

Pinax
Bi = \/ (6.45)

(Ps/lz +02)(1 +r?)

If this solution satisfies SNR constraint in (6.40b), it is a candidate solution.
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Case Ic: uy >0, up =0.
Since u; > 0, (6.40b) is satisfied with equality. Hence, we obtain

B = Y% (6.46)
R = E '

If PsA%(1 = nc3) + 07 = 0 and ¢; > 0, then we obtain B; = 0 by (6.41b) which
contradicts with (6.46). Hence, we do not consider this case for P;12 (1= nc2)+0' =0
and ¢; > 0. If PyA? (1= nc%) + 02 = 0and ¢; = 0, then the objective function in
(6.40a) is independent of 3, and 5, = 0 with S in (6.46) is a candidate solution if
they also satisfy (6.40c). Otherwise if P;A2 (1= ncz) + 02 # 0, we obtain by (6.41b)

ncica Py /l
P/lz(l —ncz)+ 2

B = Bi. (6.47)

Note that for (6.46) and (6.47) to be a candidate solution, it is required that P; A2 (1=
nc%) + 02 > 0 and (6.40c) is satisfied.

Case 1d: py > 0, up > 0.
In this case, both (6.40b) and (6.40c) are satisfied with equality.Hence, we obtain

B Y% (6.482)
1= 404
\ o2 =yad)llgl
2
Pmax yo-
= — 6.48b
& \ PA + 07 (PAZ —yo)llgll? ( .

If the term inside the square root function in (6.48b) is nonnegative, this constitutes a

candidate solution. Now, let us consider the other case where 0 < a < 1.

Case 2: In this case, we will solve (6.39a-c) and check whether the solution satisfies
(6.39d) or not. We will express (6.39a-c) in terms of 8| £ vapBi, B> £ Vaps, and

x = V1 — « as in the previous section. (6.39a-c) can be reformulated as follows,

5“}%“ (d1 1 )(,31 +f33) = (dax + dsf31 + dafn)* (6.49a)
1,P2,X
P /12 202
||g|| B 5 (6.490)
IIgII2 S+ o7
2
(d1 e )(/32 +B2) < Poax (6.49¢)
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where d; 2 Ps/llzq, dry = \nP||h||, d3s £ VnPsAycy, and dy £ \nPsAyc, are as

defined before. KKT conditions for (6.49a-c) are given as follows,
o2

2(d1 + ~ x2)ﬁ1 2d3(d2x + d3,8~1 + d4ﬁ~2)

PA; ||g||202,51
= 2#

0'2 ~
1 - 2/12(611 + 1 2),3 (6503)
(o7 IIgII2 = +02)2 -

2
2(0'1 1o )ﬁz 2ds(dox + d3fB1 + daf3r) = —2/J2(d1 T )ﬁz (6.50b)

1 —x2
a2x(B? + f32) ~ ~
2L 22 2dy(dax + d3f + dufo)

(1 —x2)?
Pl E(f;z)z o222+ ) s
=2 AV TR (6.50c)

(@Plgl P2 + 022
w >0, >0 (6.50d)
P |Igll* B

,ul( = - 7) =0 (6.50€)

o2llglP + o2

o7 @

o (dr + —=5) (B + B3) ~ Puax | =0 (6.500)
(6.49b)-(6.49¢) (6.50g)

where p; and pp are the Lagrange multipliers corresponding to the inequalities in
(6.49b) and (6.49¢), respectively. According to u; and up, we will consider 4 sub-

cases.
Case 2a: puy =0, up =0.

If d3 = 0, we obtain Bl = 0 by (6.50a). In this case, the SNR constraint in (6.49b)
cannot be satisfied. Hence, we will not consider this case if d5 = 0. If d3 # 0, we

obtain by (6.50a-b)

~ dy ~
Br= P (6.51)
3
If we insert (6.51) into (6.50a), we obtain the following relation, i.e.,
~ drd
Bi = s x (6.52)

i~ = &
By (6.50a) and (6.50c), we obtain
d30'r2x(,8~% + ﬁ%)
(1 -x%)?

2
:dz(d1+ r )51 (6.53)
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If we insert (6.51) into (6.53), we obtain
5 ddy(1-x?)
If we equate both sides of (6.52) and (6.54), we obtain

d2d3(1 - xz)x _ d2d3(1 - xz)
dy—d} - d? + 02 = (di - d? — d2)x>  oPx(d? +d?)

(di + o7 — di x?) (6.54)

(di + o —dix*)  (6.55)

By rearranging the terms in (6.55), we obtain the following quadratic polynomial of

X2 ie.,

Box*+ Bix> +By =0 (6.56)
where B», Bi, and By are defined as follows

B, = d\(dy - d5 - dj), (6.57a)
By = —di(d —d; —d; + 07) = (di + o)) (dy —di —d}) — 07(d5 +d])  (6.57b)
By = (dy + o7 )(dy — d3 — dif + o)) (6.57¢)

For each root of (6.56) such that 0 < x < 1, we can find the corresponding 5; and
B> by (6.52) and (6.51), respectively. We note each solution as candidate if it satisfies
the constraints in (6.49b) and (6.49c¢).

Case 2b: uy =0, up > 0.

If d3 = 0, we obtain 3; = 0. In this case, the SNR constraint in (6.49b) cannot be
satisfied. Hence, we will not consider this case if dz = 0. If d3 # 0, we obtain (6.51)
by (6.50a-b). By dividing both sides of (6.50a) and (6.50c), we obtain the relation in
(6.54). Additionally, by (6.50f) and (6.51), we obtain

~ Pmaxd32
b1 = = (6.58)
(dy + <= )(d32 + dﬁ)

1-x2

If we equate the right sides of (6.54) and (6.58), we obtain
Praxd3(1 — x?) dyd3(1 - x?)*

= di +o? - dyx?)’ 6.59
(di + 0? —dix2) (2 + d2)  ofxX(d + dg)z( Loy —dix) (6.59)

If we rearrange the terms in (6.59), we obtain the following quartic polynomial of x2,

i.e.,

CixB + Gl + COx* + C1 x>+ Cp =0 (6.60)
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where Cy, C3, C3, C1, and Cj are given as follows

Cy=did;, C3=-3did3(d) +0})-d}ds, (6.61a)
Cy = 3d\d3(dy + o2)* + 3dida(dy + o7), (6.61b)
Ci = =3d1d3(dy + 07)* — d3(dy + 07 = Ppaxo(ds + di), Co = d3(dy + o7)?

(6.61c)

For each root of (6.60) such that 0 < x < 1, we can find the corresponding 3; and
B> by (6.58) and (6.51), respectively. We note each solution as candidate if it satisfies
the constraint in (6.49b). In the following two sub-cases, we will ignore the term
1‘_7—32(2 in (6.49a) and (6.49¢) in order to simplify the problem. At the end, we will

include this term and update the solution for these two cases. Note that

i term 1
T term is
relatively small compared to Ps/llzq term and we will obtain a near-optimum solution

of the problem in this way.

Case 2c: u; > 0, uy = 0.
If di — d; < 0, we obtain 3; < 0 by (6.50b). Hence either 3; becomes negative or
SNR becomes zero. Hence, we do not consider this case for a candidate solution if

dy — df < 0. Otherwise by (6.50b), we obtain ,8~2 as follows,

~ dody dydy
X+

h = 1- (6.62)
di—d;  di—-d;
By the equality in (6.50e), x is obtained in terms of 3; as follows,
OO e L e N (R A SO
P; Ay |1gl1*B7 - o E\B} - E3

where E; = Ps/lzllgllz, E, = yo?||g||, and E3 2 yoﬁ are defined for ease of
notation. Note that Ey, E;, and E3 are positive. If we insert (6.62) and (6.63) into

the objective function in (6.49a), we obtain the following unconstrained optimization
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problem, i.e.,

min d1,6’~12 +d

( d2d4 J (El - EZ)IBN% - E3 d3d4 ~ )2
+ B

= 1
B di —d; E\B? - E; di — d;
E\-E)B*-E 2\

) ( didy |(Ei-EDBi-Es  dids 1) (6.64a)

di —d; E\B? - Es di —d;

3 d E -E)B-E _\2
min dif? - —— (d2 BB B d3ﬁ1) (6.64b)
_dd -di-d}) o, 2didhds ;| (E1 - EDB} - Es

min 2 1 2 Pl 32
B di - d di - d Eif} - E

dldg (Ey - EZ)IB% — E3 (6.64¢)

di—di Eif?-E;

Now, let us take the derivative of the function in (6.64c) and equate it to zero and

obtain
o 2d(d~di—dy) . 2dvdads [ dydads Brgi(Br)
g(B1) = 5 1 >\V&81(B1) — 5 =
di —d, dy - d, di —dj \g\(Br)
A @ =0 (6.65)
di - a2 " '
=\ a (El—E2)Bi-E3 . . . e
where g1(B81) £ ——=—— is defined for ease of notation and its derivative is given

lfl,éf—E.%
1B — _2EE3p

by g1(61) = [FETNEE

Now, we will claim that g() is monotonically increasing in the region of interest in

Lemma 6.4.

Lemma 6.4: g(B1) is monotonically increasing in the region specified by ; > 0 and

O0<x<l1.
Proof: Proof can be found in Appendix C.2. [

As shown in the proof of Lemma 6.4, it is required that d; > d% + df for this case to
result a candidate solution. By Lemma 6.4, we can find the unique zero of g(3;) inside
the region of interest using a bisection search whose steps are outlined in Algorithm
6.2 if it exists. Note that (6.63) requires that lower bound of f; is \/E . g(B1)

goes to minus infinity when (31 approaches this lower bound from the right. Hence, if
g(w / P’g—;”) > 0, there is a unique zero inside the region of interest where ./ PZ—;” is the

125



upper bound for 3; by (6.49¢). If there is no zero, then we do not consider this case

for a candidate solution.

Algorithm 6.2: Bisection Search for Finding the Unique Zero of g(53;)

Initialization: Set initial lower and upper bounds as L© = ,/% and U© =

\ /P"';—I“", respectively. If g(U®) < 0 or U® < L© terminate. Otherwise, take the
initial 8; as ﬁgo) = (L9 + U®)/2. Set iteration number i « 0.

Repeat
Ifg(ﬁl(i)) <0,set LD = Bl(i).
Elself ¢(3,”) > 0, set U+ = 3,
Else Terminate.

,8~(1i+1) = (L) 4 yl+Dy o,

Seti «—1i+1.

Until convergence criterion is met.

The solution corresponding to the zero found by Algorithm 6.2 is noted as a candidate

if it satisfies (6.49¢).

Case 2d: uy > 0, uy > 0.

In this case, both (6.49b) and (6.49c) are satisfied with equality. We again obtain x
as in (6.63) by the equality in (6.50e). Furthermore, 35 = /PZ—I“" - 5% Ifdy =0, we
obtain 3, = 0 by (6.50b). Then, ) = Pg—l For dy4 > 0 case, inserting 3, and (6.63)
into (6.49a), we obtain the following unconstrained optimization problem in terms of

Bl, i.e.,

E\ - E)p?—E N P N
max dZJ( VB TS o day| P 2 (6.66)

B E\f} - E; di
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Let us take the derivative of the objective function in (6.66) and equate it to zero, i.e.,

< (B dsf3
M&)z@4ﬁ@g—+@———i£L—:0 (6.67)
2vg1(B1) Puar _ g2
1
~ _E)—
where g((B1) = %—)23& is as defined in the previous part. Its derivative is given
1

by gi(ﬁl) = % Now, we will claim that /(3;) is monotonically decreasing in

the region of interest in Lemma 6.5.

Lemma 6.5: h(f3;) is monotonically decreasing in the region specified by §; > 0,

Br>0and0 < x < 1.
Proof: Proof can be found in Appendix C.3. [

By Lemma 6.5, we can find the unique zero of /() inside the region of interest using

a bisection search whose steps are outlined in Algorithm 6.3. Note that (6.63) requires

Es

5—=g;- P(B1) goes to plus infinity when f3 approaches this

that lower bound of 3 is

lower bound from the right. Furthermore, h( P’;—f”‘) is minus infinity which shows

that there always exists a zero inside the region of interest.

Algorithm 6.3: Bisection Search for Finding the Unique Zero of ()

Initialization: Set initial lower and upper bounds as L = ,/% and U© =

J%{”, respectively. If U 0 <« 1O terminate. Otherwise, take the initial ,51 as ﬁ~§0) =
(LO + U©)/2. Set iteration number i « 0.

Repeat
it h(3\") > 0, set LG+ = g7
ElselIf 1(3,") < 0, set U6+ = 3,©.
Else Terminate.

'ggiﬂ) = (LD 4+ yl+D)y /2.
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Seti «—1i+1.

Until convergence criterion is met.

For the Case 2c¢ and Case 2d, we will keep x constant for each candidate solution

2
and include the ignored term 1(1; s> as in the original problem in (6.49). Then, we
will obtain a near-optimum candidate solution by solving (6.49). KKT conditions for

constant x is given as (6.50a-b), (6.50d-g). We will now briefly go over all cases.

Case 1: u; =0, up = 0.
If d3 = 0, we obtain 3; = 0 by (6.50a) which results zero SNR. Hence, we do not

consider this case if d3 = 0. Otherwise, we obtain

- ds ~
Br=—hr (6.68a)
3
2
~ ~ dl + 1‘1-;2 ~
drx + d3f3 + dyfBr = d—3ﬁ1 (6.68b)

If we insert (6.68a) into (6.68b), we obtain ,31 and thus ﬁz from (6.68a). If they satisfy
(6.49b) and (6.49¢), they are noted as a candidate solution.

Case 2: u; =0, up > 0.
If d3 = 0, we again obtain ﬁl = 0 which is not a candidate solution. For d3 > 0, by
(6.50a-b), we obtain (6.68a). In addition, (6.49c) should be satisfied with equality.

Hence, we obtain ,51 as follows,

~ Pmaxd§
B = = . (6.69)
(dy + <= )(d32 + dﬁ)

1-x2

If this solution satisfies also (6.49b), it is a candidate solution.

Case 3: u; > 0, up = 0.

In this case, (6.49b) is satisfied with equality. Hence, we obtain

~ yo
8 _J 2 |1g||2 } yolllgll> (6.70)
PS/lH g _ Yrlisil

1-x2

We can obtain 3, easily by (6.50b). For this solution to be candidate, it is required
that (6.49¢) is satisfied.
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Case 4: u; > 0, up > 0.
In this case, both (6.49b) and (6.49c¢) are satisfied with equality. In this case, B is
given in (6.70). And 5, is found by (6.50f).

Now, using these last four cases, we can construct §, whose elements are the corre-

sponding candidate pairs {3}, 82} which are obtained as 8] = % and B, = % where
a = 1 — x?. In this case, we can update 3; and 3, as follows,
. 2, @2 2 2
{BY. B3} = arg pmin () + B)(Psady + 07)
2
—nPs||[h]|[VI = @ + AgVa(c1 1 + c23) | - (6.71)

Let us construct the set § whose elements are the candidate {f3;, 5, @} obtained from
Case (la-1d) and Case (2a-2d). If § # 0, then the near-optimum solution of (6.39) is
given as follows,

{BY. B3, "} = arg {ﬁ f/glig}es(ﬁ% + B (Psady, + o)
1,225

2
—nPs||[h]|[V1 = @ + AuVea(c181 + c282) | - (6.72)

Using (6.72), near-optimum beamformer v} for the problem in (6.38) is obtained by

P pH
Lemma 6.3 as v} = W + Bre/ 178,

6.5 Simulation Results

In this section, the performance of the proposed joint power allocation and beam-
forming is evaluated for several scenarios. The simulation parameters are selected as
follows. There are M = 32 antennas at S. The variances of the R and D noises are set
as o2 = 0'5 = —110 dBW. The energy harvesting efficiency and transmission power
limit of R are n = 0.2 and P, = —10 dBW, respectively. The target SNR at D is
v = 10 dB for QoS-aware optimization problem. Rayleigh fading is assumed for the
all channels, i.e., H, h, g, and f. The path loss for the channels H, h, and g are 60

dB. Unless otherwise stated, the path loss for the self-energy recycling loop channel,
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f, is 10 dB. The number of transmit antennas of R is N = 8. The source power is
Py = 0 dBW. In the following figures, each point represents the average of randomly

generated 1000 channel realizations.

In the first part of the simulations, SNR maximization problem is considered. In Fig.
6.2, destination SNR is plotted in terms of the source power, P and the performances
of several methods are compared. “PM for JPA-B” stands for the proposed method
for the joint power allocation and relay transmit beamforming which is presented in
Section 6.3. “EPA with TPC” is equal power allocation approach with transmission
power limit constraint included as in the proposed method. The result of this method
is obtained by taking a constant at 0.5 and solving the problem by using the KKT
conditions given in Section 6.3. The same procedure is applied for “EPA without
TPC” without including transmit power limit constraint. This method is equivalent
to the one in [19]. In the considered scenarios, these two methods give the same
result as expected. As shown in Fig. 6.2 , the proposed method provides 3 dB higher
SNR compared to the equal power division approach. In addition, EPA with TPC and
without TPC perform the same indicating the transmission power limit P,,,, does not

restrict the optimization problem.

In Fig. 6.3, we compare the destination SNR for the above methods by varying path
loss for the loop channel. As expected, increase in path loss decreases SNR by lim-
iting energy harvested by self-energy recycling via loop channel f. Similarly, there
is a 3 dB SNR gain provided by the proposed method compared to its equal power

allocation counterpart.

In Fig. 6.4, we change the number of transmit antennas at R from N = 8 to N = 40.
For N less than 32, the SNR gain of the proposed method is 3 dB. As N increases,
the gain becomes smaller. From N = 8 until N = 32, EPA without TPC gives the
same result with EPA without TPC showing that transmission power limit constraint
does not affect the optimality of the optimization problem. However, EPA without
TPC results significantly higher SNR for N = 40 case. However, this is not a fair
comparison. In fact, the average transmission power for EPA without TPC is 0.3471
W which is 3.471 times of P,,,,. Since there is no constraint for transmission power

limit in the method of [19], higher SNR is resulted. Our proposed method also takes
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Figure 6.2: Destination SNR versus source power, P;.

into account the transmission power constraint and hence presents a more practical

solution.

In Fig. 6.5, 6.6, and 6.7 we consider QoS-aware optimization problem presented in
Section 6.4. We select the method in [21] as benchmark for our comparison. The
method in [21] assumes equal power allocation and includes transmission power con-
straint. EPA with TPC solves the same optimization problem by applying the KKT
conditions presented in this chapter. We verify that they are equal in the follow-
ing scenarios. In Fig. 6.5, we plot transmission power minus the harvested power,
P, — Py, which is the objective function of the QoS-aware optimization problem. The
PM always performs better and the difference between PM and EPA increases with
Ps. P, — Py is usually negative and this means that the harvested power is greater
compared to the transmitted power. Hence, power saving is possible for these scenar-
10s. As it can be seen from Fig. 6.5, the difference between harvested and transmitted
power is approximately two times greater for the proposed method showing its effi-

ciency in terms of power saving.

In Fig. 6.6, path loss for the loop channel f is varied. When path loss is 6 dB, power
saving is possible for the proposed method since harvested power is greater than the
transmitted power while the reverse is true for equal power allocation method. As the

path loss increases, the power required by the relay’s own battery increases for both
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Figure 6.3: Destination SNR versus path loss for loop channel, f.

methods. However, the extra power needed for PM is about two times less compared

to EPA.

In Fig. 6.7, we change the number of transmit antennas at R, N. As N increases, the
difference between the transmitted and harvested power decreases for both methods.
At N = 28, the difference becomes about 2.4 times more negative for PM compared
to EPA. When N becomes 32, power saving significantly increases due to strong self-

energy recycling channel between transmit and energy harvesting antennas at R.

6.6 Conclusion

In this chapter, the joint optimization of power allocation between information and
energy signals at the source side and the relay transmit beamformer is considered
for the self-energy recycling wireless-powered relaying. Two design approaches are
adopted. The first one aims at maximizing destination SNR subject to the constraint
that transmission power is less than the maximum power limit and the harvested
power. The joint optimum power division parameter and relay transmit beamformer
are derived for this problem. The second problem minimizes the difference of trans-
mitted and harvested power at the relay subject to the SNR and maximum power limit

constraints. A near-optimum joint solution is found for this QoS-aware design prob-
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lem. As shown in the simulations, the proposed method provides 3 dB higher SNR
for the SNR maximization problem compared to the equal power allocation whereas
it results two times less power by the relay’s own battery and two times more power

savings when the objective is negative valued.
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CHAPTER 7

OPTIMUM AND NEAR-OPTIMUM BEAMFORMERS FOR
DECODE-AND-FORWARD FULL-DUPLEX MULTI-ANTENNA RELAY
WITH SELF-ENERGY RECYCLING

In this chapter, we consider the full-duplex decode-and-forward wireless-powered
relaying system which employs energy harvesting protocol with power splitting. The
joint optimum relay transmit beamformer and power splitting factor are obtained for
the quality of service (QoS)-aware problem for the first time in the literature. The
optimum solution is found by analyzing the Karush-Kuhn-Tucker conditions thanks
to the effective reformulation of the problem in an equivalent and simplified manner.
In addition, the signal-to-interference-plus-noise ratio (SINR) maximization problem
is investigated in order to find the joint optimum solution. Simulation results verify
the optimality of the proposed method compared to the sub-optimum one which is
presented in [49]]. In the next part of the chapter, the considered system is generalized
by employing multiple receive antennas at the relay. Both QoS-aware and SINR
maximization problems are considered. The near-optimum relay transmit and receive
beamformers as well as power splitting factor are found by optimizing the variables
alternately. First, transmit beamformer and power splitting factor are found optimally
for a given initial receive beamformer. Then, the optimum receive beamformer is
obtained. Relay with multiple-receive antennas is shown to perform better than the

single receive antenna relay in terms of SINR and transmission power.
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7.1 Introduction

In [65]], power splitting (PS)-based SWIPT with decode-and-forward full duplex (FD)
relaying is considered for single transmit and single receive antenna relay. Then in
[49]], this scenario is generalized by employing multiple transmit antennas at the re-
lay. A sub-optimum solution is presented for signal-to-interference-plus-noise ratio

(SINR) maximization problem.

Unlike SINR maximization, quality-of-service (QoS)-aware design problem is not
considered in the literature for the above mentioned system to the best of authors’
knowledge. In this chapter, we first study the QoS-aware design optimization and
present the optimum solution. In this problem, the aim is to minimize the trans-
mission power used by the relay’s own battery such that the effective SINR of the
system is above a certain threshold. The optimization variables are the relay trans-
mit beamformer and power splitting ratio. The joint optimum solution is found by
reformulating the original problem to obtain and equivalent but simple form. Using
a proper basis for the transmit beamformer and reducing the dimension of the prob-
lem size enables us to analyze Karush-Kuhn-Tucker (KKT) conditions easily. In the
following part of the chapter, we revisit the SINR maximization problem whose sub-
optimum solution is given in [49]. Using bisection search over SINR threshold for
QoS-aware problem, we obtain the optimum solution for the SINR maximization as
well. In the simulation results, the proposed optimum solution always perform better
than the sub-optimum one in [49] and for some scenarios the performance difference

between the two methods becomes significantly large.

In the above problems, it is assumed that there are multiple transmit antennas whereas
there is a single receive antenna at the relay. There are several works in the literature
which prove the efficiency of multiple receive antennas in energy harvesting systems
[66]], [67]. In this chapter, we further study QoS-aware and SINR maximization prob-
lems for multiple-receive antenna case. Since the joint optimum solution is difficult
to obtain, we follow an alternating optimization approach for the design of transmit
and receive beamformers together with power splitting factor. First, receive beam-
former is initialized properly and the joint optimum transmit beamformer and power

splitting factor are found by keeping the receive beamformer constant. Then, trans-
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mit beamformer and power splitting factor are kept constant and the optimum receive
beamformer is obtained. This procedure results a near-optimum solution to the QoS-
aware problem. Then, using a bisection search similar to the single antenna case, we
present a near-optimum solution for SINR maximization problem. Several simula-
tions are performed and it is shown that using multiple receive antennas increases the
SINR and energy performance of the system. As the number of antennas increases,

the improvement becomes more significant.

7.2 System Model

We consider the full-duplex relaying system shown in Fig. 7.1 where the relay node
R assists source node S for information transmission to the single-antenna destina-
tion, D. S and R have M and N transmitting antennas, respectively. In addition, R
has a single receive antenna. While S sends information signal to R, R harvests en-
ergy from some portion of its received signal. R uses the remaining portion of the
RF received signal for decode-and-forward (DF) protocol to transmit the information
to D. In this chapter, block fading channels and perfect channel state information
(CSI) are assumed in accordance with [49]. This will enable us to find the theoretical

performance limit of the considered system. Let s[i] denote the information symbol

8RR

I <

E gsr > R E gRrRD > D
< ~<
M N

Wg Wpr

Figure 7.1: System model.

to be transmitted at time instant i. s[i] is assumed to have unit average power, i.e.,
E{|s[{]|*} = 1. As in [49], we assume that the information symbol is correctly de-
coded at R. In this case, the forwarded symbol by R is given by s[i—7] where 7 > 1 is

the processing delay introduced by R. Note that the optimum transmit beamformer for
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S is the maximal ratio combiner given by ws = VPsgsr/||gsr|| where ggg € CM*1 is
the baseband equivalent channel from S to the single receiving antenna of R as shown
in Fig. 7.1. Let wg € CN*! denote the relay transmit beamforming vector. In this
case, transmission power of R is given by Pr = wg wg. The baseband equivalent

received signal at R is given by

= \Ps||gsrl|sli] + Wi grrsli — 7] + ngali] (7.1)

where ggg € CV X1 is the loop interference channel between transmitting and receiv-
ing antennas of R. nga[i] is the additive complex Gaussian noise at the receving

antenna of R, i.e., ngal[i] ~ CN(0, o ) The received signal at D is given by

ypli] = whgrpsli — 7] + npli] (7.2)

where ggp € CV %1 is the channel from R to D. Note that the direct link between
S and D is ignored as in [49] due to severe attenuation. npli] ~ CN(O, 0'12)) is the

additive noise at the receiver of D.

A portion of the received signal yg[i] is used for energy harvesting while the remain-
ing part is used for information decoding. If we consider power splitting ratio as
0 < a < 1, the signal for energy harvesting is given by y%[i] = Vaygli]. Neglecting

the noise power as in [49], the harvested power at R is expressed as

2
Py = na|Psllgsrll* + |Whgre| (7.3)

where 0 < 17 < 1 denotes the energy conversion efficiency of the energy harvesting
circuit at R. In [49]], a portion variable g is defined and the relation P = {BPy is
enforced where Pp is the transmission power of the relay and 0 < ¢ < 1 is the energy
utilization efficiency. In this chapter, we will use the constraint Py = wf{ Wg < (Py
instead of this relation in SINR maximization problem where S is not introduced as
a separate variable. Now, consider the remaining portion of the received relay signal

for information decoding as given by

=V1 — aygli] + ng[i] (7.4a)

=v/(1 — @)Ps||gsrlls[i] + V1 — awkgrrs[i — 7] + V1 — angali] + ngli]
(7.4b)
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where ng;[i] ~ CN(O, 0'1% ;) is the additive noise introduced by the digital baseband

processor. In [49], antenna noise ng,4 is neglected since o2, < o2

RA %, In practical

systems [102]. Furthermore, ideal self-interference cancellation is not assumed in
[49]]. Instead, the following model is used for the received signal at the information

decoder,

yRlil = V(1 — @)Psllgsrl|sl[i] + V1 — agrsli — 7] + npli] (7.5)

where g;; denotes the estimation error of wf{ grr and if u denotes the residual self
interference level, g;; can be modeled as g;; ~ CN(O, u|wg gRR|2) [103]. In this case,
the signal-to-interference-plus-noise ratio (SINR) at the information decoder of R can

be expressed as

(1 - a)Ps|lgsrll*

SINRg = . (7.6)
2
(1 - a)u|wigrr| + o,
Similarly, signal-to-noise ratio (SNR) for D is given as follows,
H 2
w
SNR) = %’?D'. (7.7)
%p

Note that the effective SINR of the system is determined by the minimum of SINR
and SNRp, i.e., SINR, s = min{SINRg, SNRp}. In the following section, we will
first consider QoS-aware power minimization in order to find the joint optimum so-
lution. Then, we will study the SINR maximization problem as in [49] and find the

optimum solution in order to compare it with the suboptimal solution in [49].

7.3 QoS-Aware Design Optimization

In QoS-aware problem, the aim is to satisfy the constraint that the effective SINR
is above some predetermined target threshold, y. We will select the objective as to
minimize the relay transmission power used by the relay’s own battery, i.e., Pr—{ Py.

The addressed optimization problem can be formulated as follows,

. 2
min whwg — {na| Psllgsrll* + [Whgrg| (7.8)
s.t. min{SINRg, SNRp} > y (7.8b)
O<ac<l. (7.8¢)
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Note that the constraint in (7.8b) can be reformulated as two constraints, i.€.,

. 2
min Wawg — {na| Ps||gsgl)* + |Wh gre]| (7.9a)

1 —a)P 2
. (1 — @)Psl|gsrl| >y (7.9b)

(1 — )Wl gre|* + o2,

WHgRD 2

# >y (7.9¢)
9p

O<ac<l. (7.9d)

In the following, we will first express (7.9) in a simple equivalent form and derive the
optimum closed-form solution. In order to simplify the problem, let us express the
relay beamformer vector as wg = Y., B,e/’®, by adopting the procedure in [21].

Here B, > 0, n = 1,..,N and {®,}" is an orthonormal basis for C¥ X1 quch that

grp—®1 9 grp
¢ = EBR_and , = 010
U= Tigrrll 2 7 Nigro-219"grp ||

optimum beamformer vector is given as in Lemma 7.1.

The remaining vectors are arbitrary. Then,

Lemma 7.1: The optimum relay beamformer vector for (7.9) is given in the form

Wg = 5191 + Brel“&rn8RRP, where B; > 0 and B, > 0.

Proof: Let us first express the problem (7.9) in terms of {3,, 8, }5:1 as follows,

N
(. in B - gnoz(Ps||gﬁ.~R||2 + ||gRR||2ﬁ%) (7.10a)
nOnin=1® p=|
(1 - Q)PSHgSR”z (7 IOb)

(1 — @)ullgrrl?B} + oz,
H H _oH H

‘ﬁle_jgl gRRgRD + ﬁze_jgz gRDgRD gRDtI‘I’I gRrRD ’}/0_12). (7.10(:)
|Igrrll llgrp — @197 grp|

Note that any common phase rotation of {6, }f:’: , does not change the optimality of the
problem (7.10). Hence, 6 can be selected as zero without loss of generality. Let us
first prove that optimum 6, is given by 6, = Agg p&rr- This angle aligns the phase of
the two terms inside the parentheses in (7.10c). Assume that the terms are not phase
aligned. In this case, by aligning their phases, (7.10c) can be made a strict inequality.
By this way, 8, can be decreased still satisfying (7.10c) and improving the objective
function. Hence, optimum 6, should be Agg p&RR- Now, suppose that at least one of
Bn forn =3, ..., N is positive for the optimum solution. This S, can be made zero by

improving the objective function without violating any constraint. This contradicts
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with the optimality of positive 5, forn = 3,..., N. Hence, 8, =0, n = 3, ..., N for the

optimum solution. [

Now, let us express (7.10) in terms of S, 5>, and « as follows,

min S} + 3 — gna(PsngSRHZ +|lgrr||* B (7.11a)

ﬁlvﬁ%a
(1 - a)Ps|lgsrlI?

(1 - a)ullgrrl?B] +og;

c1fi + cafa 2 \Yop, (7.11c)
0<ac<l (7.11d)

(7.11b)

Where C £ |ggRgRD| gngRD —gthln ‘I’flgRD
1 llgrrll HgRD_(I)l‘I’{{gRDH

nonnegative and it can be easily seen that optimum S; and $; for (7.11) should be

. Note that both ¢; and ¢, are

and ¢, =

nonnegative. Consider the contrary case where at least one of them is negative. Note
that if both are negative, then (7.11c) cannot be satisfied. If only 8; < 0, we can
change its sign and (7.11c) becomes a strict inequality without changing other con-
straints and the objective function. In this case, we can decrease 5, such that (7.11c)
is an equality with an improved objective function. Hence, this results a contradic-
tion. The other case when 3, < 0 is similar. As a result, we didn’t include extra

nonnegativity constraints for 8; and S, for simplicity.

For the ease of notation, define also di = ¢nPs||gsg||>, do = ¢nl|grell?, d3 =

pllgrrll s _ TR - i i
Psllzsall®” and dy = Pellzsall" Using these parameters, Karush-Kuhn-Tucker (KKT)
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necessary optimality conditions are given as follows,

-2(1 —a)*d
21 - daa)fy = p— BB (7.12a)
((1 - Q)d:),ﬂl + d4)
2B = W (7.12b)
2 —dy
—d) — 3 = 5+ H3 — 4 (7.12¢)

((1 - oz)d3,8% + d4)

l-«a
i 12
‘“((1 Vs + da 7) 0 (7.12d)

#2(01,31 +f - \/)’Cfé) =0 (7.12¢)

wpa =0, w(l-a)=0 (7.12f)
ur =0, up >0, u3 >0, pugs >0 (7.12g)
(7.11b)-(7.11d) (7.12h)

where u; and up are the Lagrange multipliers corresponding to the inequalities in
(7.11b) and (7.11c), respectively. u3 and u4 are the Lagrange multipliers for 0 < «
and @ < 1, respectively. Note thatif @ = 1, (7.11b) cannot be satisfied. Hence, @ < 1.
This results pg = 0 by (7.12f). Now, we will consider two main cases by evaluating

the value of «.

Casel: a =0

Note that u; cannot be zero as seen from (7.12c) since the sign of two sides are
different in case u; = 0. Hence p; > 0 and (7.11b) is satisfied with equality by
(7.12d). Additionally, u; also cannot be zero. If it were zero, we would obtain 8] =
B2 = 0 by (7.12a-b) which cannot satisfy the SINR constraints. Hence, p, > 0 and
the inequality in (7.11c) is also an equality. By (7.12d) and (7.12¢), we obtain,

1 dy
— — - = (7.13a)
A yds d3

2
Yo, 1 d
pp=y 2 _a . & (7.13b)
o) o \\yds ds

If By and B, given in (7.13a-b) are both real and nonnegative, we note them as a

candidate solution in order to use them later on.

Case2: 0<a <1

In this case, both u3 and u4 are zero by (7.12f). u; still cannot be zero by (7.12c).

144



Hence, (7.11b) is satisfied with equality. For the value of wu,, we will consider two

sub-cases as follows.

Case 2a: ur =0
In this case, 8o = 0 by (7.12b). Hence, B; should be positive in order to satisfy
(7.11c¢). If we divide both sides of (7.12a) and (7.12c), we obtain the following rela-

tion,
1-d 1-a)d
i (1 =a)ds (7.14)
_dl - dZﬁl d4
Furthermore, by the equality in (7.12d), we obtain
1 d
B2 4 (7.15)

' dy (1 -a)
If we insert the right side of (7.15) into (7.14) and rearrange the terms, we obtain the

following quadratic equation, i.e.,
e2a2 +ea+ey=0 (7.16)

where e;, e1, and ¢ are defined as follows,

dy

ey = dyd; + —, (7.17a)
Y
d>
e = —2d1 d3 - 2—, (7.17b)
Y
17)
ey = ds + d1d3 + — — dhdjy. (7.170)
Y

For each root of (7.16) which is between zero and one, we find §; by (7.15). If B

satisfies (7.11c) and it is real and nonnegative, we note the solution as a candidate.

Case 2b: ur > 0
In this case, (7.11c¢) is satisfied with equality by (7.12e). By the equalities in (7.12d)
and (7.12e), we obtain

L —yds—ydsf;

(7.18a)
1 —ydsp?
yo—lz) C1

B2 = - —p1. (7.18b)
2 (&)

Note that0 < a < 1if 1 —ydy—yd; ,8% > (). We will use this condition to determine the

candidate solutions in the following part. Now, if we insert (7.18a-b) into the objective
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function in (7.11a), we obtain the following unconstrained optimization problem
2

(x/WD 1~ ydy — yds B

¢ 1-ydsp2

Let us take the derivative of the objective function in (7.19) and equate it to zero, i.e.,

2
min 2+ - z—;ﬁl) — (dy + doB) (7.19)

Bi

2
2¢1 (NY9D ¢ 1 —yds — yds 3
21 ——1(———1,31) —2drB1 -
2 2 2 1- yd3,6’]
2y2dsd
+(d; + dzﬁf)—y sdabr__ (7.20)

(1 —yd3B3)?

By rearranging the terms in (7.20), we obtain the following fifth order polynomial,

i.e.,
fBY + faf} + 3B + HBT + /i + fo=0 (7.21)
where fs, f1, f3, f>, f1, and fy are given as follows,
2
2 2 |
fs=vd; (1 +— - dz), (7.22a)
)
yzdgch/yaé
fo=—————, (7.22b)
C
2
62
f = —2yd3(1 + —12) +2ydrds, (7.22¢)
C
2
2yd3c1,/y0%
h=— (7.22d)
)
62
fi = ( 1+ c—;) + do(yds — 1) + ydi dzdas, (7.22¢)
2
—CH/’)/O'%)
fo = . (7.22f)
C

2

For each root of the polynomial in (7.21) check whether the condition 1 — yds —
yd3,8f > (0, which ensures a to be in the 0 < @ < 1 range, is satisfied or not. Also
check whether 8, > 0 in (7.18b). If all the conditions are satisfied, then note the

solution as a candidate optimum.

Let us construct the set 8 whose elements are the candidate {f;, 32, @} sets given in

Case 1-3. If § # 0, the optimum solution of (7.11) and the optimum relay transmit
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beamformer are given by

(B}, By, a*} = argmin B + B; — dia — dra By, (7.23a)
{B1.pr,a}tes
Wh = B1®) + frel B0t g, (7.23b)

7.4 SINR Maximization

In SINR maximization problem, the aim is to maximize the effective SINR of the
system under the power constraint given by Pg < {Ppy. The addressed optimization

problem in terms of wg and @ can be formulated as follows,

max min{SINRg, SNRp} (7.24a)
WR,&

2
s.t. Wiwg < {na| Psllgsgll* + W grer| (7.24b)
0<ac<l. (7.24¢)

Similar to the previous part, let us express the relay beamformer vector as wg =
nyzl Bnel®, where {<I>n}fl\’: is the same orthonormal set as in the previous section.

Then, optimum beamformer can be expressed in the following Lemma.

Lemma 7.2: The optimum relay beamformer vector for (7.24) is given in the form

Wg = B1®1 + Brel“&rpERRP, where B; > 0 and B, > 0.
Proof: The proof is similar to that of Lemma 7.1. [

Let us express the optimization problem in terms of g1, 52, and « as follows,

. (1 — @)Ps||gsg|? (c1B1 + c232)?
max min > R 3 (7.25a)
B (1 - a’):u”gRRHZﬁl + O-RI O-D
2, @2 2 252
st Bi+p;y < KU@(PSHgSRH + ||grrl| ,31) (7.25b)
O<ac<l. (7.25¢)
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The problem in (7.25) can be equivalently reformulated as follows,

max t
BBt

(1 - a)Ps||gsrl)?
(1 - a@)ullgrrl?B + o3,
(c181 +262,32)2 S

9p

Bi+p5 < §T7CY(PS||gSR||2 + ||gRR||2:312)
O0<ac<l.
Now, consider the following problem for a fixed ¢ = 1, i.e.,

min B} + 3 - fncv(Psllgszell2 + IIgRRIIZﬁf)

BB
(1 — @)Ps||gsrl|?
(1 - a)ullgrrll?Bt + 03,
2
(c1B81 + c232) > 10

2
9p
<

0<ac<l.

(7.26a)

(7.26b)

(7.26¢)

(7.26d)

(7.26e)

(7.27a)

(7.27b)

(7.27c¢)

(7.27d)

If the optimum objective value in (7.27a) is less than zero, we can deduce that the

optimum value of (7.26a) is greater than or equal to #yp. Using a bisection search over

t by solving (7.27) at each point, we can obtain the optimum solution of (7.26) nu-

merically. The steps of the proposed method are outlined in Algorithm 7.1. Note that

solving (7.27) for a fixed ¢ is equivalent to solving QoS-aware optimization problem

in (7.11a-d) and the optimum solution at each iteration can be easily found.

Algorithm 7.1: Bisection Search for Finding the Optimum Solution of (7.26)

Initialization: Set initial lower bound as L(®). = 0 and a proper upper bound U©.

Take the initial 7 as 1© = (L© + U©)/2. Set the iteration number r « 0.

Repeat

If (7.27) for ty = t) is feasible and the optimum objective value is less than 0,

set LU+ = £ and g+ = 340,
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Else Set U+!) = 1.
() — (L(r+l) + U(r+1))/2

Setr «r+ 1.

Until convergence criterion is met.

Now, consider the following Lemma.

Lemma 7.3: The bisection search presented in Algorithm 7.1 converges to the opti-

mum solution of (7.26).

Proof: In order to prove the Lemma, it is sufficient to show that if (7.27) is not feasible
or results positive objective value for any #y, the optimum objective value of (7.26a)
should be less than 7y. We will prove this claim by contradiction. Suppose that (7.27)
is not feasible or results positive objective value for 7y = tol. Suppose also the optimum
objective value of (7.26a) is tg > té. In this case, (7.27) is feasible and has nonpositive
optimum objective value for ¢y = tg. By increasing @, we can make (7.27b) equal to
té. This increase improves the objective function. Hence, (7.27) is both feasible and

has nonpositive objective value for 79 = té which results a contradiction. [ |

7.5 Multiple Receive Antenna Case

In this section, we generalize the system in the previous section by employing mul-
tiple receive antennas at the relay. Multiple receive antennas at the relay increases

spatial diversity and improves performance at the expense of system complexity.

Let K denote the number of receive antennas at R as shown in Fig. 7.2. In addition, let
Gsr € CM*K be the channel from S to R and wg be the source transmit beamformer
vector such that ||wg|| = 1. In this case, the received signal after receive beamforming

at R is given by,
y&li] =VPsw{ Gsras(i] + Wy Grrzrsli = 7] + ngali] (7.28)
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Figure 7.2: System model for multiple receive antenna case.

where Grr € CV*X is the loop interference channel between transmitting and receiv-
ing antennas of R. zgx € CK*! is the receive beamformer weight vector at R such
that ||zg|| = 1. ngali] is the effective additive complex Gaussian noise after receive
beamforming at R following nga[i] ~ CN(O, 0'1% 4)- The received signal at D is the

same as the previous section and is given by
yolil = wigrpsli = 71 + np[r]. (7.29)

SNR for D is the same as in the previous section and given as follows,

WHgRD|2
SNRp = —=——. (7.30)
9p
The received relay signal for information decoding is given by
yhli] =v(1 — @) PswH Gsrzgs[i] + V1 — awh Grrzgsi — 7]
+ V1 - (L’I’ZRA[i] + nRI[i]. (731)

In this chapter, we will design relay transmit and receive beamformers in a joint man-
ner. Source transmit beamformer can be designed such that it enhances the desired
signal WISLI Ggsrzgs[i]. In order to simplify the design procedure, we will select source
beamformer wg as the left singular vector of Ggg corresponding to the largest singu-
lar value. Let Ggg = UAV¥ be the singular value decomposition of Ggg. Let A; be
the largest singular value and v; be the corresponding right singular vector of Ggg.
Using the same assumptions and residual self interference model as in the previous
section, the SINR at the information decoder of R is given by

(1 — @)PsA7|vizg|?

SINRy = (7.32)

2
(1- Q),U|W£IGRRZR| + 0'1%1
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where u is the residual self interference level. The RF signal for energy harvesting is

yl’g [i]] = Vayg[i] and the harvested power is given by
Py = na PS/lf|V{{ZR|2 + |W§IGRRZR|2 (733)

where 7 is the energy conversion efficiency.

In the following subsections, we will first analyze QoS-aware power minimization.
Then, SINR maximization problem will be considered. Near-optimum solutions for

both of these problems are presented in sequel.

7.5.1 QoS-Aware Optimization Problem

The QoS-aware design problem in terms of relay transmit and receive beamformers

for multiple receive antenna can be formulated as follows,

min wgwR - {na szlflv‘lqul2 + |w‘TI§GRRzR|2 (7.34a)
WR,ZR,O

1 — @)PsA2|vizg|?
.. (1~ @)Psiv) 2R| >y (7.34b)
(1 - a’),u|WgGRRZR| + O—IZQI

H 2
A%\
@ > (7.34¢)
9p
0<ac<l (7.34d)
llzr|| = 1. (7.34e)

The joint optimum solution for (7.34) is not easy to obtain due to highly coupled terms
of optimization variables. Instead, we will employ alternating optimization in order to
obtain a solution. We first find the optimum transmit beamformer and power splitting
ratio for a given receive beamformer. Then, we will update the receive beamformer

optimally using the previous transmit beamformer and power splitting ratio. A good
V]-Fﬁé'iﬁ{{vlv]

[vi+B 115,

vector corresponding to the largest singular value of Grg. With this selection, v; and

initial receive beamformer can be z% = where v is the right singular

V1 vectors are phase aligned and the objective value in (7.34a) is enhanced. S > 0

parameter is selected to be less than one since |w§' GRrrzg| term is to be minimized in
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(7.34b) unlike (7.34a). In this case, we obtain the following optimization problem,

. H 210H,0 12 H 02
ar}zlg Wi Wg — {na| PsA{|V] Zp|” + [Wg Grrzg| (7.35a)

21oH .02
ot (1 — a)PsA7|v| zpl - (7.35)
1. 5 > )
(1- a)y|ngRRz%| + 0'1%1

|WHgRD|2

R

— 2 (7.35¢)
9p

0<ac<l. (7.35d)

The above problem is similar to the one in (7.10) and the optimum solution can be
easily found by following the same steps in the previous section. Let w and o*
denote the optimum transmit beamformer and power splitting ratio for (7.35), respec-

tively. In this case, the optimization of zp given wk and o* can be formulated as

follows,
min —PsA7|Vi'zel” — |(Wg)" Greze|” (7.362)
(1 — a*)PsA?|vizg|?
s.L. L >y (7.36b)
(1 = a*)u|(Wh)H Grrzr| + o,
||lzzl = 1. (7.36¢)
Let us express the relay beamformer vector as zg = le Bre’% ¥, Here B > 0, k =
H *
1,...,K, and {¥;}X is an orthonormal basis for C¥*! such that ¥; = G";,Rw’f and
i k=1 IGRRWEII
¥, = % The following lemma is presented to characterize the optimum
1
solution.

Lemma 7.4: The optimum relay beamformer vector for (7.36) is given in the form
zr = B1W1 + Poel V1 Gk,
Proof: Let us first express the problem (7.36) in terms of {Sy, Hk},le as follows,
min PV B/ + VI — (|G w1782 (7.37a)
{ﬁkﬂek }Ii(:l
st (1= a) P2V, el + v, rel® |

—y(1 = &)l |GRRWkIPBT = yog, 2 0 (7.37b)

K
D=1 (7.37¢)
k=1
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Note that any common phase rotation of {6y }sz1 does not change the optimality of

the problem (7.37). Hence, 6 can be selected as zero without loss of generality. Let
us first prove that optimum 6, is given by 6, = AVIH Gg rWx- This angle aligns the
phase of the two terms in v/ W, 8¢/ + vl Bye/%. Assume that the terms are not
phase aligned. In this case, by aligning their phases, objective function can be im-
proved without changing the constraints. Hence, optimum 6, should be Avf Gg RWh-
Now, suppose that at least one of S for k = 3, ..., K is positive for the optimum so-
lution. This B can be made zero by increasing the value of 5, such that (7.37c) is
still satisfied. In this case, the constraint in (7.37b) is not violated and the objective

function improves which contradicts with the optimality. Hence, 8 = 0 is found for

k =3, ..., K for the optimum solution. [ ]

Let us express (7.37) in a simpler way using Lemma 7.4, i.e.,

min —(hif1 + o)’ — hafii (7.38a)
Br.p2

st. k(B + hop) — ki — k3 20 (7.38b)
Bi+ B3 =1 (7.38¢)

where iy £ VPsA VW |, by 2 VPsAiviI, by = [IGE.wEII%, ki = (1 - a*),
ky = y(1—a*)u| |G£I RWEl |, and k3 = 70'1% ; are defined for the simplicity of notation.
It is obviously seen that the optimum S; and 8, should be nonnegative for (7.38).
Hence, we did not include nonnegativity constraints for simplicity. KKT conditions

for the problem (7.38) are given as follows

= 2h (M By + hofB2) — 2h3PB1 = 21 (kihi (M By + hafa) — kofB1) — 2281 (7.39a)

= 2hy(h1 1 + haf32) = 2urkyho(hi By + hafB2) — 2032 (7.39b)
f >0 (7.39)
|k (i By + o) = Ko} - k3) =0 (7.39d)
(7.38b)-(7.38¢) (7.39¢)

where p; and p, are the Lagrange multipliers corresponding to the inequality and
equality in (7.38b) and (7.38c), respectively. Now, we will consider three different

cases for the candidate solutions.
Case 1: 1 =0, up =0
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In this case, we obtain 5; = 5> = 0 by (7.39a-b) which cannot satisfy the constraint

in (7.38b). Hence, we do not consider this case for a candidate.
Case2: uy =0, ur #0

If we divide both sides of (7.39a) by (7.39b), we obtain
(hi + h3)B1 + Moy By

3 = —. (7.40)
hihaofy + hy B2 B2
If we rearrange the terms in (7.40) we obtain
hihoBt + (=hi + 3 — h3)B182 — hihaS3 = 0. (7.41)

Let r denote the only nonnegative root of the quadratic equation in (7.41), i.e., 81 =

rB>. Then we obtain S = ﬁ and 3, = ﬁ by (7.38c). This solution is noted as

a candidate if it further satisfies (7.38b).
Case 3: u; >0

In this case, the inequality in (7.38b) is satisfied with equality by the condition in
(7.39d). Together with (7.38c), we can determine candidate solutions. By (7.38c),

B =+/1- ,8%. If we insert this into (7.39d), we obtain

(kihi = kih3 = ko)B} + kihg — ks [~ p2 (7.42)
—2kih1hy By - : |

If we take the square of both sides we obtain

2
((klhf — kih3 — k2)B7 + kih3 — k3)

_ 2
SRR =1-pi. (7.43)
1M Py

After rearranging the terms in (7.43), we obtain the following quadratic equation of

ﬁz, 1.€.,

LT+ 0BT +1h=0 (7.44)
where b, /1, and [y are given by
L = (kihi = kih3 — ko)* + 4kThihs, (7.45a)
I = 2(kih? — kih3 — ko) (ki h3 — k3) — 4kThihs, (7.45b)
lo = (kih3 — k3)*. (7.45¢)
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We can solve (7.44) easily to find the candidate 8;. The roots of (7.44) should be

between zero and one in order to be a candidate. Then, 3, can be easily found by the
relation B, = /1 — ﬁ%.

Let us construct the set S whose elements are the candidate {3, 82} couples given in
Case 1-3 above. If § # 0, the optimum solution of (7.38) is given by

(B, B5} = argmin — (hi 81 + haf3)* — ha ;. (7.46)
{B1.B2}€8

The optimum relay beamformer is then given as

2 = B + Brel Gk, (7.47)

7.5.2 SINR Maximization Problem

This part is similar to the Section 7.4. We can use a similar algorithm like Algorithm
7.1 and the solution of QoS-aware design problem presented in (7.46-47) to find the

near-optimum solution of SINR maximization problem.

7.6 Simulation Results

In this section, several simulations are implemented in order to observe the perfor-
mance of the proposed methods for power-splitting based decode-and-forward full-
duplex relaying. In the simulations, PM-SA and PM-MA correspond to the proposed
method with single receive antenna and multiple receive antenna, respectively. Note
that PM-SA is a joint optimum method for both QoS-aware and SINR maximization
problems. PM-MA is a near-optimum solution for the same problems where the re-
lay has multiple receive antennas. For single receive antenna scenarios, we take the
sub-optimum solution in [49] as a benchmark for comparison with the proposed opti-
mum solution. The simulation parameters are selected as follows. There are M = 32
antennas at S. The variances of the R and D noises are set as 0'1% ;= 012) = —-110 dBW.
The energy conversion and utilization efficiencies are both selected as n = { = 0.7.

Rayleigh fading is assumed for the all channels. The path loss from S to R and R to

D is 60 dB. Unless otherwise stated, the path loss for the loop interference channel
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is 10 dB. The number of transmit and receive antennas at R is N = 32 and K = 4,
respectively. The source power is Ps = 0 dBW. The SINR threshold is y = 10 dB
for QoS-aware design problems. In the following figures, each point represents the

average of randomly generated 100 channel realizations.
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NUMBER OF TRANSMIT ANTENNAS AT THE RELAY, N

Figure 7.3: The required power by the relay’s own battery, Pg — { Py, versus number

of transmit antennas at the relay, N, for RSIL=-10 dB and RSIL=-20 dB.

In the first four figures, i.e. Fig. 7.3-6, we evaluate the performance of the proposed
QoS-aware design problems for both single and multiple receive antenna scenarios. In
Fig. 7.3, the number of transmit antennas at the relay is varied from N = 4 to N = 32
and the required power by the relay’s own battery is plotted. The objective of the
QoS-aware problem is Pg —{ Py and this is also the required power extracted from the
relay’s own battery. It can be positive or negative based on the system requirements.
When it is positive, additional transmit power is required in order to satisfy the SINR
need of the system. On the other hand, power saving is possible when it is negative.
Therefore, the transmit power is less than the harvested power. In Fig. 7.3, the results
of the proposed method for single, K = 1, and K = 4 receive antennas are shown for
two different residual self interference level (RSIL), . When the number of transmit
antennas at the relay is small, i.e., N = 4, relay battery should supply power in

addition to the harvested power. As N increases, the harvested power becomes more
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Figure 7.4: The required power by the relay’s own battery, Pg — { Py, versus RSIL.

than necessary to satisfy the SINR constraints. Furthermore, the required power is
significantly less for small RSIL values as expected. When it comes to comparing
single and multiple receive antenna scenarios, the performance improvement with
K = 4 is clearly seen for both RSIL levels. It is seen that PM-MA leads to significant

power savings even though PS-SA is the joint optimum solution.
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Figure 7.6: The required power by the relay’s own battery, Pg — { Py, versus number

of receive antennas at the relay, K, for RSIL=-10 dB and RSIL=-20 dB.

In Fig. 7.4, we increase RSIL from -50 dB to 0 dB. Different number of receive an-

tennas are used, namely, K = 1, K = 4, and K = 8§, respectively. The required power
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for all these cases are negative for small RSIL and increases as RSIL is increased.
The number of receive antennas is very important to improve the power savings. In
fact, K = 8 case leads to 2.44 times power saving in comparison to K = 1 case for

RSIL=-50 dB.

In Fig. 7.5, SINR threshold, vy is changed from 6 dB to 20 dB and the required power
is plotted for K = 1 and K = 4 receive antennas when we set RSIL=-10 dB and -20
dB, respectively. As y increases, the required power increases for all the solutions and
become positive at y = 20 dB for all the solutions except PM-MA with RSIL=-20 dB.
As the target SINR becomes more demanding, additional power is required in order
to satisfy the SINR constraint. Similar to the previous graphs, the required power is

significantly less for multiple receive antenna case.

Fig. 7.6 is presented in order to observe the effect of the receive antennas at the relay
in detail. As the number of receive antennas, K increases, the required power be-
comes more negative showing that more power savings from the energy harvesting is
possible with large number of receive antennas. Furthermore, RSIL has an important

effect determining the amount of power savings.

In the remaining figures, i.e., Fig. 7.7-10, we present the results for the proposed
optimum solution and the sub-optimum one in [49] for SINR maximization problem.
In addition, the proposed near-optimum solution is presented for the same problem
with multiple-receive antenna case. In Fig. 7.7, the effective SINR of the system
is plotted in terms of the number of transmit antennas at the relay, N. For differ-
ent RSIL values, the proposed optimum solution for single receive antenna always
performs better compared to the sub-optimum solution in [49]. As N increases, the
performance gap between two solutions becomes larger especially for RSIL=-20 dB.
Moreover, the proposed solution for multiple receive antenna provides higher SINR

than that for single antenna solutions.
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Figure 7.7: Effective SINR versus number of transmit antennas at the relay, N, for
RSIL=-10 dB and RSIL=-20 dB.
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Figure 7.8: Effective SINR versus source power, Pg, for RSIL=-10 dB and RSIL=-20
dB.

In Fig. 7.8, source power, Pg is varied and SINR performance of the three methods

are compared. Similar to the previous graph, the proposed optimum method always
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results higher SINR compared to the sub-optimum solution in [49] for both RSIL
values. Although the results for RSIL=-20 dB have higher effective SINR, the perfor-
mance gap between two RSIL values decreases as the source power increases. This
shows that supplying more source power compensates the adverse effect of high RSIL
after some point. Note that the difference between PM-SA and PM-MA remains al-
most the same as Ps increases. Furthermore, employing more receive antennas at
the relay improves the SINR by increasing spatial diversity and energy harvesting

capability.

In Fig. 7.9, RSIL is increased from -50 dB to 0 dB and the effective SINR is plotted
for all the methods. There are two results for multiple receive antenna case, namely,
for K = 4 and K = 8, respectively. As RSIL increases, the effective SINR falls
as expected. However, it is possible to improve SINR by employing more receive

antennas at the relay for all the RSIL values.
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Figure 7.9: Effective SINR versus RSIL.

Finally, we increase the number of receive antennas at the relay, K, and plot the
effective SINR of the proposed method for two RSIL values in Fig. 7.10. Increasing
K from 4 to 32 provides up to 3.2 and 3.8 dB SINR improvement for RSIL=-20 dB
and RSIL=-10 dB, respectively. This shows that employing large number of receive

antennas improves the QoS of the system significantly.

161



24

~23

o

2

o

Z22¢

0

w

>

- L i

521

i,

LL

LL

Yoo .
4 PV-MA for RSIL=-10 dB
P>PM-MA for RSIL=-20 dB

8 12 16 20 24 28 32
NUMBER OF RECEIVE ANTENNAS AT THE RELAY, K

Figure 7.10: Effective SINR versus number of receive antennas at the relay, K, for
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7.7 Conclusion

This chapter considers the joint optimization of relay transmit beamformer and power
splitting factor for wireless-powered multi-antenna relay. The relay uses decode-and-
forward protocol and power splitting is used to harvest some part of the received RF
signal. Two different types of optimization problems are studied. The first one is the
QoS-aware design problem where the aim is to satisfy the effective SINR need of the
system by minimizing the transmission power used by the relay’s own battery. This
problem is solved optimally by reformulating it in an efficient form. Secondly, SINR
maximization problem is elaborated for which a sub-optimum solution exists in the
literature [49]. The optimum solution of this problem is also obtained in this chap-
ter by using a bisection search and employing the solution of QoS-aware problem at
each iteration. Simulation results show that the proposed optimum solution leads to
better performance in SINR and transmit power. As an another contribution of this
chapter, multiple-receive antenna relaying system is considered in addition to the sin-
gle receive antenna case. The joint near-optimum solution is presented for the relay

transmit and receive beamformers together with power splitting factor. First, optimum
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transmit beamformer and power splitting factor are found for a given receive beam-
former. Then, receive beamformer is optimally obtained by keeping other variables
constant. Due to the increase in spatial diversity, multiple-receive antenna approach
performs significantly better compared to the single antenna case. The performance

improvement increases with the number of receive antennas.
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CHAPTER 8

IMPROVED ADMM-BASED ALGORITHMS FOR MULTI-GROUP
MULTICASTING IN LARGE-SCALE ANTENNA SYSTEMS WITH
EXTENSION TO HYBRID BEAMFORMING

In this chapter, multi-group multicast beamforming is considered for full digital and
hybrid beamforming. The wireless system comprises of a multiple-antenna base sta-
tion and single-antenna users. Quality of service (QoS)-aware design is investigated
where the optimization objective is to minimize the total transmitted power subject
to signal-to-interference-plus-noise ratio (SINR) constraint at each user. In addition
to SINR constraints, per-antenna power constraint is included for each antenna of the
base station. The original optimization problem for full digital beamforming is trans-
formed into an equivalent form such that alternating direction method of multipliers
(ADMM) can be applied in an effective and computationally inexpensive manner for
large-scale antenna systems. In this new formulation, the beamformer weight vectors
are decomposed into two subspaces in order to decrease the number of dual variables
and multiplications. The optimum update equations are obtained for the proposed
ADMM algorithm. This new reformulation is used for two different hybrid beam-
forming structures employing phase shifters and vector modulators. Optimum up-
dates are derived for each system. The proposed algorithms decrease computational
complexity of the existing ADMM algorithms due to the effective reformulation as
well as the direct solution of the nonconvex problem. In the simulation results, it is
shown that the proposed methods have better convergence behavior and less compu-
tational time than the benchmark algorithms. Furthermore, the proposed method for
hybrid beamforming with vector modulators performs better than its counterpart in

the literature in terms of transmitted power.
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8.1 Related Works and Contributions

Single-group multicast beamforming problem is first proposed in [24] and then ex-
tended to multi-group multicast beamforming case in [25]. Both problems are shown
to be NP-hard and semidefinite relaxation (SDR) is applied in order to obtain a so-
lution. Unfortunately, the optimum solution is not guaranteed and the performance
of the SDR solution degrades as the size of problem increases. Secondly, SDR re-
quires lifting of the problem to a high dimension and it is computationally inefficient
for large-scale antenna and user systems [69]]. In order to improve the performance
and computational complexity, feasible point pursuit and successive convex approx-
imation is developed in [34]. Then in [88] and [[104], more efficient algorithms are
proposed for single-group multicast beamforming problem. In [68], a consensus al-
ternating directions method of multipliers (ADMM) algorithm is presented for effi-
cient and fast solution of general quadratically constrained quadratic programming
(QCQP) problems. Since, multi-group multicast beamforming can be formulated as
a QCQP problem, ADMM is a good candidate for this problem. In [69], a more
efficient ADMM method is developed for multi-group multicast beamforming by re-
ducing the number of dual variables in the algorithm. This work is the current state of
the art algorithm for single base station multi-group multicast beamforming problem

and we will take it as our benchmark in this chapter.

Multicast beamforming is also considered for large scale antenna systems for a more
efficient system design [71]. In [72], a conic quadratic programming approach is
developed for large scale antenna multicasting systems. In this work, single group
multicasting is considered. In [32], noncooperative multi-cell network is considered
for massive MIMO multicasting. [29] and [73] investigated max-min fair multicast
beamforming for large-scale arrays. [28] developed efficient algorithms for reducing
the complexity of multicasting in large scale antenna systems. In our benchmark [69],
ADMM-based fast algorithm is presented for large scale wireless systems. Finally in

[26]], joint unicast and multicast transmission is elaborated in massive MIMO systems.

In this chapter, we consider multi-group multicast beamforming for large-scale an-
tenna systems. We adopt QoS-aware design approach also by including per-antenna

power constraints to the problem to be more practical as in the works [69]], [73]], and
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[74]]. In the first part of the chapter, we consider full digital beamforming where
each antenna is connected to a separate RF chain. Full digital beamforming achieves
higher performance compared to analog and hybrid beamforming. This comes from
the fact that the elements of each beamformer weight vector can be chosen as an
arbitrary complex number without any restriction except the per-antenna power con-
straints. For full digital beamforming, we decompose each beamformer weight vector
into two orthogonal subspaces. In this case, the SINR constraints become dependent
only one of the subspaces. When the number of antennas is very high compared to
the rank of the overall channel matrix, which is a practical scenario for large-scale
antenna systems, the dimension of this subspace becomes significantly small com-
pared to that of the orthogonal complement subspace. Then, we present the optimum
updates for the ADMM framework and arrange the algorithm for a more memory
efficient implementation. This together with the proposed decomposition brings us
a computational advantage compared to the algorithm in [69] which uses the orig-
inal problem formulation. Secondly, we deal with the nonconvex original problem
directly instead of applying two-layer optimization as in [69]]. The motivation behind
this is the efficient use of ADMM for nonconvex problems [75], [76l, [77], [Z8], [[79].
Since, we use one-layer iteration sequence, our proposed algorithm has a faster and
better convergence than the alternatives in the literature. In the second part of this

chapter, we focus on two hybrid beamforming systems.

Hybrid beamforming design is considered for several scenarios including point-to-
point MIMO and multi-user MIMO systems [85], [86], [87], [89]. In [88], [90],
[10O5], it is investigated for single group multicasting. [80] considered hybrid beam-
forming design for joint unicast and multicast transmission. [27]] proposed a fully-
connected structure for multi-group multicasting. In this structure, two times more
phase shifters are used compared to its conventional counterpart. Max-min hybrid
beamforming design for multi-group multicasting is considered in [82]. In Chap-
ter 2 ([10]), a new partially-connected hybrid beamforming structure is proposed for
multi-group multicasting systems. In [10], SDR and successive convex approxima-
tion (SCA) based algorithms are proposed for the considered system. In this chapter,
we propose an efficient ADMM based algorithm and solve each subproblem of it

optimally by adopting this system. In [81], an alternating minimization algorithm
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based on ADMM is realized over two different optimization problems each of which
requires solving a two-layer optimization problem for a partially-connected hybrid
structure with vector modulators. Vector modulators are used in place of the phase
shifter and power amplifier. In this chapter, we formulate this problem according
to our proposed efficient ADMM form and tackle the nonconvex problem directly
instead of a three-layer optimization framework as in [81]. Simulation results show
that our proposed algorithm performs significantly better in terms of both base station

transmission power and computational complexity.

8.2 System Model

We consider a multicasting system comprising a base station (BS) equipped with N
transmit antennas and M multicast groups of single-antenna users. The BS transmits
a common multicast message to the users in each group. Let G,, denote the m'”
multicast group of users for all m € M = {1, ..., M} and assume that there are K users
in total. Each user is in only one multicast group, i.e., G,, (1 G = 0 for m # m’.
Note that the special case M = 1 corresponds to single group multicasting scenario.
Narrowband block-fading channel is considered. The signal transmitted from the
antenna array of BS is x = Z%:l W,.8,n where s, is the information signal for the
users in G,, and w,, is the corresponding N X 1 complex beamformer weight vector
for the m'" multicast group. It is assumed that the information signals {s,, }nﬁle are

mutually uncorrelated each with zero mean and unit variance, o2 = 1. In this case,

Sm
H

the total average transmitted power is Py, = Z%:] W,

w,,. The received signal at the

k'™ user is given as,
ye =hix+n, VkeX (8.1)

where hy is the N x 1 complex channel vector between BS and the k" user. X =
{1, ..., K} is the index set of all the users. ny is the additive zero mean Gaussian noise
at the k' user’s antenna with variance 0'13. ny 1s assumed to be uncorrelated with the
information signals. The received signal-to-interference-plus-noise ratio (SINR) of
the k' user is expressed as,

I w,, |

SINR; =
Zm’imk |h£wm’|2 + 0-13

, VkeX (8.2)
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where my, denotes the index of multicast group to which the k' user belongs. In
this chapter, we first consider quality-of-service (QoS)-aware full digital beamformer
design where the aim is to minimize the total average transmitted power subject to

receive-SINR and per-antenna power constraints.

8.3 QoS-Aware Beamformer Design

The OoS-aware design problem can be formulated as follows,

M
min Z wam (8.3a)

L

s.t. lhf:’""lzz s 2, YkeX (8.3b)

Zm’;&mk |hk Wm’l + o

M

Z Wynl? < Py, Vn € N (8.3c)

m=1

where y; is the minimum required SINR for the k" user and P, is the maximum
allowable power at the n’ h transmit antenna of BS. Wi 18 the n' h element of the vector
w,, and N = {1, ..., N} is the index set for all the transmit antennas. The problem in
(8.3) is not convex and hence should be handled appropriately for an effective and
fast solution. Note that (8.3b) can be rewritten as a quadratic constraint. The current
state-of-art methods for the QCQP problem (8.3) are the ADMM-based algorithms
proposed in [68]] and [69]. In the following section, we will briefly go over these
algorithms before introducing our improved ADMM-based algorithm which results

less computational time.

8.3.1 Prior ADMM-Based Algorithms for (8.3)

Recently, an efficient ADMM-based algorithm is proposed for general QCQP prob-
lems by using consensus optimization and decomposing the original problem into
QCQP subproblems with only one constraint [68]]. Later in [69]], an improved tech-
nique is proposed for multi-group multicasting problem in (8.3). Let us mention these

algorithms in turn in the following subsections.
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8.3.1.1 Consensus-ADMM for General QCQP
In [68]], consensus optimization is considered using ADMM for the following general
QCQP,
min x7Agx — 2‘R{bOHX} (8.4a)
X
s.t. xXTAx—2R{bx} <c, i=1,..,1I (8.4b)

First, (8.4) is transformed to the following consensus form by introducing auxiliary

variables {zl-}l.I:1 for each constraint, i.e.,

min  x7Ax — Z‘R{ng} (8.5a)
Xs{zi}i’:]

sit. 2P Az - 2R bz} <¢;, i=1,...1, (8.5b)
z,=%x, i=1..,1I. (8.5¢)

The steps of consensus-ADMM algorithm for (8.5) in scaled form [106]] are given as

follows,

1
X « arg minx?Aox — 2%{bglx} + pZ llz; — x +w|? (8.6a)
X i=1

z; « argmin ||z; — X + u;||?
z

s.t. ZIHA,'Z,' - 2?\{1)[1_11,} < ¢,
i=1,...,1 (8.6b)

w—uw+z-%x i=1..,1 (8.6¢)

where u; is the scaled dual variable corresponding to the equality constraint z; = X in
(8.5¢c) fori = 1,...,1. p > 0 is the penalty parameter used in augmented Lagrangian
[106]. In [68], the updates for (8.6b) are solved optimally. Moreover, a memory-
efficient implementation of the consensus-ADMM algorithm is presented for single
group multicast beamforming problem where M = 1 in (8.3) and there is no interfer-

ence in (8.3b).

The algorithmic framework in [68] summarized above can also be used for multi-
group multicast beamforming problem in (8.3). However, recently a more efficient

method is proposed for this specific problem in [69].
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8.3.1.2 Convex-Concave Procedure ADMM (CCP-ADMM) for Multi-Group

Multicast Beamforming

As stated in [69], one of the main disadvantages of consensus-ADMM algorithm is
that it requires a local copy of the optimization variables and a corresponding dual
vector variable for each constraint. In [69], a new ADMM framework which requires
less auxiliary variables is proposed by introducing {{T'u = hi'w,,}X_}M and ex-
pressing the SINR constraints in (8.3b) in terms of them. This new ADMM is applied
for a sequence of convex subproblems obtained by CCP. The method in [69] per-
forms significantly better compared to [68]] with less computational complexity. In
this chapter, we reduce the computational complexity more by an effective reformu-
lation of the problem. Our new algorithm directly deals with the original problem
different than [69] which solves a sequence of subproblems and requires both inner
and outer loop iterations. It is shown that the performance is improved significantly

in terms of computational saving.

8.3.2 Improved ADMM-Based Algorithm for (8.3)

Note that all the ADMM updates are carried through N X 1 vectors for the algorithm
in [68]]. Similarly, N X 1 vectors are used for the update of the main variables and per-
antenna power constraints in [69]. When the number of antennas, N, is very large,
these updates become extremely costly due to matrix inversions and multiplications.
In this chapter, we reduce the complexity of the ADMM iterations by decompos-
ing beamformer vectors into the subspace spanned by the channel vectors and its
nullspace. For this method to be efficient, it is required that the dimension of the
subspace of the channel vectors to be less than N. Let H denote the N X K matrix
which is formed by stacking all the channel vectors hy, Vk € K, as its columns, i.e.,
H = [h; h, ... hg]. If L denotes the dimension of the column space of H, there are
two possible cases for L < N. In case the number of antennas, N, is greater than
the number of users, K, L is always less than N. This is a very practical scenario in
modern wireless communications which involves massive antenna systems. For the
second case, i.e., N < K, L may not be less than N. However, it is possible for the

scenarios where some users are clustered in close groups. In such a case, the corre-
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sponding channel vectors are highly correlated and the rank of H gets smaller. Now,

let us consider the singular value decomposition of H as follows,

i 0 |VH

H=|U, Ul
SRl A B A

(8.7)

where X4 and X5 are the diagonal matrices whose elements are the positive and zero
singular values of H, respectively. Let us express {w,, }r"rle as Wy, = Uava, + Ve
where v4,, € CL and vg,, € CN for m € M are the newly introduced auxiliary
variables. vp,, 1s in the nullspace of Uy, i.e., Ug vp.m = 0. The optimization problem

in (8.3) can be reformulated as follows,

M
. H
min wilw,, (8.8a)
{WmsVA,m,VB,m}nA,:Izl I’l; "
H
[PA A7
st. CAR sy, VkeX (8.8b)
Zm’imk |(ZAVIA{)k VAm |2 + Oy
Wiy = UaVam + Vm, VmeM (8.8¢)
Ulvg,, =0, Vme M (8.8d)
M
Z |Winn|? < P, V€ N (8.8¢)

m=1

where (X AVSI ), denotes the k' column of ¥ AVSI . In order to make the problem in
(8.8) appropriate for ADMM algorithm, we will define additional auxiliary variables
Tiem = (X AV’A{ )va,m, Vk € K, Vm € M using the same approach in [69]. In addition,
we introduce V4, = Ugva,, and Vg, = vp,,. These definitions will allow us to

obtain efficient and closed-form optimum ADMM updates. Using the new variables,
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the problem in (8.8) can be expressed as follows,

M
. ~H =~ ~H =~
min E VamVam + Vg, VBm)
{VA,maVA,m,VB,mﬁB,mv m=1

K M
e b

s.t. T = (CaV) Vam Yk € K, Vm e M

|Fk,mk |2
5 5 2 Vhs VkeX
Zm';ﬁmk |rk,m’| + O'k

\N’A,m = UAVA,m, YmeM
‘~’B,m = VB m> VmeM
Hg —

U394, =0, Vme M
M
S 5 2
> Pama + Ppmal® < Pu V€ N.

m=1

(8.92)

(8.9b)

(8.9¢)

(8.9d)
(8.9¢)
(8.9f)
(8.92)

(8.9h)

Note that the constraint in (8.9g) is redundant. However, the inclusion of it will

simplify the updates in ADMM algorithm. Similar to [69], the variables in (8.9) can

be split into two blocks, {v4 . VB,m}fZI: , and {{Fk,m}sz 1 Vam VB,m}fZ[: , such that the

updates of ADMM algorithm are separable. Now, the steps of ADMM algorithm for
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the problem (8.9) in scaled-form [106] can be given as follows,

M
. H
{Tembly — argmin 3" (D = (EaVE) Vam + Al
{Fk,m}nj‘;lzl m=1

2 2 2
St ATk ™ 2 vk Z Tk |” + yio
m’#£my
Yk e X
M

~ ~ M . ~H = <cH <
{VA,m’ VB,m }m:1 A arg min Z (VA,mVA,m + VB,mVB,m
{VA,m,VB,m},A;IZI m=1

+ p”vA,m - UAVA,m + ZA,mH2 + p||‘~’B,m — VBm + ZB,mH2

M
s.L. Z |‘7A,m,n + ﬁB,m,nlz < Py, VheN

m=1
Ul¥p, =0, Ud¥,,, =0, Vme M

K

. H
VAm € argmin Z |rk,m - ():AVQI);( Vam + /lk,ml2
Vam  f=]
+ ||VA,m — UAVA,m + ZA,mHZ, Vme M

Vpm < argmin ||Vg, — Vg, + zB,mllz, Vm e M
VB.m

H
A — Ao + Tiom = (ZaVE), Vam Vke X, VmeM
Zam < Zaom + VA,m - UAVA’m, VYm e M

ZBm < ZBm + GB,m — VB ms» VmeM

(8.10a)

(8.10b)

(8.10c)
(8.10d)

(8.10e)
(8.10f)
(8.10g)

where {{Axm}_ 1M, {Zam}¥_| and {zp,,})_ are the scaled dual variables corre-

m=1’

sponding to the equality constraints in (8.9b), (8.9d), and (8.9e), respectively. p > 0

is the penalty parameter used in augmented Lagrangian [106]. In the following, we

will present the closed form expressions for the updates in (8.10a-d), respectively.

In [69], the solution of a similar optimization problem to (8.10a) is found. Here, we
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omit the details and give only the result as follows,

évk,mk if ¢k(0) >0

Tim, < 4 (8.11a)
6k, my, -
(= if ¢k(0) <0
Cim’ if px(0) >0
Tim p , Ym' # my, (8.11b)
k,m’ .
1+7k#2 if ¢k(0) <0
Yk e X

where (¢, = ():AVH):[VA," Ak.m 1s defined for ease of notation. In (8.11a-b),

2
|é’kmk |{km |

¢k( ) a=p)z Yk Zm "Eme (1yep)?
in 0 < p < 1in case ¢x(0) < 0. Note that x} can easily be found by solving a quartic

—yko} and pf is the unique solution of ¢ (i) = 0

equation.

Now, let us consider the optimization problem in (8.10b). In order to simplify (8.10b),
let us assume that z,4 ,, and zp, are initialized such that they lie in the column space of
U, and Ugp, respectively without loss of generality. Assume also that initial value of
vp.m 18 selected from the column space of Up in accordance with the constraints (8.9e-
). Following (8.10d) and (8.10f-g), z4,, and zp,, continue to remain in the same

subspaces if they are initialized in this way. In this case, (8.10b) can be expressed as

follows,
M
min Z ((VA,m + vB,m)H(vA,m + ‘~’B,m)
{¥A,m:¥B, m}m 1 m=1
+ pllVam + V8m — (UaVam — Zam + VBm — Z.m)||? (8.12a)
Z [ an + PBamal® < Puy Y € N (8.12b)
Ulp,n =0, US4, =0, YmeM (8.12¢)

Now, let us define W,, = V4, + V. If we further define Z,, = Uava,, — Zam +
VB.m — ZB,m for ease of notation, the objective function in (8.12a) can be expressed as
(1+p)||W,, — l'%pim| 1>+ % |Z,n||>. The second term is constant and can be removed.
Note that V4, and vp,, lie in the column space of U4 and Ug, respectively. Hence,

they can be expressed in terms of new variables as V4, = Ugva, and Vg, = Upvp,y.
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Using these variables, (8.12) can be reformulated as follows,

M
i & P~ 12
o 28 =l .13
M
st Y Wonal? < Poy Vi€ N (8.13b)
m=1
Vam = Ui, Vi = Uy W, Vi € M (8.13¢)

In the formulation (8.13), it is clearly seen that (8.13c) does not have any affect on
both the objective function and the other constraints in (8.13b). Hence, the opti-
mum solution is found by solving (8.13a-b). (8.13c) is used to obtain the optimum
{Vam VBmn,.

Note that the problem (8.13a-b) can be decomposed into N subproblems. If we define
Al

W2 [ Wi, Wop oo Wagp [T and 2 2 [ 21, Zo .. Zagn |7, Y0 € N, the n'”* subproblem

is given as follows,

. 71 P Anl2
- 8.14

min [ - 57 (8.142)
s.t. ||WY|? < P,. (8.14b)
Following [69], the optimum solution of (8.14) is given by W" = min { ||\2/'I:_ﬁz’ ﬁ}i".

Using this and (8.13c), the optimum update in (8.10b) is given as,

P
W" < min ‘/_ L L vneN (8.152)
2]l 1+ p

W — [ Wl w2 WV Ve M (8.15b)
Vam « U UW,, Vm e M (8.15¢)
Vpm — UpUlhW,, Vme M (8.15d)

Note that defining auxiliary variables V4, in (8.9d) and Vg, in (8.9¢), Vm € M
resulted the Euclidean projection problem in (8.14) whose closed-form optimum so-

lution exists.
The update in (8.10c) can easily be expressed as follows,
5\
Vam < (IL + ):A) (Ug(vAm + ZA,m)

K
£ (EaVH) (T + Ak,m)), Vm e M (8.16)
k=1
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Note that matrix inverse in (8.16) is computationally efficient since the matrix inside
the inverse operation is diagonal unlike its counterpart in [69]. Similarly, the update

in (8.10d) is given as follows,
VBm < VBm +Zpm, YmeM (8.17)

At this point, all the steps of ADMM algorithm are expressed in closed-form. In the
following part, we will arrange the algorithm variables in order to further reduce its

computational complexity.

First, let us consider the dual variable update in (8.10f). Here, z4 , is a N X 1 complex
vector. In fact, it is possible to carry out the update through a low dimensional dual
vector. Let us define u,,, = Uf Zam Ym € M. Remember that z4 , lies in the column
space of Uy if it is initialized properly. Hence, we can write z4,, = Uau,,, Vm € M.

Using this and (8.15c¢), the update in (8.10f) becomes
W, — Uy + UWo = Vam, Vm e M (8.18)

Using the newly introduced dual variable, the update in (8.16) can be expressed as

follows,
-1
Vam e« (LL+ 23} (U9, +u,

K
+ 3 AV, (T + Ak,m)), Vm e M (8.19)
k=1

Now, we can easily see that there is no need to compute V4 ,. Furthermore, as we

show in the following part, there is also no need for the dual variable zg,, in the

0

iterations. Suppose zy  is the initial value of the dual variable zp . Then, we obtain

B,
Vim = Vb + 2y, in the first iteration by (8.17). After that, z,,, is updated by (8.10g)
1 _,0 ¢l 1 _,0 ¢l <l 0 \_ . .
aszp, =Zp,+*Vp, ~Vp, =Zp, +tVp, — (VB’m + zB’m) = 0. In the first iteration, zp ,

becomes 0 and it continues in this way. Hence, we can omit this dual variable in the
algorithm. Now, the simplified steps of the ADMM algorithm are given below. Note
that neither vp, nor v, are kept in memory. Instead, V~V,J;,l -Uy Ug V~V,J;,l is used in place
of Vé’m in (8.20c). The number of dual complex variables in the counterpart algorithm
in [69] is M(N + K) whereas it is M(L + K) in the proposed one as can be seen in
(8.20f-g). Furthermore, in case N > K, the number of complex multiplications is

O(MNK) per ADMM iteration in [69]. Here, it is O(M N L) which is always less than
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or equal to O(MNK) due to L < min(N, K). Furthermore, the proposed algorithm
requires only one loop for iterations whereas the iterations in [69] are implemented
in two nested loops. This fact brings a huge computational advantage to the proposed

algorithm.

Algorithm 8.1: ADMM for QoS-Aware Design Problem

Initialization: Initialize W), ~ CN(0,Ly), v% = UJW). 20 0, Vk € K, uf) «

m>

0, Vm € M. Set the iteration number i < 0 and the penalty parameter p.

Repeat
. g if ¢¢(0) > 0
AR B ¢ (8.20a)
i °k,m . i
o 0 <0
- . if ¢ (0) > 0
Diow <y & . V' % my, (8.20b)
e ifg0) <0
Vk e X
iyl — Us(vy,, —ub) + W, - UsU W, VmeM (8.20c)
. Pn i
(W")*! «— min A‘/._l L ey vne N (8.20d)
1@y 1+p
. -1 . .
Vi e (L+23) (Ufwit v,
K . .
£ AV, + /l}{’m)), VmeM (8.20¢)
k=1
i+1 i i+1 H\H _i+1
Al Ay + T = (EaVI) Vi, Yk e K, YmeM (8.20f)
il —u, + Uwr - vy VmeM (8.20g)
Seti «—1i+1.

Until stopping criterion is met.
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8.4 Hybrid Beamforming with Phase Shifters

In this part, partially connected hybrid beamformer structure with phase shifters as
shown in Fig. 8.1 is considered for multi-group multicasting scenario. This structure
is used for a similar scenario in [10]. Here, we will consider ADMM algorithm and

derive update equations for this model.

Digital
Beamforming

51

Phase Shifter
Group (M,1)

S J\’I Digital

Beamforming

Analog
Beamforming

Figure 8.1: Hybrid Structure with Phase Shifters.

The hybrid structure in Fig. 8.1 consists of two stages, namely digital and analog
beamformer which will be jointly designed. This structure presents a trade-off be-
tween performance and the number of RF chains. When the number of RF chains for
each multicast stream is the same as the number of antennas (full digital beamformer),
the best performance is achieved. If it is less than the number of antennas (i.e., hybrid
beamformer), the system cost is decreased while there is a certain performance loss
[10]. In Fig. 8.1, there are M P RF chains. Each RF chain is followed by R RF phase
shifters. The analog signals coming from phase shifters of each multicast group are
added up and the summed signal is fed into an antenna. As can be seen in Fig. 8.1,

the total number of antennas is N = PR.
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The beamforming weight vector for the m'” multicast group is PR x 1 complex vector
w, = [ w,i;l W,L’z w,i;R w,%;l w,%;R wZ’l . whRT where wh = wf’nejelrzr.
Here, w, is the digital beamformer coefficient corresponding to the p'* RF chain for
the m'" multicast stream. %" is the phase shift introduced by the r'" phase shifter
following the p" RF chain of the m'” digital beamformer block. Hence, the elements
of beamforming weight vectors, {w,, }nl‘f:l, are the phase shifted versions of the digital

- 1,2 P\M
weights {w,,, Wy, ... Wy, 1o

As a result, the amplitude of complex weights inside
each phase shifter group should be the same, i.e., wh| = |wh'| for r = 1,.., R,
p=1,..,P,and m = 1,..., M where the phase shifters following RF,, , constitute the
phase shifter group (m, p). The first weight of the phase shifter group (m, p), wf’,,’l, can
be chosen as w’, i.e, w”' = w” for p = 1,..,P and m = 1,..., M without loss of

generality.

The QoS-aware hybrid beamforming design can be formulated as follows,

M
. H
min W, Wi (8.21a)
on 2,
W, | Vk € X (8.21b)
s.t. = Yk € .
Zm’q&mk |h£IVVm’|2 + 0-/3
M
> Wal® < Pp, VneN (8.21¢)
m=1
WP = W, Vre R\ {1}, Vpe P, YmeM (8.21d)

where R = {1,...,R} and P = {1, ..., P}. Similar to the previous part, (8.21) can be
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reformulated appropriately for ADMM algorithm as follows,

M
min D am + Vi, 8m) (8.22a)
{VA,m,VAm,VB,m,f’B,m, m=1
M
{Fk’m}le}m=1
s.t. T = CAVD) T Vam Yk € K Vm e M (8.22b)
ITime|* > i, VkeX (8.22¢)
Zm’imk |Fk,m’|2 + 0-]% -
Vam =UaVam VmeM (8.22d)
‘7B,m = VB m, VmeM (8226)
U3, =0, Vme M (8.22f)
ULVam =0 VmeM (8.22g)
M
D amn + Tpmal® < Py Ve N (8.22h)
m=1
Phr o | = |9+ p | Vre R\ {1}, Vp e P, Vme M (8.22i)

As in the previous section, the variables in (8.22) can be split into two blocks,
{Vam VB’m}rArf:l and {{Fk,m}szl, Vam VB,m}f‘::l such that the updates of ADMM algo-

rithm are separable. Now, the steps of ADMM algorithm for the problem (8.22) in

181



scaled-form [[106] are given as follows,

M
. H
{rk,m}nﬂle < argmin Z |Fk,m - (ZAVX)]( VAm + /lk,ml2
{rk,m},l‘,{zl m=1

2 2 2
st Tim 1™ = v Z |Tim |© + yior,
m’#Emy

VkeX (8.23a)
M

~ ~ M . ~H = ~H <

{Vam VBm},—) < argmin Z (V AmVam + Vg, VBm

{VA,msz,m},A,;lzl m=1
+ pllf'A,m —Ugvam + ZA,m”2 + plWB,m —Vpm t+ ZB,m||2

M
s.I. Z |‘7A,m,n + vB,m,nlz <P, VneN

m=1

ohr T | = 9, + e | Vre R\ {1}, Vp e P, VmeM
Ul%p, =0, US4, =0, Vme M (8.23b)
K H
Vaom ¢ arg minz T — ():AVIA{)k Vam + /1;(,m|2
Vam k=1
+ [Vam = UnVam + Zanml>, VmeM (8.23¢)
VB < argmin ||Va, — Ve + Zgm||% Ym e M (8.23d)
VB.m
A — X + T = EAVE VA Yk €K, Vm e M (8.23¢)
Zpom < Zam + VA,m - UAVA,m, VYm e M (823f)
Zpm < ZBm + ‘~’B,m = VB m> VmeM (823g)

where {{/lk,m}szl}nAle, {zA,m}nI‘f:1 and {zlg,m}f‘f:1 are the scaled dual variables cor-

responding to the equality constraints in (8.22b), (8.22d), and (8.22e), respectively.
p > 0 is the penalty parameter used in augmented Lagrangian [[106]. The optimum
updates of the ADMM algorithm in (8.23a-g) are derived except the one in (8.23b) in

the previous part.

Now, let us consider the optimization problem in (8.23b). In order to simplify (8.23b),
let us assume that z4,, and zp,, are initialized such that they lie in the column space
of Uy and Up, respectively without loss of generality. Assume also that initial value
of vp,, 1s selected from the column space of Up in accordance with the constraints

(8.22e-f). In this case, following (8.23d) and (8.23f-g), za,, and zp,, continue to
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remain in the same subspaces if they are initialized in this way. Under these assump-
tions, (8.23b) can be expressed as follows,

M

min Z ((VA,m + vB,m)H(vA,m + vB,m)
{VAmVBm}m | m=1
+ pl |‘~'A,m + VB,m - (UAVA,m —ZAm t VBm — ZB,m)l |2 (8.24a)
st ) |Pamn + Fpmal® < Py, Vn €N (8.24b)
m=1
ohr o | = |9, +Tp | Vre R\ {1}, Vp e P, Vme M (8.24c)
U35, =0, US4, =0, YmeM (8.24d)

Now, let us define W,, = V4, + Vpn. If we further define Z,, = Uava,, — Zam +
VB.m — ZB,m for ease of notation, the objective function in (8.24a) can be expressed as
(1+ )W, — %i,ﬂ 1>+ % ||Z||*>. The second term is constant and can be removed.
Note that V4, and Vg, lie in the column space of U4 and Ug, respectively. Hence,
they can be expressed in terms of new variables as V4, = Ugva,, and Vg, = Upvp .

Using these variables, (8.24) can be reformulated as follows,

min || Wi zm||2 (8.25a)
{Wm,vA,mva,m}m 1,,’1211
M
5.t Z [Wnl? < Py, Vn €N (8.25b)
m=1
Wb = Wil Vre R\ {1}, Vp e P, Vm e M (8.25¢)
vam = UllW,, vp, = UlW,, YmeM (8.25d)

In the formulation (8.25), (8.25d) does not have any effect on both the objective func-
tion and the other constraints in (8.25b-c). Hence, the optimum solution is found by
solving (8.25a-c). Note that the problem (8.25a-c) can be decomposed into P sub-

problems. The p'* subproblem is given as follows,

~D" ~pr 2
{{ prrr;}enl} ZZ| £z (8.262)

m=1 m=1 r=1

s.t. Z Wk 2 < pr (8.26b)
W2 = W, Vre R\ {1}, Vme M (8.26¢)
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where PP is the minimum of power limits among the antennas connected to the p'”

RF chains of digital beamformer blocks, i.e., P = min{P, } Now, express

n=(p—1)R+1"
the optimization variable W, in terms of its amplitude and phase as W, = gl ¢/ i

where g, = |Wh"| for Vr € R. Note that all the constraints are independent of
¢, and hence optimum ¢, is given by ¢$r = /7. Using this, the optimization
problem in (8.26) can be expressed in terms of {,Bm}M , as follows,
M ~D;r 2
min p_ P L1 1% (8.27a)
(B, A= I+p R
s.t. Z(ﬁﬁ)z <P, (8.27b)

The optimum solution of (8.27) can easily be obtained as

RVPP g bt
gL = min{ . fp} « r= 1R| (8.28)
N E)e
Eventually, the optimum update for {V4 , Vgm }Z’:l is given as follows,
D . RV PP p
Ww,, < min T4 - X
VN (SR, )2
2[ 1 |~Pl ]Zzp,r
R m . NreR VpeP, VmeM (8.29a)
Vam — U U W, Ve M (8.29b)
Vg — UgUlW,, Ym e M (8.29¢)

The steps of the ADMM algorithm for digital beamforming in the previous part are
simplified for more memory and computational efficient update equations. Using
the same transformations and simplifications, the steps of the ADMM algorithm for

hybrid beamforming with phase shifters are outlined as follows.

Algorithm 8.2: ADMM for Hybrid Beamforming with Phase Shifters

Initialization: Initialize W), ~ CN(0,1y), v}, = UJW), 20« 0, Vk € K, u)) «

0, Vm € M. Set the iteration number i < 0 and the penalty parameter p.
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Repeat

Seti «—1i+1.

g,imk if ¢ (0) = 0

I-‘i+ «— ¢
k’mk glim . 1
ﬁ if ¢’k(0) <0
. g if ¢ (0) > 0
r;:—nlz’ — lzlm ¢ , Vm' # my,
? k,m’ . i
Ty if ¢.(0) <0
Vk e K
Iy — Ua(vy,, —uh) + W, - UULW,, VmeM

i RV PP
(! <—min{ Y L }X
Pl
MR TP
~D,I\i
S NGy
R
: -1 ) )
Vi (i) (Ufw e

m

, YreR VpeDP VmeM

K
£ (CaVE (it 4 /lj;’m)), Vm e M
k=1

AL N+ T (2, VIIVEL D Ve K Ym e M

i+1

u,

—u, + Ullwirt — v Vm e M

Until stopping criterion is met.

(8.30a)

(8.30b)

(8.30c)

(8.30d)

(8.30e)

(8.30f)
(8.30g)

. : . . . 12 17
In Algorithm 8.2, &f | & (ZA V)V, = a1 and ¢ (1) = 2% -
- ykof. w4 is the unique solution of ¢2(,u) =0in0< u<1lin

Yk Zm’;ﬁmk

150

T+yg p)?

case ¢’}{(O) < 0. Note that 7} can easily be found by a one dimensional search or

solving a quartic equation.

8.5 Hybrid Beamforming with Vector Modulators

In this part, partially connected hybrid beamformer structure as shown in Fig. 8.2

is considered for multi-group multicasting scenario. This structure is adopted for
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the same scenario in [81]. Note that the algorithm in [81] realizes an alternating
minimization over two different optimizations problems each of which consists of
two iteration layers. In this chapter, we will propose an ADMM algorithm which
directly solves the reformulated problem. This will bring us a high computational

advantage as shown in the simulations.

The hybrid structure in Fig. 8.2 consists of digital and analog beamformer stages sim-
ilar to the previous structure. There are P RF chains and each RF chain is connected
to R antennas through vector modulators which allows for varying both phase and
amplitude of RF signals in a continuous manner. In this system, a digitally weighted
sum of multicast symbols, i.e., Znﬂle wh sm, Vp € P, is sent to a separate RF chain.
Then, each analog RF signal is split into R vector modulators. The phase and ampli-
tude change of the 7 vector modulator following the p’” RF chain is denoted by the
complex scalar y,, ., Vr € R and Vp € P. In total, there are PR vector modulators and

hence PR antennas. The beamforming weight vector for the m'" multicast group is

Vector N Xl 1 %
)

Modulator | ¢ i V

| ! A1
X ® T
| X2

M i E VALz
/—\Em:1 wvl‘nsm - 1 i
| RFy r :
S]_ — ! . i
oo X:},R i

82 — i ® E V Air
Digital i E
Beamforming . | lej’ 1 E

— "
| Xp2 |

M ; E YAp,z
SM D> et w,}zsm m : ® :
— L e ] 0o ;
0o ij,R i

:‘ ® i V Apr

 Anaes
Beamforming
Figure 8.2: Hybrid Structure with Vector Modulators.
PR x 1 complex vector w,,, = [w,i,’1 W,L’z W,L’R w,%;l w,%;R wZ’l . wh BT where
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wh' = wh Xp,r- Using this, the QoS-aware hybrid beamforming problem with vector

modulators can be expressed as follows,

M
. H
min W, W (8.31a)
{wm’{Wf:z};,):l}n]‘f:l’{{)(p,r}le}gzl ],; men
hi'w,, |
s.t. | "H’"k| T3 2V VkeX (8.31b)
Zm'imk |hk Wi |* + Oy
M
Z [Winn|?> < Py, Yn € N (8.31¢)
m=1
wh' =wh xpr, VreR Vpe P, VYmeM. (8.31d)

As in the previous section, (8.31) can be reformulated appropriately for ADMM al-
gorithm as follows,

M

min Z(v’A{ oV + V) (8.32a)
{VA,mj’A,maVB,m,vB,ms m=1

K PP M
{rk,m}k:p{wm}p:l}

m=1

{{Xp,r},{?:l};::l

s.t. (8.22b-h) (8.32b)
ﬁi’:n + 172’:" =whxpr Vr€R, ¥YpeP, VmeM. (8.32¢)

The steps of ADMM algorithm for the problem (8.32) are the same as those given
in (8.23a-g) except the one in (8.23b) due to the only different constraint in (8.32c).
In addition, the variables {{wﬁ}g 1}nﬂf:1 and {{ xp.r }le }5 _, should be updated in the

ADMM framework. The update for {Vam,, Vgm },"nl:1 can be obtained by solving the

following problem, i.e.,

M

~ min Z ((VA,m + vB,m)H(VA,m + ‘~'B,m)
{VA,m’VB,m},A,;I:] m=1
UaVam —Zam +VBm — Z +‘./ —2

" 2p VA,m " VB,m _ AYAm Am Bz,m B,m m m ) (8338.)
M

st ) [Famn+ Pamal® < Ppy YneN (8.33b)
m=1

Ul =0, Ud¥4,, =0, VmeM (8.33¢c)

where {,m - im term is added due to the constraint in (8.32¢). Here, the elements of

° P o _ 1 1 1 2 2
Vi are Wy, xp,- such that v, = [ w,, x1,1 W, X12 -+« Wy X1L,R WinX2.1 - Win X2.R
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L4 . . . .
whxpi... wPypr 1T and z,, is the corresponding scaled dual variable. Using the
transformations as in the previous parts, i.e., W, = VAo, + Ve, Vam = Ugva,, and

Ve.m = UpUBm, (8.33) can be reformulated as follows,

min [|W,, — zm||2 (8.34a)
{Wim, UAmUBm}m ]mz
M
s.t. Z [Wn|?> < P, Yn €N (8.34b)
m=1
_ 1 H& _1H&
Uam = U Wy, vpy=UgW,, YmeM (8.34¢)

where Z,, = UaVam — Zam + VB — ZBm + ‘.'m - im Similar to the previous sec-
tion, the optimum solution of (8.34) is found by solving (8.34a-b). Defining W"* =
[ Win Won oo W 1" and 2" 2 | Zin Zon - ZMn 17, Vn € N, the optimum update is

given as follows,

w" < min {ﬂ, P }2”, YneN (8.35a)
12" 1 +2p

Wy — [ Wl w2 W Vm e M (8.35b)

Vam — UsUW,, Ym e M (8.35¢)

Vg — UgUllW,, Vm e M (8.35d)

Now, let us consider the update for {{wm}P 1} _, and {{x), ,} 1} . The optimiza-
tion problem for this can be expressed as follows,

P M R

AR Ao 8.36
{{wm}”l}ml{{xp,}fl}” ZZZ|W’”XP’ (Vi + )| (8.36)

r=l p=1 m=1 r=
In order to obtain the optimum solution of (8.36), take the derivative of objective
function in (8.36) with respect to each variable and equate them to zero. In this case,

we obtain the following equations,

SR x el
o= SO me M, Vp e P (8.37a)
:1 |Xp,r’|
1 ) S e (8.37b)
Xpr = , VIF € X, Vp € .
g zm Wb

where &5," £ 0+ 95+ 25, Vr € R, Vp € P, and Vm € M is used for ease of

notation. Now, let us express the problem in (8.36) and the necessary conditions in
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(8.37) in a more compact way by defining the following vectors and matrix,

Xp = :/\/p,l Xp2 --- Xp,R]T’ Vpe? (8.38a)

w, = 7wf wh o wﬁ}]T, VpeP (8.38b)
—8117’1 85’1 e 85{/’[1-

Ep N 8{?’2 812.7’2 . 8;2 Vpe? (8.380)
_si;’R 812)’R - 81;’[R_

Using (8.21a-c), the optimization problem in (8.36) can be expressed as follows,

P . )
{Xpr?vﬁ,, 1; [xpwp, — Epll . (8.39)
Note that the Euclidean norm of y,, can be chosen as unity Vp € P without loss of
generality for the optimum solution of (8.39). Under this condition, i.e., [[x,|l, =
1, Vp € P, the necessary conditions for the optimum solution in (8.37a-b) can be

expressed as follows,

W, = Ep,\/p, Vpe?® (8.40a)
Epwp
Xp=—F— VD€ P (8.40b)
WpWp
If we plug (8.40a) into (8.40b), we obtain
E,,E{;’ Xp
=————, Vped. 8.41

It is seen that y, is an eigenvector of E pE A \ith eigenvalue Xp E EX » Xp- In order to
see which eigenvector with unit norm is the minimizer of objective function in (8.39),

insert (8.40a) into the objective function in (8.39), i.e.,

P
Z ||XpX£IE Ep” Z Tr ((XprEp - Ep)H(XpX;IEp - Ep))

p=1 p=1

P
:ZTr(E[jXpX;’XpX E, - 2El x,x"E, +EHE)

P
= Z ( X/ "g,EY Y xp + TH(E;, E,,)) (8.42)
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where Xf Xp = 1, Vp € P is used. It is seen that the optimum Y, maximizes
X;IE pEII,{ Xp by (8.42). Hence, the optimum y/, is the unit norm eigenvector cor-
responding to the largest eigenvalue of E,E ;1 . Then, the optimum w), is obtained
by the equation (8.40a). As a final step, the following update is done for the dual

variables {2,"}%: , as follows,

Ty — Zyy + W — Vi Vi € M. (8.43)

Overall, the simplified steps of the proposed ADMM algorithm are outlined as fol-

lows.

Algorithm 8.3: ADMM for Hybrid Beamforming with Vector Modulators

Initialization: Initialize W), ~ CN(0,1y), (v,)° = Wy, v, = Ufw), ) <0,
Vk € X, u% «— 0, (im)O «— 0, Vim € M. Set the iteration number i < 0 and the

penalty parameter p.
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Repeat

Sime 1900020

i+1
Pome =V, .
Tt if ¢7.(0) <0
| g if ¢ (0) > 0
1";:”11, — k(lm k , Ym' # my,
9 ~k,m’ . l
Ty i if ¢,.(0) <0
Vk e X
Byl Up(vly, — ) + W, — UsURWE, + (V) — (Zn), Vm e M

VP, p

@)L 1+ 2p

(W) — min{ }(2”)i+1, VneN

X;jl < unit norm eigenvector corresponding to

the largest eigenvalue of E ;,(E ;’ Y, Vpe?P
w;'7+1 — (EIY;)I'(X;)I'+1, Vp eP

m

. -1 . .
Vin e (L+ 23] (Ufwt v
K . .
) AV + ), vm e
k=1

()" — (2) + W = (V) Vm e M
AFL 2+ T (S, VIV vk e X Ym e M

H ~i+1 i+1

Ml + U Wi — il Vm e M

u,

Seti «—1i+1.

Until stopping criterion is met.

(8.44a)

(8.44b)

(8.44c¢)

(8.44d)

(8.44e)
(8.44f)

(8.44g)

(8.44h)
(8.441)
(8.44j)

8.6 Simulation Results

In this section, the performance of the proposed algorithms is compared with the ex-

isting benchmarks in [69] and [81]. In the figures, FDB, HB-PS and HB-VM stand for

full digital beamforming, hybrid beamforming with phase shifters and hybrid beam-

forming with vector modulators, respectively. The work in [69] proposes a technique
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for full digital beamforming while the one in [81]] considers hybrid beamforming with

vector modulators.

There are M = 3 multicast groups and 8 users in each group, i.e., K = M X 8 = 24
users in total. Per-antenna power limit is taken as P, = 1/N Watts where N is the
number of antennas at the BS. The channel path loss to noise variance ratio for all
the users is set as 20 dB. The minimum required SINR is 10 dB for all the users.
Two most widely used multipath channel models are considered in accordance with
millimeter wave environment [[107]]. The first model assumes that the scatterers seen
by different users are independent. If we assume a uniform linear array (ULA) model
at the BS with antenna spacing equal to half of the carrier wavelength, the channel

for the k' user is given by

Sk
hk — Z a/ks[ 1 e—jﬂCOS(Qk’S) e—jﬂ(N—l)COS(Qk’S) ]T (845)

s=1
where S; is the number of scatterers seen by the k™ user. ks ~ CN(O, pr.s) is the
complex gain of the sth path with Zfi  Pks = 1 [107]. 6 is the angle of arrival
of the s path for the k' user. In the simulations, py for s = 1,..., 8, Vk € X
is generated randomly from a uniform random variable in [0,1] and normalized such
that Zfil DPrs = 1 1s satisfied. Similarly, 0y for s = 1,..., Sk, Vk € K is generated

randomly form a uniform random variable in [0,27].

The second model we consider is the scatter-sharing multipath channel model where
the scatterers seen from all the users are common. Let .S be the number of common

scatterers. In this case, the channel vector for the k" user can be expressed as

S
h; = Z ak,s[ 1 e—jﬂcos(GS) e—jﬂ(N—l)cos(GS) ]T (8.46)

s=1
where a; ; ~ CN(0, py.s) is the complex gain of the s'* path with Zf L Prs = 1.

Note that in all the experiments, the number of antennas for all the methods are the
same, i.e. N = PR where P is the number of RF chains per multicast stream for
HB-PS whereas it is the number of total RF chains for HB-VM. R is the number of
phase shifters or vector modulators following each RF chain. Although the number

of antennas are the same, the number of RF chains is different for each method. The
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number of total RF chains is N, MP = 3P, and P for FDB, HB-PS, and HB-VM,

respectively.

First, we compare the convergence properties of our proposed algorithms with the
benchmarks in [69]] and [81]. A single experiment is realized for all the algorithms for
P = 8 and R = 10. We consider independent multipath channel model given in (8.45)
with Sy = 12, Vk € K. Fig. 8.3 shows the transmitted power versus iteration number
for the proposed FDB and the one in [69]. The algorithm in [69] consists of both
outer and inner iteration loops and Fig. 8.3 denotes the inner loop iteration number
for it. For the same experiment, Fig. 8.4 denotes the indicator function for the SINR
constraints satisfaction. As shown in Fig. 8.4, the proposed method shows a more
stable characteristics in terms of satisfying SINR constraints during iterations. At the
197th and further iterations, all the SINR constraints are satisfied. The transmitted
power difference between this iteration and the last iteration is only 0.07 dBW as can
be seen from Fig. 8.3. Moreover, there is approximately 12 dB power gain compared
to the method in [69] at this iteration. From Fig. 8.3 and 8.4, it seems obvious that the
proposed method superior convergence behavior compared to the benchmark in [69].
Note that at the deep points for the method in [69] in Fig. 8.3, the SINR constraints

are not satisfied.
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Figure 8.3: Transmitted power versus iteration number for FDB, P = §, R = 10, and

Sk =12, Vk € K.
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Figure 8.4: Indicator function for the SINR constraints satisfaction for FDB, P = 8,
R =10, and S; =12, Vk € X.

For the same experiment, the convergence behavior of the proposed HB-PS is shown
in Fig. 8.5 and 8.6. Although there are some jumps in the indicator function, the
SINR constraints are satisfied for most of the iterations. They are satisfied for the
first time at the 510th iteration. At this point, the transmitted power is 0.85 dB more
compared to the last iteration. Both Fig. 8.5 and 8.6 show that the proposed algorithm

has a nice convergence behavior.
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Figure 8.5: Transmitted power versus iteration number for HB-PS, P = 8, R = 10,

and Sy =12, Vk € XK.
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Figure 8.6: Indicator function for the SINR constraints satisfaction for HB-PS, P = 8,
R =10,and S; =12, Vk € X.

Fig. 8.7 and 8.8 show the transmitted power and indicator function for the SINR
constraints in terms of iteration number, respectively. Note that the algorithm in [81]
is an alternation minimization over two two-nested loops. Hence, its total number of
iterations is relatively large compared to the proposed method. As shown in Fig. 8.7,
there is a 1 dBW difference between two methods after convergence. Moreover, the
proposed method requires significantly less number of iterations. In a similar manner,
the proposed method has a more stable characteristics in satisfying SINR constraints
throughout the algorithm as can be seen in Fig. 8.8. Overall, all the figures 8.3-8
show that the proposed algorithms are more advantageous in terms of convergence

compared to its existing counterparts.
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8, R =10, and S}

In the second experiment, we consider independent multipath channel model given
in (8.45) with Sy = 12, Vk € K. The number of RF chains per each multicast

In the following experiments, each point in the figures represent the average of 100
stream for HB-PS and the number of total RF chains for HB-VM are taken as P
8. R is varied from 4 to 12 and all the methods are compared in terms of average

random channel realizations.
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transmitted power in Fig. 8.9. As shown in Fig. 8.9, the proposed FDB and the
one in [69]] perform nearly the same for all the scenarios. The difference between two
methods can be observed from Table 8.1 where average run time for each algorithm is
presented for each method. The proposed FDB results the same performance with less
computational time. When we come back to Fig. 8.9, we see that HB-PS performs
worse than FDB as expected since it uses 3P = 24 RF chains whereas FDB uses 8R
RF chains. Considering the high loss coming with each RF chain in millimeter wave
systems, this performance loss is expected to be overcompensated in a real setup.
Furthermore, HB-PS performs better than HB-VM for all the scenarios both in terms
of average transmitted power and run time. However, it should be taken into account

that HB-PS uses 3P = 24 RF chains while HB-VM needs P = 8 RF chains in total.
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Figure 8.9: Average transmitted power versus number of phase shifters / vector mod-

ulators per RF chain, R, for P = 8 and S} = 12, Vk € K.

The proposed HB-VM results significant computational advantage compared to its
counterpart in [81] as can be seen in Table 8.1. Furthermore, Fig. 8.9 shows that it
requires also less transmitted power. This double advantage comes from the fact that
the proposed method directly tackles the original problem and uses the proposed com-
putationally effective reformulation. On the other hand , the method in [81]] adopts
a three-layer optimization approach which increases computational burden signifi-

cantly.
Note that the average transmitted power for all the methods in Fig. 8.9 decreases with
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R since number of antennas increases without changing RF chain number. Hence, we
can obtain a desired performance by increasing the number of units following each
RF chain at the same time using small number of RF chains for a power efficient

system.

Table 8.1: Average Run Time (seconds), P = 8 and Sy = 12, Vk € K

R
4 6 8 10 12
FDB, Alg. 1 (proposed) 0.3040 | 0.4650 | 0.6822 | 0.9276 | 1.2189
FDB in [69] 1.2402 | 1.1971 | 1.3483 | 1.6829 | 1.8115

HB-PS, Alg. 2 (proposed) | 1.9275 | 2.6339 | 2.9320 | 3.3200 | 3.4757
HB-VM, Alg. 3 (proposed) | 2.5306 | 3.1970 | 3.4553 | 3.8923 | 4.2101
HB-VM in [81] 51.4124 | 42.8264 | 50.0095 | 62.9391 | 76.1756

Fig. 8.10 and Table 8.2 are for the third experiment where the same independent
multipath channel model in (8.45) is considered with Sy = 12. The number of phase
shifters or vector modulators following each RF chain is set as R = 10. In Fig. 8.10
we plot the average transmitted power versus P which is number of total RF chains
for HB-VM whereas number of RF chains per each multicast stream for HB-PS.
Note that x-axis of Fig. 8.10 is labeled “number of RF chains” for simplicity. Table
8.2 presents the average run time for the same experiment. Similar to the previous
experiment, the proposed FDB attains the same performance with less computational

complexity thanks to the improved-ADMM algorithm.
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Figure 8.10: Average transmitted power versus number of RF chains, P, for R = 10

and Sy =12, Vk € X.

In a similar manner, the average transmitted power for HB-PS is more than that of
FDB and less than that of HB-VM. Except for P = 4 scenario, its computational
complexity is less than that of HB-VM. It is an advantageous method and uses simple
phase shifters instead of vector modulators. However, it requires M times more RF
chain for the same number of antennas. When we observe Table 8.2, we again see
the proposed HB-VM method need significantly less run time compared to the one
in [81]. In addition to its computational advantage, it performs better in terms of

transmitted power especially for smaller P values.

As a final comment to Fig. 8.10, all the methods requires less and less transmitted
power as P increases which is an expected result. In fact, both the number of antennas
and RF chains increases. The increase in RF chain for hybrid beamforming methods

enhances the digital beamforming capability and reduces the transmitted power.
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Table 8.2: Average Run Time (seconds), R = 10 and Sy = 12, Vk € K

P
4 6 8 10 12
FDB, Alg. 1 (proposed) 0.4217 | 0.6757 | 0.9510 | 1.2257 | 1.5083
FDB in [69] 1.2304 | 1.3535 | 1.7369 | 1.9342 | 2.1072

HB-PS, Alg. 2 (proposed) | 2.3327 | 2.8243 | 3.2815 | 3.5152 | 3.6999
HB-VM, Alg. 3 (proposed) | 2.0648 | 3.3493 | 3.9612 | 4.3124 | 4.5926
HB-VM in [81] 80.9398 | 46.2869 | 65.5294 | 79.6030 | 95.8791

In the last experiment, we consider the scatterer-sharing multipath channel model in
(8.46) with different number of scatterers, S. In Fig. 8.11 and its corresponding run
time Table 8.3, § is varied from 16 to 24. S being smaller results the rank of stacked
channel H be smaller. In fact, its rank is at most S. In this case, there is a severe inter-
user interference [107] and satisfying QoS-aware constraints becomes more difficult.
In this experiment, we set P = 8 and R = 10. It can be easily seen that transmitted
power levels for all the methods is higher compared to the counterpart scenarios in
Fig. 8.9 and 8.10. This is due to the fact that the independent scatterer channel model

in Fig. 8.9 and 8.10 provides a rich scattering environment.
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Figure 8.11: Average transmitted power versus number of shared scatterers, S, for

P=8and R = 10.
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In Fig. 8.11, we see that there is a power difference between the proposed HB-VM
and HB-VM in [81] similar to the previous scenarios. Besides that, the proposed

methods have significantly less computational complexity as shown in Table 8.3.

As a last comment, we observe that the increase in number of shared-scatterer S
results less transmitted power by generating a richer scatterer environment and in-

creasing the rank of stacked channel matrix.

Table 8.3: Average Run Time (seconds), P = 8, R = 10

S
16 18 20 22 24
FDB, Alg. 1 (proposed) 0.4981 0.6511 | 0.7555 | 0.8775 | 1.0288
FDB in [69] 2.1140 | 2.1643 | 2.2089 | 2.2695 | 2.3788

HB-PS, Alg. 2 (proposed) 2.2797 27534 | 277239 | 29790 | 3.1008
HB-VM, Alg. 3 (proposed) | 3.2435 3.6081 | 3.8194 | 3.8645 | 3.8544
HB-VM in [81] 104.7051 | 63.9613 | 55.4497 | 50.5342 | 51.7101

8.7 Conclusion

QoS-aware multi-group multicasting problem with per-antenna power constraints is
considered. A new reformulation is obtained by using and efficient decomposition
of the optimization variables. First, full digital beamformer is considered and the
optimum update equations are presented for the ADMM algorithm. After some rear-
rangements, a memory-efficient implementation of the algorithm is obtained. Then,
two different hybrid beamforming structures are investigated by using our effective
decomposition method. All the ADMM updates in the beamforming structures are
solved optimally and effectively. The first hybrid beamforming system which em-
ploys analog phase shifters uses more number of RF chains for a given number of
antennas in comparison to the second structure. The second structure uses vector
modulators instead of phase shifters. Simulation results show that the first hybrid
beamforming system requires significantly less transmission power by taking advan-

tage of the additional RF chains. The proposed full digital beamformer performs
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nearly the same as its counterpart benchmark in terms of transmitted power with sig-
nificantly less computational time. All other proposed algorithms are shown to be
computationally more efficient and have better convergence properties compared to
the benchmarks in the literature. Furthermore, the proposed hybrid beamformer with
vector modulators attains less transmitted power compared to its counterpart for most

of the scenarios.

202



CHAPTER 9

CONCLUSION

This thesis studies a broad range of optimization problems in energy harvesting and
multi-user communications area. Several papers are published from these studies and
a couple of them are submitted for publication. Each chapter investigates different
problems, effective solutions and methods for them in detail. Chapter 2, 3, and 8
consider several design problems in multi-group multicasting context. While Chap-
ter 2 and 3 include simultaneous wireless information and power transfer, Chapter 8
only deals with conventional multi-group multicast beamforming design. In Chapter
2, each user has a power splitting device and energy harvesting constraints are added
to the quality of service-aware design problem. Low-cost alternatives to full digi-
tal beamforming, namely antenna selection and hybrid beamforming are elaborated
and several effective algorithms are proposed. It is observed that the performance of
antenna selection degrades compared to the hybrid beamforming as the number of
antennas increases. This is due to the fact that hybrid beamforming takes advantage

of all the antennas.

In Chapter 3, different from other chapters which consider single-carrier systems,
max-min fair based resource allocation for OFDM based multi-group multicasting
systems is investigated. An efficient two-stage near-optimum technique is developed
using an effectively designed subcarrier allocation algorithm and convex optimization
problem solver for power splitting ratios. The minimum signal-to-noise ratio obtained
by the proposed method is very close to the optimum solution which is extremely

costly in terms of computation.

In Chapter 8, per-antenna power constraints are included to conventional quality-of-

service beamformer design problem in order to compare the proposed methods with
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the benchmarks in the literature. In this chapter, energy harvesting is not taken into
account and full digital beamforming together with hybrid beamforming with phase
shifters and vector modulators are considered. Alternating directions method of mul-
tipliers which is an efficient first order optimization method is used in order to solve
the effectively reformulated problem. In this reformulation, the beamformer weight
vectors are decomposed into two subspaces such that the steps of the alternating di-
rections method of multipliers algorithm become computationally efficient compared
to its alternatives in the literature. Simulation results show that the proposed algo-
rithms have better convergence properties and less computational time by performing

the same or better than the benchmarks in terms of transmitted power.

In Chapter 4, 5, 6, and 7 we consider wireless-powered relaying where a single user
exists in the system. Several important scenarios are investigated and the closed-form
optimum solutions are derived for most of the problems in these chapters. In Chapter
4, the relay harvests energy from the dedicated energy signal sent from the source and
self-energy recycling. The optimization objective is to determine the best transmit
relay beamformer which minimizes the transmitted power by the relay’s own battery
such that signal-to-noise ratio at the destination user is satisfied. This problem is first
investigated here and the closed-form optimum solution and feasibility conditions are
derived. Simulation results show that improving self-energy recycling loop channel
makes the system performance better by decreasing the required power by the relay’s

own battery.

In Chapter 5, we consider the same scenario in Chapter 4 by employing multiple
receive antennas at the relay. This time, signal-to-noise ratio maximization problem
is investigated. Two protocols which are self-energy recycling and power splitting
based ones are studied and the closed-form optimum solutions are derived for the first
time in the literature. Secondly, a new protocol is developed by combining self-energy
recycling and power splitting. A near-optimum solution for this protocol is developed.
Finally, discrete set of power splitting ratios is considered and the optimum solution

for this combinatorial problem is obtained.

Chapter 6 studies the same system in Chapter 4 for two optimization problems, i.e.

signal-to-noise ratio maximization and quality of service-aware design problems.
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Similar to Chapter 4 and 5, amplify-and-forward relaying protocol is adopted. Dif-
ferently, the joint source power allocation and relay transmit beamformer design are
considered unlike the previous chapters which assume equal power allocation at the
source during two phases. The joint optimum solution is derived for signal-to-noise
ratio maximization problem while a near-optimum solution is presented for the other
one. Simulation results show that inclusion of power allocation to the conventional
optimization problem brings about a huge advantage in terms of transmitted power

by the relay and signal-to-noise ratio at the user.

Finally, Chapter 7 studies both single and multiple receive antenna relaying for the
similar self-energy recycling protocol. Different from Chapter 4, 5, and 6, we adopt
decode-and-forward relaying protocol in this chapter. In the literature, a sub-optimum
solution exists for the signal-to-noise ratio maximization problem for single receive
antenna relay. In this chapter, we derive the optimum solution for both quality of
service-aware and signal-to-noise ratio maximization problems. Simulation results
show that the proposed method performs better than the sub-optimum one in the lit-
erature. In the second part of this chapter, we deal with the same optimization prob-
lems for multiple receive antenna relay by taking into the receive beamformer design
account. Although a near-optimum solution is found for the joint optimization prob-
lems, simulation results verify that the receive beamforming at the multiple antenna

relay improves the system performance significantly.
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APPENDIX A

PROOFS OF LEMMA 2.2 AND 2.3

A.1 Proof of Lemma 2.2

Consider the following constrained optimization problem given in [93]],

mijrcl f(x) (A.1.1a)
s.t. gi(x)<0, ied=A{l,..m} (A.1.1b)
hi(x)=0, jed={L..s} (A.1.1¢)

where X is a nonempty subset of R and f : X - R, g : X — R, i € J and
h;j : X — R, j € g are locally Lipschitz functions on X. Let X be a Karush-Kuhn-
Tucker point of (A.1.1) at which the Generalized Karush-Kuhn Tucker conditions are
satisfied with Lagrange multipliers {ii}i”; , and {4; };zl corresponding to {g;(.)}",
and {hj(.)}]s.zl. LetJt={jed: A;>0}andJ” ={j €d: a; <0}. Theorem 6
in [93] states that if f, g;,i € J, hj, j € J* are locally Lipschitz invex and hj,j€d”
are locally Lipschitz incave at X on X with respect to the same function, then X is also
minimizer of the following penalized problem for a sufficiently large c, i.e.,

min f(x) + e[ ; max{0, g;(x)} + ,Ze;f |7 (x)]] (A.1.2)
We can express the problem in (2.14) where (2.14d) is replaced by (2.15a-b) in terms
of areal vector x = [ Re(w;)! Im(w;)! ... Re(wg)! Im(wg)! bl vy ..oy k1 ...ky |7

The problem can be written in form (A.1.1). Let X = {x : (2.14b-c),(2.14e-h),(2.15b)},
f(x) = x' Ax and h;(x) = x’ Bx — L which is the only constraint except x € X. f(x)

and /;(x) correspond to the functions in (2.14a), 3¢, wiwy, and (2.152), b"b - L,

respectively. Note that both f and h; are locally Lipschitz functions on X since they

are quadratic and x is bounded on X. Since the sign of Lagrange multiplier is not
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known, if we can show that f is locally Lipschitz invex function and A, is both lo-
cally Lipschitz invex and incave function on X with respect to the same function, then
the proof is completed. For this, there should exist a vector-valued function r(x, u)

such that the following conditions are satisfied, (please see [93]] for details),

x'Ax — u’ Au > 2u” Ap(x, u), (A.1.32)
x'Bx — u/Bu = 2u’By(x, u), Vx,ue X. (A.1.3b)
1,x” Bx

We can choose n(x,u) = %(—u + ) where 1}, is the vector whose elements

L
corresponding to the indices of b in x are 1. Note that u’ By, = L by (2.14¢c), u’ A1y, =
0 for any u € X and x’Ax > O for any x. Hence (A.1.3a-b) is satisfied which

concludes the proof.

A.2 Proof of Lemma 2.3

Similar to the proof of Lemma 2.2, we can express the problem in (2.22) in terms of
a real vector variable x = [ Re(vec(W1))T Im(vec(W))! ... Re(vec(Wg))!

Im(vec(Wg))! vy ... uy k1 ...kny |T as in the same form (A.1.1). Let X = {x :
(2.22b-g)}. The objective function in (2.22a), 2?:1 Tr{W;}, and quadratic rank
constraints (Tr{W;})* — Tr{Wi} < 0 can be expressed using f(x) = ¢/x and
gr(x) = xX'Dix, k = 1,..,G. If we can show that f and g, k = 1,...,G are lo-
cally Lipschitz invex functions on X with respect to the same vector valued function

n(x, u), then the proof is completed [93]]. For this, the following conditions should be

satisfied,
cIx —clu > ef'n(x ), (A.2.1a)
x'Dix —u/Diu > 2u'Dip(x,v), k=1,...G, ¥VxueX. (A.2.1b)
n(x,u) can be simply chosen as n(x,u) = —u. Since ¢/x > 0 and x’Dyx > 0,

k =1,..,G, for all x € X by (2.22g) and Theorem 2.2, respectively, (A.2.1a-b) is

always satisfied for the given n(x, u). That completes the proof.
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APPENDIX B

PROOFS OF LEMMA 5.1, 5.2 AND 5.4

B.1 Proof of Lemma 5.1

We will explore the cases resulting unbounded solution by expressing the relay trans-
mit beamformer vector as w;, = ZnN;I Bne’®ru, where B, > 0, n = 1,...,N, and
{un}i\’;1 are the orthonormal eigenvectors of the matrix Iy, — pHZH,,. The problem

in (5.8) can be expressed in terms of {f3,, Qn}rllv; , as follows,

Ny
max Z hf{un Belon (B.1.1a)
{,anosen},ll\zl n=1
Ny
s.t. Z 1,82 <y, (B.1.1b)
n=1

where {4, }f:i] are the eigenvalues of the matrix Iy, — HZH,, corresponding to the

. , 1Ps|h|P4nNya), .
eigenvectors {u, }2’;1. In(B.1.1b),y = 1 1772 is defined for ease of notation.

Pyl |2+ 4o,

Note that (B.1.1b) which is the only constraint of the problem (B.1.1) is independent
of the optimization variables {9,,}2’;1. Hence, the optimum {0,,}5;] maximizes the
objective function in (B.1.1a). Since (3, is nonnegative Vn, the optimum {9,,}2’;1 is
given as 0} = A—hg u,, n = 1,..., N; which make all the terms in (B.1.1a) aligned
in phase. If we insert these optimum values into (B.1.1), we obtain the following

optimization problem, i.e.,

Ny
max Zlhgunwn (B.1.2a)
Badpt =1
Ny
5.1, Zanﬁﬁ <y. (B.1.2b)
n=1
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It is easily seen that the optimum {S, flv;l should be nonnegative for (B.1.2) since
|h§’ u,| > 0. Hence, the constraints 3, > 0, n = 1, ..., N; are not included for simplic-

ity. At this point, consider two cases.

Case 1: At least one of the eigenvalues of the matrix Iy, — anHr, is zero. Denote
the index set of zero eigenvalues by N, i.e. 4, = 0 for n € Ny. In this case, {B,}nen,
can be chosen infinity without violating (B.1.2b). Furthermore, if at least one of
{|h§’ u,|}nex, is nonzero, then the objective in (B.1.2a) becomes infinity. This will

result an unbounded solution.

Case 2: Atleast one of the eigenvalues of the matrix Iy, —yHZH,, is negative. Denote
the index set of negative eigenvalues by N_, i.e. 1, < 0 for n € N_. In this case,
Br Vn can be made arbitrarily large without violating (B.1.2b). Then the objective in

(B.1.2a) becomes infinity. This will result an unbounded solution.

If all the eigenvalues are positive, i.e., 4, > 0, Vn, then neither Case 1 nor Case 2

happen and we obtain a bounded problem by (B.1.2b) which completes the proof. m

B.2 Proof of Lemma 5.2

First, let us express the problem (5.14) in terms of {8, Gn}i\ll as follows,

LWHR WHR WH Hh
bifh, o, bR - b @ aih

max = = o
(8206, | ||| |lhg — ®1$ hyl|

Hel? (B.2.1a)

N
sty ) Ba=2nPyl [l 181 < 7. (B.2.1b)

n=1
Note that any phase rotation of the function inside the brackets in (B.2.1a) does not
affect the optimality. Hence, 6 can be chosen as 6; = 0 without loss of generality.
Under this condition, it can easily be seen that the function in (B.2.1a) is maximized
by selecting 8, = AHZ’ h, for the other variables given. The following upper bound for
(B.2.1a) is achieved by aligning phases of both terms inside the brackets with this 6,

1.e.,

.| . hZh, - hii® ®h, |

C g+~ e (B.2.2)
|[h ]| |lhy — @1 ®{hyl|
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Note that both terms in (B.2.2) are positive.

Furthermore {8, }’11\7; 5 do not affect the objective function in (B.2.1a). It is obviously
seen that for optimum w;, {8, 2]; 5 should be zero. Suppose that this is not the case
for the optimum solution. In this case, {ﬁn}f:/;3 can be set to zero and §; and 8, can
be increased without violating (B.2.1b). In this case, we obtain an improved objective
function which contradicts the optimality of nonzero { /3,1}2]; ;- Hence, the claim of the

lemma is true. u

B.3 Proof of Lemma 5.4

The quartic function given in (5.55) is equal to the following one by (5.54), i.e.,

_ _ _ B 2

S51D1(D1p1 — D2)B; - 52((1)151 - D2)’ - 03) : (B.3.1)
The derivative of (B.3.1) is given by

81D} +361D1(D1 51 — D2)B; — 462D, ((Dlﬁl - D2)* - D3)(D1,§1 — D2)
(B.3.2)

Note that the first term in (B.3.2) is obviously positive. The second term is also
positive since (D 51 — D;) > 0 which is the term inside the parenthesis in (5.51). If
this term would be negative, then §; can be increased such that the same p is obtained
with an improved objective function. Hence, (D El — D) > 0. When it comes to the
last term in (B.3.2), it is seen that the term [(D18; — D2)? — Ds | is equal to p — 1
which is negative. As aresult, (B.3.2) is positive in the region 0 < p < 1. This proves
that the quartic function in (5.55) is monotonically increasing inside the considered

interval. [ ]
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APPENDIX C

PROOFS OF LEMMA 6.2, 6.4 AND 6.5

C.1 Proof of Lemma 6.2

Let us take the derivative of the function f(x) as follows,

202GBx2+ 1) 2075 —f/(0)fH(x) + 3F2x)(f](x))?

FO== =2y "l 7500

(C.1.1)

Note that in the region of interest, 8; > 0, thus fi(x) > 0. Hence, if f’(x) < 0,
f’(x) > 0 in the region specified by 0 < x < 1 and 8; > 0. In order to show that

{"(x) < 0, we express the function fi(x) as fi(x) = /f2(x) — (D1x — D) where
Hx) = Di _ _ Ds(Dyx — D,)*. Now, take the first and second derivative of fi(x)

2
foz
+—r
! 1-x2

as follows,

fx) = E@)_Dl (C.1.2a)
2+ fo(x)
247 (V) - S
”(x) = - (C.1.2b)
: 4f(x)
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Let us show that f)’(x) < 0 as follows

20' X
£x) = ﬁ _2D,D3(Dyx — D) (C.1.3a)
d
202(3x%+1) o2 \2 40' X o?
- (1—x2)3 (dl + _xz) + 2)42(d1 1— xz)

(x) =D ~-2DiD;  (C.1.3b)

o2 \4
(d1 + - x2)
2
—202(3x% + 1)(1 — x*)(dy + %) + 80*x?
7(x) = Dy - 3( o) —2D?D; (C.1.3¢)
g,
(d] + 1_;2) (1 —x2)4
“202(1 = X2 (dy + 125) = 2d1026%(1 - x2)

//( ): D 1
2 X 4 (dl )3(1 . )4

—-2DiD;  (C.1.3d)

As it can be seen from (C.1.3d), f2”(x) < 0 and thus f/"(x) < 0. Hence, f’(x) > 0in

the region of interest showing that f(x) is monotonically increasing. [

C.2 Proof of Lemma 6.4

Let us take the derivative of the function g(;) as follows,

2 2 (di —d3 = d})  2didods 8}(B1)

8 1 2 2 —
dy - d, di = dy \g\(B)
~ ~ — r(p 2
Bil gl (B1)Vg1(B1) - i) 2
_ didyds V2] didy (1) (C2.1a)
dy - d? g1(B) i - &2® -

g'(,é ) 2d,(d, - d32 - di) ddyd; 28;(,31) +ﬁlg;/(ﬁ1)
1) = - =
di - dj di - dj Vgi1(B)
didads B1(g|(B1))? d1d2
L G 32 1 - (,31) (C.2.1b)
dy — d;; 2(g1(B1)) d -

. We will now show that all

L DB Ef 2E,E3(-3E | 3> -E3)

the terms in (C.2.1b) are nonnegatlve. Let us insert (6.62) into (6.50a) and obtain

dad? drdzds
)ﬁ1 ( 3t )x >0 (C.2.2)

| —d?

2d
d2

Hence, the first term in (C.2.1b) is nonnegatlve. The second term is also nonnegative,

For B~1 > 0, it is required that d; — d2 > 0 which is equivalent to d; > d2 + d2

226



1.e.,

A4E,E3f3 ~ 2E,E3fB1(-3E1 7 — E3)

—(281(B1) + Prg{(B)) = - Ef - ) EF B (C.2.3a)
2E,E3B1(E 1B} +3

_ 2Babsp lszlﬁ L P3E) (C.2.3b)
(E\B] - E3)’

It can easily be seen that other terms are positive. This shows that g(3;) is monotoni-
cally increasing in the region specified by 8; > 0and 0 < x < 1.

C.3 Proof of Lemma 6.5

Let us take the derivative of the function () as follows,

(/31)
d>| 287 (B1)Vg1(B1) — (G ) LB
W(B) = Ved) ) da i (C3.1)

4g1(ﬁ1) /max ,32 (Pmax 182)3/2

_3E, B
where g} "(B1) = ZEzf;f /;fz 33 B 0 and all the terms above in (C.3.1) are negative
l S

~ - [(E,—Ey32-
in the region specified by 81 > 0, 5 > 0, and 0 < x = %—)—@3& < 1. Hence,
1

h(B1) is monotonically decreasing function in the region of interest. [ |
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