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ABSTRACT

TESTBED IMPLEMENTATION OF A MIMO-OFDM DATA LINK AT SUB 6
GHz FREQUENCY BANDS USING AN SDR PLATFORM

Tamer, Ufuk
M.S., Department of Electrical and Electronics Engineering

Supervisor : Prof. Dr. Ali Özgür Yılmaz

August 2018, 102 pages

Studies in recent years concentrate on multiple input multiple output (MIMO) sys-

tems because of spectral efficiency and diversity advantages. In MIMO systems, a

technique called orthogonal frequency division multiplexing (OFDM) is highly pre-

ferred since it turns wideband frequency selective channel into narrowband flat chan-

nels. Hence, the signal can be represented in time, frequency, and space with MIMO-

OFDM. This brings a huge advantage on both multiplexing and diversity. Because of

its popularity in the last decade, people are studying various algorithms for MIMO-

OFDM systems and they always need a testbed platform in order to test and validate

the algorithms in a real environment. In this study, a testbed for MIMO-OFDM data

link is implemented by using software defined radio (SDR) devices working at sub-6

GHz.

First, a physical layer (PHY) for MIMO-OFDM data link is designed including var-

ious synchronization, estimation, equalization, and detection algorithms. Addition-

ally, a MIMO-OFDM simulator is implemented in MATLAB in order to test and

v



verify the performance of PHY in different channel conditions also by taking into

account some RF impairments that are modeled in simulation environment.

Second, a MIMO-OFDM testbed is implemented with SDR devices. For transmit sig-

nal generation and demodulation operations our MATLAB simulator is used. How-

ever, for signal transmission and acquisition with SDRs, GNU Radio software is used

in Python environment. Tests have been carried out at 3.5 GHz which is the foremost

candidate frequency band in 5G standard. Our MIMO-OFDM data link PHY has

been tested in various places including indoor and outdoor environments. Also, the

channel at 3.5 GHz was measured for SISO and 2×2 MIMO scenarios in both indoor

and outdoor environments. The characterization of the channel in static and dynamic

conditions is investigated and discussed.

Keywords: MIMO, OFDM, SDR, testbed, data link, channel analysis
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ÖZ

6 GHz ALTI FREKANS BANTLARI İÇİN SDR TABANLI MIMO-OFDM
VERİ BAĞI TEST ORTAMI GERÇEKLEMESİ

Tamer, Ufuk
Yüksek Lisans, Elektrik ve Elektronik Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. Ali Özgür Yılmaz

Ağustos 2018 , 102 sayfa

Son yıllarda yapılan çalışmalar spektral verimlilik ve çeşitleme avantajları sayesinde

çok girdili çok çıktılı (MIMO) sistemlerinde yoğunlaşmıştır. MIMO sistemlerinde,

dikey frekans bölmeli çoklama (OFDM) tekniği genişbant frekans seçmeli kanalı

darbant düz kanallara dönüştürdüğü için oldukça tercih edilen bir modülasyondur.

Böylece, MIMO-OFDM ile sinyal zaman, frekans ve uzayda temsil edilebilmektedir.

Bu durum çoğullama ve çeşitleme üzerinde büyük bir avantaj getirir. Son on yıl içe-

risinde MIMO-OFDM sistemlerinin popüler olması sebebiyle bu sistemler için farklı

algoritmalar çalışılmakta ve gerçek ortamda test edilip doğrulanması için test ortam-

larına ihtiyaç duyulmaktadır. Bu çalışmada 6-GHz altı frekans bandında çalışan SDR

tabanlı bir MIMO-OFDM veri bağı test ortamı gerçeklenmiştir.

İlk olarak, MIMO-OFDM veri bağına ait, çeşitli senkronizasyon, kestirim, denkleş-

tirme ve sezim algoritmaları içeren bir fiziksel katman (PHY) tasarlanmıştır. Ayrıca,

farklı kanal koşullarında simülasyon ortamında modellenen bazı RF bozulmalarını da

dikkate alarak PHY başarımını test etmek ve doğrulamak için MATLAB programında
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bir MIMO-OFDM simülatörü gerçekleştirilmiştir.

İkinci olarak, SDR cihazları kullanılarak bir MIMO-OFDM test ortamı gerçeklen-

miştir. Sinyal üretimi ve demodülasyon işlemleri için MATLAB simülatörümüz kul-

lanılmıştır. SDR’lar ile sinyal iletimi ve kayıt işlemleri için ise GNU Radio yazılımı

Python ortamında kullanılmıştır. Testler 5G standardizasyonunda önde gelen aday

frekans bantlarından 3.5 GHz’de gerçekleştirilmiştir. Tasarladığımız MIMO-OFDM

veri bağı fiziksel katmanı kapalı ve açık olmak üzere farklı ortamlarda test edilmiş-

tir. Ayrıca, 3.5 GHz frekans bandındaki kanal SISO ve 2× 2 MIMO senaryoları için

kapalı ve açık alanlarda ölçülmüştür. Kanalın durgun ve hareketli durumlardaki ka-

rakterizasyonu incelenmiştir ve tartışılmıştır.

Anahtar Kelimeler: MIMO (Çok Girdili Çok Çıktılı), OFDM (Dikey Frekans Bölmeli

Çoklama), SDR (Yazılım Tanımlı Rado), veri bağı, kanal analizi
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to my family

"ipse se nihil scire id unum sciat"

Socrates
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CHAPTER 1

INTRODUCTION

Over the last decades, wireless communications has become the rapid growing tech-

nology in the telecommunications field. It is used in many applications including the

fields of consumer electronics, military, aerospace etc. At the beginning of 1990’s,

with the advent of Internet [1] and digital communication [2] technologies, it started

to be an indispensable part of our daily lives. Today, majority of the people use wire-

less technology everyday with many services including cellular systems (2G/3G/4G),

WLANs (802.11a/b/g/n/ac), digital-TV (DVB-T) etc. With the advancing technology

on these services, customers demand for better QoS (Quality of Service) and higher

data rates (with higher spectral efficiencies) which require new techniques and stan-

dards for wireless communication systems. One mature technique to achieve these

requirements is Orthogonal Frequency Division Multiplexing (OFDM) [3]. It is ba-

sically a multi-carrier communication technique where modulation is performed in

orthogonal sub-carriers in the available spectrum. Another technology increasing the

spectral efficiency and diversity is multiple input multiple output (MIMO) systems.

It is the use of multiple antennas at both sides of the wireless link. With MIMO, li-

near increase in data rate can be achieved by spatial multiplexing and diversity can be

increased by space-time coding [4]. The good news is that OFDM works well with

MIMO technology [5]. Hence MIMO-OFDM is commonly used in current commu-

nication systems such as LTE [6] (4G cellular standard), 802.11ac [7] (WLAN stan-

dard) and also a candidate waveform for the next generation wireless standards, e.g.,

5G [8].

In both academia and industry, researchers and engineers are studying new algorithms
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for wireless communication systems in the simulation environment. But as to validate

the algorithms on hardware, a myriad of problems are encountered including issues

related to cost, time, and effort. Today, Software Defined Radio (SDR) brings a new

concept to communication technology that people can modify and operate wireless

systems completely just by software instead of hardware [9]. Thus, new algorithms

and concepts can be implemented on hardware in a flexible way through SDR.

In order to test and validate algorithms for research purposes in field trials, testbed

platforms are used. In the literature, OFDM testbed studies have been carried out

commonly. While some of them are based on testbed studies for MIMO-OFDM sys-

tems [10] [11] [12], some are only for SISO-OFDM systems [13] [14] [15]. Also, in

some studies the testbed platform is implemented by using SDR devices due to its

flexible design environment. These approaches motivate us to implement a MIMO-

OFDM data link testbed platform on an SDR hardware.

In this thesis, first we design a data link simulator to implement, test, and verify

algorithms for MIMO-OFDM systems. Then a testbed platform is implemented by

using USRP B210 [16] (an SDR device) to validate our algorithms and data link

performance at 3.5 GHz which is the foremost candidate frequency band in 5G stan-

dard [17]. Additionally, by using our testbed platform, we measure the 2× 2 MIMO

channel characteristics at indoor and outdoor environments in the case of static and

dynamic scenarios.

1.1 Thesis Approach

The items listed below are our strategies to reach the goals of this thesis study:

• Specify the requirements for the physical layer design

• Design the frame structure of a MIMO-OFDM data link

• Implement and test the algorithms for all signal processing blocks in the MIMO-

OFDM communication link

• Implement various algorithms for frequency synchronization, channel estima-

tion, equalization and detection blocks, and compare their performance
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• Implement a simulator for our MIMO-OFDM data link, add different channel

models and hardware impairments for verifying the MIMO-OFDM data link

structure on a more realistic platform

• Run MIMO-OFDM simulation including hardware impairments in different

channels and configurations

• Implement a testbed platform by using an SDR hardware

• Test MIMO-OFDM data link in testbed and verify algorithms in real environ-

ment

• Perform a channel characteristic analysis by using our testbed and obtain results

for the performance of a 2× 2 MIMO channel in different environments at 3.5

GHz

1.2 Thesis Outcomes

With this study, following two main items are achieved:

• We designed a MIMO-OFDM data link simulator in MATLAB. This tool can

be used to test and verify the performance of MIMO-OFDM waveform in dif-

ferent configurations. We can upgrade it by adding new models for hardware

impairments, channels or new algorithms such as synchronization, channel es-

timation.

• We implemented a MIMO-OFDM testbed platform by using an SDR (USRP

B210) hardware. It provides you an easy deployment of MIMO-OFDM data

link and channel analysis testbed structure for sub 6 GHz applications. Any

algorithms implemented on simulation environment can be directly tested and

verified with our testbed.

3



1.3 Thesis Outline

The rest of this thesis study is organized as follows:

• Chapter 2 covers the background information on MIMO, OFDM and SDR tech-

nologies with their historical progress and applications.

• In Chapter 3, we present the physical layer (PHY) design of the MIMO-OFDM

testbed data link including all signal processing blocks for both transmitter and

receiver.

• In Chapter 4, the design of our data link simulator and its simulation results are

presented.

• Chapter 5 gives our testbed implementation on an SDR platform.

• Chapter 6 data link tests and 2 × 2 MIMO channel analysis at 3.5 GHz are

presented in detail.

• Final Chapter 7 includes conclusion remarks and future tasks.
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CHAPTER 2

BACKGROUND

2.1 OFDM

Orthogonal Frequency Division Multiplexing (OFDM) is a digital multi-carrier mo-

dulation technique in which the spectrum is divided into adjacent orthogonal (nar-

rowband) channels (subcarriers), and single carrier communication is performed on

each subcarrier independently [18]. Thus, subcarriers can be modulated with different

types of modulation schemes. Although multi-carrier modulation was found in the

1960’s, the system was too complex and costly to design and implement for commu-

nication purposes due to the need for modulator and demodulator of each subcarrier

separately. Around 1990’s, thanks to the advances in semiconductor technology, engi-

neers produced electronic chips that effectively perform discrete Fourier and inverse

discrete Fourier transformations (DFT/IDFT). As a result, this technique started to

be used in the communication industry. Nowadays, with the huge improvements in

integrated circuit design, OFDM became one of the most popular communication

techniques preferred in many communications standards.

In OFDM, data bits are mapped to each subcarrier and IDFT is applied to the mo-

dulated symbols so as to produce orthogonal multi-carrier signals in time domain.

On the receiver side, inverse procedures are applied to the received signal for demo-

dulation (Figure 2.1). Thus, DFT is performed to extract each modulated subcarrier

signal. Instead of DFT and IDFT operations, FFT (Fast Fourier Transform) and IFFT

(Inverse Fast Fourier Transform) are preferred to be used in the applications due to

computational complexity advantages [19].
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Figure 2.1: OFDM Block Diagram

In single-carrier communication systems, symbols are transmitted in series through

a single carrier. Such communication systems are less sensitive to frequency shifts,

phase noise and peak-to-average power ratio (PAPR) compared to multi-carrier com-

munication systems like OFDM. Even so, the effects of these factors can be compen-

sated by using various methods.

In another multi-carrier communications system called Frequency Division Multiple-

xing (FDM), subcarriers are separated from each other with guard band intervals in

order to prevent inter carrier interference (ICI). But, a large majority of the spectrum

is wasted in that case (Figure 2.2). On the other hand, in OFDM, successive subcar-

riers orthogonally overlap with each other; hence, it both prevents ICI problem and

uses the spectrum more efficiently. Additionally, filters for each subcarrier are ne-

eded in FDM systems, but there is no need for them in OFDM which simplifies the

transmitter structure. Besides all these advantages, OFDM signals are more sensitive

to frequency shifts. Therefore, a minor shift in frequency results in non-orthogonal

subcarriers and creates ICI problem. More robust frequency synchronizers are used

in OFDM systems for this reason. For example, one may have to be careful in using

OFDM for high-speed vehicle communication systems due to frequency shifts caused

by the Doppler effect [20].

As modulated data is sent in parallel in frequency domain over one OFDM symbol
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Figure 2.2: Spectrum Usage: OFDM vs FDM [21]

Figure 2.3: Cyclic Prefix in an OFDM symbol (Thanks to the CP, it saves the cir-
cularity of channel response in time domain so that subcarriers stay orthogonal in
frequency.)

period, the symbol rate is reduced so that the interference caused between successive

symbols (ISI) is decreased too. Also, in order to prevent ISI effect, a special type of

guard interval called cyclic prefix (CP) is used at each OFDM symbol (Figure 2.3).

This prefix turns the linear convolution model between the channel and signal into

circular, hence it recovers the orthogonality of each subcarrier in frequency domain.

In this way, channel estimation and equalization problems can be solved easily on the

receiver side.
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Figure 2.4: MIMO Methods

2.1.1 MIMO-OFDM

MIMO or Multiple Input Multiple Output can be referred to the use of multiple anten-

nas at the receiver and transmitter. This concept is used to increase the data rate with

spatial multiplexing or to achieve diversity with beamforming and diversity coding

methods (Figure 2.4). In spatial multiplexing, the signal is split into multiple streams

and they are transmitted concurrently. On the receiver side, multiple streams are pro-

cessed with the use of estimated channel knowledge. In this way, capacity is increased

approximately linearly with the number of antennas used in MIMO communication

[22]. Beamforming and diversity coding methods are performed by using a single st-

ream. In diversity coding, various precoding techniques are applied to the signal in

space or space-time and then it is transmitted from multiple antennas [23]. Hence, this

exploits the independent fading of MIMO channels by increasing the diversity of the

link. In beamforming, a single stream is multiplied with a steering vector creating the

beam at the desired direction and transmitted from antennas. The same procedure is

applied in receiver, and streams are added up constructively after multiplying with a

steering vector so that the link achieves diversity gain in both transmitter and receiver.

With these advantages, the MIMO technique has become popular in the last decades

and it has been widely used in different platforms.

Although, MIMO can be used in any type of modulation, OFDM works with MIMO

very well because of the fact that it represents the signal with frequency-time blocks

and each subcarrier falls into near-flat fading instead of frequency selective. Beside

these, MIMO brings this platform a third dimension, space, so that the signal can

be represented in space-time-frequency blocks (Figure 2.5). Communication will be
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Figure 2.5: MIMO-OFDM signal dimensions

performed in this three dimensional grids independently for each-subcarrier at each

OFDM symbol period. In such a way, MIMO-OFDM systems are easily modeled for

use in modern communication standards such as 802.11ac [7], LTE [24], etc.

2.1.2 802.11ac

802.11ac is a member of 802.11 family standard, including MIMO-OFDM structure

in its physical layer. Its development started in 2008 and the first version was publis-

hed in 2013. The main target with this standard was to provide high rate throughput

at sub-6 GHz frequency band. In this manner, the core technologies coming with

802.11ac are

• MIMO-OFDM (up to 8 streams),

• Higher bandwidths (up to 160 MHz),

• Spatial multiplexing and beamforming techniques,

• High order modulations (e.g., 256 QAM),

• Multi User MIMO (only for downlink) (Figure 2.6).
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Figure 2.6: Multi User MIMO (MU-MIMO) Scenario in 802.11ac standard [25]

With the above features, this standard provides gigabit (up to 6933 Mbit/s [25]) data

rates to its users with high spectral efficiencies. In this study, 802.11ac was taken as a

reference for some physical layer structures of the testbed data link.

2.2 SDR Technology

Software defined radio (SDR) is a communication concept which states the radio can

be almost totally controlled and run by software instead of hardware. So a typical

SDR device, as shown in Figure 2.7, may include amplifiers, mixers, filters, A/D and

D/A converters followed by FPGAs or DSPs for controlling and building a digital

data bridge between software and hardware on the system. The rest of the work co-

vering all signal processing algorithms related with physical layer are performed in

software. The term Software Radio is firstly introduced by a research team working at

E-Systems Inc. in 1984. They developed a digital baseband receiver in the laboratory

as a proof-concept for an application of Software Radio [26]. Although this concept

is not new, technological improvements of digital electronics open the way of using

SDRs in real life rather than in research environments. General use cases of SDRs

are:

• Research and Development: SDRs can easily be used to test various wave-

forms, communication protocols and different algorithms in software. For such

purposes they are mostly preferred in universities and R&D labs of companies.
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Figure 2.7: Typical SDR Block Diagram

• Military Communications: A radio that can change all its features easily is a

vital advantage for military communication systems for providing a secure en-

vironment against enemy attacks. SDR based radio is able to change its modula-

tion type, bandwidth, operating frequency, encryption etc. just by programming

its software.

• Civilian Communications: The cost of building new base stations may be large

in the civilian communications world. Since new standards are coming out con-

tinuously, network providers have to rebuild the base stations with the new

standard communication requirements. However, if the existing base station

infrastructure is a type of SDR, the cost can be minimized because of changing

only software instead of hardware.

• Test & Analysis: SDRs can be used for numerous type of test applications be-

cause of fast signal generation and analysis capabilities. Additionally, they are

used for spectrum monitoring, signal simulator applications due to the same

reasons.

Because of the use cases mentioned above, SDRs are becoming very popular nowa-

days. Big companies such as Analog Devices and Lime Microsystems design SDR

transceiver chips to encourage companies to produce SDR type modems, test equ-

ipments and other signal processing applications. Some companies, such as Ettus

Research and Epiq Solutions, have powerful products using SDR transceiver chips

(Figure 2.8).

Other than these, some SDRs are also produced for people who are interested in
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Figure 2.8: SDR Examples: RTL-SDR (#1), ADRV9361 by Analog Devices AD9361
SDR Module (#2), LimeSDR by Lime Microsystems SDR including LMS7002M
(#3), USRPB210 by Ettus Research SDR including AD9361 (#4), Matchstiq by Epiq
Solutions including AD9364 (#5), ADALM-PLUTO SDR (#6), HackRF One (#7)

amateur radio applications or use for educational purposes. As shown in Figure 2.8,

some examples are RTL-SDR using Realtek RTL2832U controller/tuner, HackRF

One from Great Scott Gadgets and ADALM-PLUTO SDR from Analog Devices.

2.3 GNU Radio

Since there are a lot of SDRs on the market, some software packages should be pro-

vided to control and use such products. Other than specific software libraries offered

from SDR companies itself, there are some platforms supporting a bunch of SDR

devices, providing a development environment to its users. Some examples are MAT-

LAB [27], LabVIEW [28] and GNU Radio [29]. Unlike MATLAB and LabView

which are commercial, GNU Radio is an open-source platform providing signal pro-

cessing blocks for implementing SDR based applications. Most of SDR products are

supported by GNU Radio and it is growing rapidly due to its open-source structure.

In GNU Radio:

• You can build your own radio protocol by using blocks/functions of GNU Ra-

dio,

• You can create your own signal processing blocks to test your specific algo-

rithm,
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Figure 2.9: GNU Radio Application: FM Receiver [30]

• You can easily create your real-time test setup with SDRs,

• You can perform all other tasks related with generation of various signal wave-

forms or processing of RF signals (e.g. Figure 2.9).

In this study, we used GNU Radio software in conjunction with USRP B210 SDR

devices for data acquisition and transmission purposes of the MIMO-OFDM testbed

application.
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CHAPTER 3

PHYSICAL LAYER DESIGN OF THE MIMO-OFDM

TESTBED

In this chapter, we will present the physical layer (PHY) design of the testbed data

link. Initially, we will give the PHY specifications. In the second section, the frame

structure will be presented. Following sections will give detailed explanations for

transmitter and receiver structures respectively.

3.1 Data Link Physical Layer Specifications

In this study, our aim is to establish a generic testbed data link hardware/software

system using MIMO-OFDM technique which performs high speed communication

and provides MIMO channel analysis applications. Hence, we determine the speci-

fications of testbed PHY by considering our requirements. While determining the

specifications of testbed PHY, 802.11ac standard has been taken as reference.

Physical layer specifications used in our testbed are shown in Table 3.1. As it is

seen, SISO and MIMO spatial multiplexing scenarios are provided in this PHY. The

spectrum is divided into 64 subcarriers. While 52 out of 64 are filled by data; 4 of

them are used for pilots and the rest, DC and higher/lower edge subcarriers, are left

blank to avoid DC related problems in OFDM waveform [31] and to prevent interfe-

rence from adjacent channels. Data subcarriers are modulated with M-ary QAM with

M = 4/16/64/256 options. Additionally, preamble duration depends on the number

of spatial streams (NSS) used for MIMO scenario.
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Table3.1: PHY Specifications of Testbed Data Link

Parameter Value
Technique SISO & MIMO (up to 8 streams) with Spatial Multiplexing

Modulation OFDM
Subcarrier Modulation M-QAM (M=4/16/64/256)

FFT Length (Subcarriers) 64
Data Subcarriers 52
Number of Pilots 4

Total Number of Subcarriers 56
Non-zero Subcarrier Index ± (1,2,...,28)
OFDM Symbol Duration 3.2usec1

Guard Interval 0.8usec
OFDM Symbol Period 4usec1 (3.2+0.8)

Preamble Duration ≥ 12usec1 (8+4xNSS)
Signal Bandwidth 5/10/20 MHz

Packet Length ≤ 1ms

Figure 3.1: Testbed Data Link Frame Structure

3.2 Frame Structure

The frame structure of our testbed PHY shown in Figure 3.1 is actually a simplified

version of 802.11ac’s frame structure with some tiny differences. It is composed of

preamble and payload. In the preamble part, there are short training field (STF) and

long training field (LTF) symbols2. In the payload part, only data symbols exist. Ad-

ditionally, each symbol has a cyclic prefix (CP) part at the beginning of the OFDM

symbol.

1Parameter values are calculated by assuming OFDM bandwidth as 20 MHz. Altough this PHY supports lower

bandwidth options, 20MHz bandwidth option will be taken as reference in the rest of this thesis.
2These terms are used in 802.11ac standard. They have specific type of waveforms to be used as preamble in

OFDM based applications so that we preferred to use them in our frame structure.
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Figure 3.2: STF Waveform in frequency and time domain

3.2.1 STF

Two STF symbols are used in preamble for time synchronization and frequency offset

correction operations. The STF symbol can be defined in frequency domain as

STF−28,28 =

√
1

2
{0, 0, 0, 0, 1 + j, 0, 0, 0,−1− j, 0, 0, 0, 1 + j, 0, 0, 0,−1− j, 0, 0,

0,−1− j, 0, 0, 0, 1 + j, 0, 0, 0, 0, 0, 0, 0,−1− j, 0, 0, 0,−1− j,

0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0, 0, 0}.

(3.1)

The subscript shows the subcarrier index values for OFDM symbol. The correspon-

ding STF waveform in time and frequency is shown in Figure 3.2. As it is seen, out

of 64 subcarriers only 12 of them are used and the waveform becomes periodic (5

repetitive sequences in one STF symbol) in time domain. This characteristic will be

useful for signal detection and frequency synchronization operations.
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Figure 3.3: LTF Waveform in frequency and time domain

3.2.2 LTF

Channel estimation will be performed by using LTF symbols. The number of spa-

tial streams (antennas) used in data link scenario will determine the number of LTF

symbols in the preamble part. For example, in MIMO scenario with 2 antennas on

transmitter and receiver (2 × 2), two LTF symbols are used. It can be represented in

frequency domain as

LTF− = {1, 1,−1,−1, 1, 1,−1, 1,−1, 1, 1, 1, 1, 1, 1,−1,−1, 1, 1,−1, 1,−1, 1, 1, 1, 1}

LTF+ = {1,−1,−1, 1, 1,−1, 1,−1, 1,−1,−1,−1,−1,−1, 1, 1,−1,

−1, 1,−1, 1,−1, 1, 1, 1, 1}

LTF−28,28 = {1, 1, LTF−, 0, LTF+,−1,−1}.

(3.2)

All subcarriers except the ones that are not used for data and pilot are filled in LTF

part. In Figure 3.3, the LTF waveform is shown in frequency and time domain.
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Figure 3.4: Data Link Transmitter Block Diagram

3.3 Transmitter

Figure 3.4 highlights the block diagram of the transmitter. As can be seen, after a

series of binary operations, message bits are modulated and OFDM waveform is ob-

tained. Also, it is to be observed that blocks are multiplexed for the MIMO scenario.

3.3.1 Padding

The first operation performed on the transmitter PHY is padding. Here, redundant

zero bits are added to the bits coming from application layer in order to match the

number of data bits carried in one packet. Thus, the number of OFDM symbols in

payload can be selected as an integer number. Padding bits are calculated as

NPAD = NSYMNDBPS −NAPPDB (3.3)

NDBPS = NDSC log2(M) (3.4)

where NPAD is the number of padding bits, NSYM is the number of OFDM symbols

in payload, NDBPS is the number of data bits per one OFDM symbol and NAPPDB is

the number of application layer bits. Also,NDBPS is found by multiplying the number

of data subcarriers in one OFDM symbol (NDSC) with the number of bits (log2(M))

used in one subcarrier. M denotes the modulation order.
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Figure 3.5: Scrambler

3.3.2 Scrambler

There may be long series containing only 1 or 0 in the data received from the app-

lication layer. In such cases, undesired spectral components of performance losses

are observed during decoding operation on the receiver side. For this purpose, the

long bit pattern carrying the same value will be changed by scrambling the data. The

polynomial used in the scrambler is shown in (3.5) and depicted in Figure 3.5. On

the receiver side, the actual bit pattern can be recovered using descrambler which has

actually the same structure with the scrambler.

S(z) = 1 + z−4 + z−7 (3.5)

3.3.3 Channel Encoder

The purpose of channel encoding is to increase the reliability of the message bits

by inserting redundant bit patterns. In our testbed, binary convolutional codes (BCC)

are preferred. The block diagram of BCC encoder is shown in Figure 3.6. As seen,

constraint length (K) is 7 and generator polynomials are [133 171] with 1/2 coding

rate.

3.3.3.1 Puncturing

In order to provide different code rate values, puncturing is used. With this method,

some part of the 1/2 rate encoded bits are removed and the encoder can work with

higher coding rates. This removal operation is performed by using a pre-determined
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Figure 3.6: BCC Encoder Structure

Table3.2: Code rates with corresponding puncturing patterns

Code Rate Puncturing Pattern
2/3 [1, 1, 0, 1]
3/4 [1, 1, 0, 1, 1, 0]
5/6 [1, 1, 0, 1, 0, 1, 0, 1, 0, 1]

puncturing pattern so that the receiver knows which bits are erased. Table 3.2 shows

achieved code rates with the corresponding puncturing patterns [32].

3.3.4 Interleaver and Stream Parser

Channel encoders are traditionally designed to operate in uncorrelated AWGN (Ad-

ditive White Gaussian Noise) channels. However, in reality, noise or channel gains

are correlated in time and frequency so that the channel introduces burst type errors

with memory instead of independent random errors. One way to cope with these type

of channels is to spread out the burst errors so as to make them pseudo-random. This

operation is called interleaving. It is performed by shuffling data bits at transmitter

and recovering them on receiver with reverse operation of shuffling (Figure 3.7). In

our testbed, block type interleavers, taken from the 802.11 standard for OFDM type

applications [7], are preferred.

After interleaving series of bits, they re-arranged into parallel streams with stream

parsing. It simply distributes series of bits in order into the number of spatial streams

(NSS) parallel blocks to be used in MIMO scenario. With stream parsing, diversity

gain is achieved in transmitter side when it is used with channel coding together.
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Figure 3.7: De/Interleaving example for one OFDM symbol
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Figure 3.8: 16-QAM Modulator constellation diagram

3.3.5 Modulator

Encoded and interleaved data bits are mapped to QAM constellation points in a mo-

dulator. In the testbed PHY, 4/16/64/256 QAM types are used with Gray coding.

An example of 16-QAM constellation diagram is shown in Figure 3.8. For MIMO

operation, each spatial stream is modulated separately.

3.3.6 OFDM Modulator

After the modulator maps data bits to M-QAM symbols, the OFDM waveform is

generated here. The discrete time model of OFDM symbol in frequency domain is

shown as

X[k] =

D[k], k = iDSC

P [k], k = iPSC

(3.6)
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where iDSC and iPSC shows the subcarrier index values for data and pilot subcarriers

respectively, D[k] is the M-QAM symbols for data and P [k] is the BPSK modula-

ted symbols for pilot. The rest of them, DC and guard subcarriers, are nulled. Then,

IFFT algorithm converts the frequency components through OFDM symbol into time

samples x[n].

x[n] =
1√
N

∑
k

X[k]ej2πnk/N (3.7)

As seen in (3.7), signal contains the sum of D[k] and P [k] symbols each modulated

by carrier frequency ej2πnk/N . The total number of subcarriers is N which is 64 for

our application. Lastly, a cyclic prefix is added to the sequence x[n] so that

x[l − L] = x[l +N − L], l = 0, 1, ..., L− 1 (3.8)

where L is the cyclic prefix length which accounts for %25 of the OFDM symbol.

Therefore, resulting time samples have length of N + L. In MIMO scenario, OFDM

symbols are generated for each spatial stream separately in the same way except pilot

sequences.

3.3.6.1 Pilot Subcarriers

On each OFDM symbol, some subcarriers are used as pilots for frequency synchro-

nization, residual phase offset correction, and channel estimation operations. In our

testbed, BPSK modulated sequence is used with iPSC = {±7,±21} frequency index

values for pilots. If the same pilot sequence is used for all OFDM symbols, there will

be spectral lines in the generated OFDM waveform. To prevent this, pilot sequence is

cyclically rotated over symbols. For MIMO scenario, different patterns are used for

each spatial stream to prevent unintentional beamforming. (3.9) shows the generation

of pilot sequences for each symbol on each spatial stream:

piPSC(iSS ,m) = {Ω(iSS,m⊕4),Ω(iSS,(m+1)⊕4),Ω(iSS,(m+2)⊕4),Ω(iSS,(m+3)⊕4)}. (3.9)

Here, iSS shows the index of spatial stream, m is the index for OFDM symbol and Ω

is the BPSK modulated pilot value. In Table 3.3, corresponding Ω values are given.
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Table3.3: BPSK Modulated Pilot Values for SISO, 2 × 2 MIMO and 4 × 4 MIMO
scenarios

NSS iSS Ω(iSS,0) Ω(iSS,1) Ω(iSS,2) Ω(iSS,3)

1 1 1 1 1 -1
2 1 1 1 -1 -1
2 2 1 -1 -1 1
4 1 1 1 1 -1
4 2 1 1 -1 1
4 3 1 -1 1 1
4 4 -1 1 1 1

Table3.4: Orthogonal space-time matrices for MIMO scenario

NSS 2 4 8

Space-time Matrix
PNSSLTF

[
1 −1
1 1

]  1 −1 1 1
1 1 −1 1
1 1 1 −1
−1 1 1 1

 [
P4
LTF −P4

LTF

P4
LTF P4

LTF

]

3.3.7 Preamble Generator

Preamble is used for signal detection, synchronization, and channel estimation opera-

tions. As shown in Figure 3.1, it includes two STF and NSS LTF symbols. In case of

the MIMO scenario, the LTF part is multiplied with a space-time orthogonal matrix

so that the receiver can estimate the each channel coefficients. In Table 3.4, orthogo-

nal matrices used for different MIMO scenarios are given where columns represent

spatial streams and rows represent the time. Thus, generated LTF waveforms can be

computed as

sLTF = LTF × PNSSLTF . (3.10)

Multiplication is performed over symbols. For example, sLTF for NSS = 2 is

sLTF =

LTF −LTF
LTF LTF

 . (3.11)

If the same preamble is used for each spatial stream in a MIMO scenario, the rece-

ived signal can suffer from unintended beamforming that is the preamble part may

diminish. To prevent this problem, cyclic shifts are applied to each spatial stream.
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Table3.5: Cyclic Shift Values for Preamble

NSS
Cyclic shifts for each spatial stream in MIMO scenario (iSS)

1 2 3 4 5 6 7 8

1 0 - - - - - - -

2 0 -8 - - - - - -

4 0 -8 -4 -6 - - - -

8 0 -8 -4 -6 -7 -13 -2 -15
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Figure 3.9: CSD performance

Corresponding shift values are shown in Table 3.5.

Cyclic shift values show the number of samples to be shifted cyclically for each

OFDM symbol in the preamble part. By doing so, the correlation between spatial

streams are minimized and destructive effects due to beamforming are prevented.

Figure 3.9 highlights a comparison example of 2 × 2 MIMO scenario showing the

effect of using cyclic shift operation. As seen from the figure, once the cyclic shift

operation is applied to the signal, the received signal power is saved from destructive

beamforming. Whereas the signal power diminishes dramatically when it is not used.
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Figure 3.10: Data Link Receiver Block Diagram

3.4 Receiver

In this section, algorithms used in our receiver PHY will be given. Figure 3.10 shows

the general block diagram of the receiver. As it is seen, after the signal is digitized

in analog to digital converter, OFDM packets are detected first. Then, synchroniza-

tion algorithms are performed with OFDM demodulation process including FFT and

cyclic prefix removal operations. Next, the channel response is estimated and equali-

zed from received packet for each subcarrier so that QAM modulated symbols are

achieved. In the following steps, symbols are demodulated and bit operations are per-

formed in the reverse order of the transmitter side in order to find the estimated data

bits at the end.

3.4.1 Signal Detector

The first PHY operation on the receiver side is to detect the OFDM signal and synch-

ronize in time. OFDM burst signals can be detected with various methods including

correlation [33] [34] [35]. In our testbed, correlation based signal detection algorithm

is implemented. STF part of the preamble which is saved on the receiver is used as

matched filter to calculate the decision metric for the detection algorithm. Figure 3.11

depicts the correlator based signal detector structure for SISO scenario. As seen, de-

cision metric d[n] is the output of the matched filter. Under AWGN, detector system
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Figure 3.11: Correlator Based Signal Detector Structure

model can be written as,

y[n] =


√
Ess[n] + w[n], H1

w[n], H0

(3.12)

Periodic sequence in STF symbol will be used to calculate the decision metric. Once

correlation is performed, d[n] is found as,

d[n] =


∑L−1

k=0 (
√
Ess[k] + w[k])pSTF [n− k]∗ =

√
Es + w̃[n], H1∑L−1

k=0 w[k]pSTF [n− k]∗ = w̃[n], H0

(3.13)

where pSTF [n] is periodic sequence match filter with ||pSTF [n]|| = 1√
L

,L is the length

of periodic sequence which is 16 for our case,
√
Es is the square root of the received

signal energy and w̃[n] is i.i.d. Gaussian samples. Decision is made by comparing the

metric d[n] to a threshold. In Figure 3.12 and Figure 3.13, Monte Carlo simulation is

performed to show the probability of detection and false alarm for different threshold

values in various SNR conditions. By using these plots, a threshold value can be

chosen for suitable detection.

For MIMO case, since cyclic shift delays are applied in each stream, decision metric

is computed as,

d[n]MIMO =

NSS∑
i=0

NSS∑
j=0

yj[n] ∗ piSTF [n]∗ (3.14)

piSTF is the periodic sequence of the ith transmitted stream STF symbol and yj[n] is

the jth stream of received signal samples.
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Figure 3.12: Simulation results for the probability of detection (E{w[n]2} = 1).
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Figure 3.13: Simulation results for the probability of false alarm (E{w[n]2} = 1)
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Figure 3.14: Ten consecutive peaks from the output of the correlator

3.4.2 Time Synchronizer

OFDM time synchronization is performed by estimating the beginning point of the

packet. Similar to signal detection, the correlation method is used to compute the

estimator metric in our synchronizer algorithm. Since there are two STF symbols in

the preamble, correlator output yields 10 consecutive peaks that can be counted for

synchronization (Figure 3.14).

For peak detection, algorithm first computes the detected signal power and updates

the threshold value which was used before for the signal detector. A new threshold

value is calculated as γnew =
√
Ps/2, that is γnew = 0.5 for the case in Figure 3.14.

Once the first peak point is found, synchronizer calculates only the possible peak

output values and compares with the threshold until peak counter reaches 10. The

synchronizer is described in Algorithm 1. For MIMO scenario, the same decision

metric as in signal detector (3.14) is used.

The performance of time synchronizer is shown in Figure 3.15 under Rayleigh fading

channel condition. Monte Carlo trials are performed at each SNR and the algorithm

performance is computed accordingly. The plot indicates that synchronizer works

successfully at almost %90 of the total channel conditions for 10 dB average SNR
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Figure 3.15: Time Synchronizer performance plot

and the performance increases for higher SNR values.

while scan detected signal do

initialization;

measure signal power;

update threshold;

while counter<10 do

save next possible periodic sequence;

correlate;

if compare correlator output then

counter++;

else

break;

end

end

if counter=10 then
time synchronization is successfull

end

end
Algorithm 1: Pseudo code for time synchronization algorithm.
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Figure 3.16: Fractional time synchronizer block diagram

3.4.2.1 Fractional Time Estimator

Since clocks are different for transmitter and receiver, fractional time offset can occur

for received signal samples. To fix this problem, an interpolation based timing esti-

mator is used [36]. The algorithm block diagram is shown in Figure 3.16. After time

synchronization, the signal is interpolated first. An interpolation factor by 4 in our

testbed determines the estimator resolution. Interpolated signal samples are matched

filtered for finding the fractional time offset. Lastly, decimation occurs from synchro-

nized samples to return to the original sampling rate.

For MIMO case, assuming that the time offset is the same between all transmitter

and receiver streams, the output of the matched filter is summed up for all received

streams and the fractional time offset is found from that metric.

3.4.3 Frequency Synchronizer

Doppler frequency shift and inconsistencies between local oscillators of transmitter

and receiver cause carrier frequency offset (CFO) problem in communication sys-

tems. Due to this, the orthogonal positions of adjacent subcarriers in the OFDM sys-

tem are distorted, creating ICI (Inter Carrier Interference). ICI affects the OFDM

performance substantially by adding interference to each subcarrier symbol [37]. For

this reason, estimating the introduced frequency offset at the receiver side is very

important. The system model under CFO can be shown as,

y[n] = (h[n] ∗ s[n])ej
2πn
N
ε + w[n] (3.15)

where ε is the normalized CFO3and N is the FFT length in OFDM symbol. Fi-

gure 3.17 highlights an ICI problem caused by a CFO of ε. It is observed that fre-
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Figure 3.17: ICI problem caused by CFO [38]

quency shift breaks the orthogonality condition between subcarriers. In our testbed,

coarse and fine frequency estimators are designed. While coarse estimator uses only

the preamble part, fine frequency synchronizer estimates the CFO from the whole

OFDM packet.

3.4.3.1 Coarse Estimator

CFO is coarsely estimated by using STF part of the preamble in the time domain. As

known, there are two STF symbols in OFDM packet structure and one STF symbol

includes 5 consecutive short sequences. The estimator algorithm finds the CFO by

calculating the phase offset between these repetitive sequences [39]. The mathemati-

cal model for the coarse estimator can be written as follows,

φ̂Coarse = 1
DL

arg

{∑Nstf−D−1
k=0

∑L−1
n=0 y[n+ kL]y∗[n+ (k +D)L]

}
(3.16)

φ̂Coarse = 2πε
N

(3.17)

ε̂ = φ̂CoarseN
2π

(3.18)

where Nstf is the number of periodic sequences for two STF symbols which is 10 for

our structure, D is the delay parameter representing which repetitive sequences will

be used for phase offset calculation. In our testbed, we set D = 3 so that estimator

calculates the phase offset with sequences whose order numbers are 1-4, 2-5,... ,7-10.
3Normalized CFO is the ratio between CFO and subcarrier frequency spacing, fCFO

∆fSC
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For MIMO case, arg{.} term is summed in complex for all streams and φ̂Coarse is

found as the phase estimate in radians.

Since this algorithm estimates the frequency from phase shift in time, the ambigu-

ity occurs outside of ±π. That is, the algorithm can estimate the maximum CFO as

φ̂Coarse = ±π
DL

resulting |fCFO| ≤ 0.5fs
DL

. For 20 MHz bandwidth scenario, |fCFO| ≤
208.33 kHz can be estimated. According to the IEEE802.11ac standard [7], the de-

viation of transmitter center frequency cannot exceed ±20 ppm. Therefore, frequ-

ency offset caused by local oscillators is limited with the standard as ±40 ppm or

fCFO,max = 138 kHz at the carrier frequency of 3.45 GHz if the same tolerance is

valid for receiver too.

Figure 3.18 illustrates performance of the 2×2 MIMO coarse estimator under AWGN.

RMSE(ε̂) is computed for each SNR value. ε is taken as 1/3. As seen, RMSE(ε̂) is

linearly decreasing as SNR increases.

3.4.3.2 Fine Estimator

After frequency is coarsely synchronized, residual CFO still degrades demodulation

performance due to high frequency sensitivity of OFDM waveform [40]. Therefore,

fine estimator is used after coarse frequency synchronization step. In the literature,
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for fine estimation of the CFO in OFDM systems, there are different methods sugges-

ted in both time and frequency domains [41]. We implemented two methods in our

testbed: CP and pilot based.

Similar to the coarse estimator, CFO can be estimated by using CP portion of an

OFDM symbol which is a repetitive length-L sequence in one symbol duration [42].

Since each symbol includes CP, estimator uses the whole packet for fine estimation

of CFO. The system model can be written as

φ̂fine =
1

N
arg

{NSYM∑
i=1

L−1∑
j=0

yi[j]y
∗
i [j +N ]

}
(3.19)

where yi is the ith OFDM symbol in a packet.

Pilots at each OFDM symbol can be used for fine frequency estimation. The phase

offset contributed from CFO can also be related between pilots in the frequency do-

main [43]. We can write the system model with CFO under AWGN as,

yl[n] =
1

N

∑
k

Xl[k]ej2πn(k+ε)/N + wl[n] . (3.20)

If FFT is applied to lth and (l +D)th symbols,

Yl[k] = X̃l[k] + Il[k] +Wl[k] , (3.21)

Yl+D[k] = X̃l+D[k]e2πDε + Il+D[k] +Wl+D[k] , (3.22)

Il[k] =
∑

nX[n] sin(πε)
Nsin(π(l−k+ε)/N)

ejπε(N−1)/Ne−jπ(l−k)/N , (3.23)

where Il[k] is the ICI term contributed due to CFO. Since BPSK modulated pilots

are cyclically shifted over symbols, estimator metric uses crosscorrelation in order to

align the phase values of pilots. The metric can be written for SISO scenario as,

φ̂fine =
1

D(N + L)
arg

{∑
k

NSYM−D∑
l=1

Yl+D[k]Y ∗l [k]X∗l+D[k]Xl[k]

}
(3.24)

where Xl[k] is the pilot symbols saved on receiver, D is the delay parameter that

determines symbol couples compared for phase offset calculation. Similar to the pa-

rameter used in the coarse estimator, this limits the maximum frequency that can be

estimated with this algorithm. Also, even in the absence of AWGN, performance of

the estimator can be affected from ICI. Upper bound is calculated for the variance of

ICI in [43] as,

E[I[k]2] ≤ 0.5947|X|2sin(πε)2, |ε| ≤ 0.5 (3.25)
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Figure 3.19: SIR vs. CFO plot

Figure 3.19 shows SIR plot (E[X̃[k]2]
E[I[k]2]

) using the upper bound calculated in Equation 3.25.

For small values of ε, ICI does not dominate the signal of interest as seen. However,

for higher values, SIR dramatically decreases even below 0 for ε > 0.4. Since we use

this algorithm after coarse estimation of CFO, ICI does not affect the performance of

the estimator compared to CP based method that does not include any ICI.

In MIMO scenario, similar to coarse estimator metric, arg{.} term is summed in

complex for all streams. That is, φ̂CPfine and φ̂pilotfine are written as

φ̂CPfine = 1
N

arg
{ NSS∑
m=1

NSYM∑
i=1

L− 1∑
j=0

yi,m[j]y∗i,m[j +N ]
}

(3.26)

φ̂pilotfine = 1
D(N+L)

arg
{ NSS∑
m=1

∑
k

NSYM −D∑
l=1

Yl+D,m[k]Y ∗l,m[k]X∗l+D,m[k]Xl,m[k]
}

(3.27)

Figure 3.20, highlights the performance of the estimators for different CFO values in

2 × 2 MIMO scenario. Delay parameter D of pilot based estimator is taken as 2 for

ε = 0.15 and 20 for ε = 0.016. As seen from the figure, for higher CFO, CP based

estimator outperforms the pilot estimator only for higher values of SNR due to the

existence of ICI for pilot estimator. But for small values of CFO, the performance

of pilot based estimator is much better compared to the CP based algorithm. Note

that, as SNR increases more, CP curve still remains linear but the pilot curve has an

asymptotic limit caused by ICI. As a consequence of this, CP based algorithm will be

better at some point where SNR and ICI are high. Also, the amount of CFO does not

affect theRMSE performance of CP based estimator as seen. Based on these results,
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Figure 3.20: Performance of the fine estimators

we have used pilot based fine frequency estimator rather than CP based algorithm in

our testbed.

3.4.4 Channel Estimator

MIMO OFDM channel estimation is performed by using LTF symbols in the pre-

amble. Maximum Likelihood (ML) estimator is used for each subcarrier in the frequ-

ency domain [44]. Nt × Nr MIMO system model can be shown in the time domain

as,

y[n] = h[n] ~ s[n] + w[n] (3.28)

where h[n] is the MIMO channel matrix with the size of Nr×Nt whose elements of i

and j correspond to the channel gain between ith receive and jth transmit antennas.Nt

and Nr are the number of transmit and receive antennas respectively. In the frequency

domain, the following

Y[k] = H[k]S[k] + W[k] , k = 1, 2, ..., N (3.29)

narrow band signal model exists for each subcarrier k. H[k] is the channel matrix

corresponding to the kth subcarrier. ML estimator is written for the each element of

H[k] as

ĥi,j[k] =

[
Yi,1[k] Yi,2[k] ... Yi,NSS [kk]

](
pjLTF

)T
NSSS

j
LTF [k]

(3.30)
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where Yi,1[k] is the ith received stream sample of the 1st LTF symbol for the kth

subcarrier, SjLTF [k] is the jth transmitted stream LTF symbol of the kth subcarrier

and pjLTF is the jth row of the PNSSLTF defined in Table 3.4. The superscript T means

transpose. As an example, the channel coefficients of 2×2 MIMO OFDM system are

estimated as follows,

ĥ1,1[k] =
Y1,1[k]− Y1,2[k]

2S1
LTF [k]

, ĥ1,2[k] =
Y1,1[k] + Y1,2[k]

2S2
LTF [k]

ĥ2,1[k] =
Y2,1[k]− Y2,2[k]

2S1
LTF [k]

, ĥ2,2[k] =
Y2,1[k] + Y2,2[k]

2S2
LTF [k]

(3.31)

The channel coefficients of all data and pilot subcarriers in 2 × 2 MIMO OFDM

system are found using the Equation 3.31.

Therefore, MIMO channel matrix is estimated by using the ML algorithm in the fre-

quency domain. However, this process may not yield robust results in some channels

where the coherence bandwidth is too large compared to the signal bandwidth. In

such environments, estimator performance can be increased by decreasing the noise

effect on the estimated channel coefficients in the time domain. In our testbed, two

different methods have been implemented to increase the performance of ML channel

estimator. These are,

• Least Squares (Model Based) estimator

• Time Domain Truncation (TDT) estimator

3.4.4.1 Least Squares Estimator

In this method, a linear relationship is established between the channel coefficients

estimated in the frequency domain and the time domain [45]. This relationship can be

expressed as,

Ĥi,j ≈ Thi,j (3.32)

where Ĥi,j is the channel coefficients estimated with ML method for all subcarriers,

hi,j is the channel coefficients depending on the maximum channel delay spread and

T is the Fourier transform matrix which maps hi,j time samples to Ĥi,j frequency

components. Note that T is in the form of (N −Nnull) × L, hi,j is L × 1 and Ĥi,j is
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Figure 3.21: Comparison between ML and ML+LS estimator

(N −Nnull)× 1. L is the estimated maximum delay spread. Then, least squares (LS)

solution of Equation 3.32 is,

ĥi,j = (THT)−1THĤi,j (3.33)

So, the channel coefficients in the domain are estimated with LS method by using

the ML estimation result. Upgraded channel coefficients in the frequency domain are

obtained by using the transform matrix T as,

ˆ̂Hi,j = Tĥi,j (3.34)

Figure 3.21, illustrates a simulation example of channel estimator results for SISO

scenario with the perfect channel coefficients H[k]. Frequency selective channel is

used with 5 taps4. Maximum delay spread for LS estimator is assumed as 7 taps

(L = 7). As seen, LS method increases the performance of the channel estimator.

3.4.4.2 TDT Estimator

Compared to the LS method, TDT is a simpler estimation algorithm. As is evident

from its name, ML estimated channel coefficients are transformed to time domain and

then truncation is performed according to maximum channel delay spread. As known,
4In the simulator, discrete time channel h[n] is used with 5 samples length. Sampling rate is same for trans-

mitter, channel and receiver.
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Figure 3.22: Performance of the channel estimators

when IFFT is applied to Ĥ[k], we obtain time domain representation of estimated

channel response which is in length of OFDM symbol duration. So depending on the

maximum delay spread of channel, remaining part of the estimated channel response

is nulled as

ˆ̂
hi,j[n] =

ĥi,j[n], n < L

0, n ≥ L
(3.35)

where L is the estimated maximum channel delay spread. After this operation, time

domain channel coefficients are converted to frequency domain via FFT.

ˆ̂
Hi,j[k] =

L−1∑
n=0

ˆ̂
hi,j[n]e−j2πnk/N . (3.36)

Performances of channel estimators are shown in Figure 3.22. RMSE of estimated

channel coefficients are found from Monte Carlo trials under a 3-tap Rayleigh chan-

nel model in SISO scenario. Both LS and TDT methods increase the ML estimator

performance up to SNR = 30 dB. Since ML+TDT curve has an asymptotic limit

which is approximately 0.026, ML method has better performance for higher SNR

values. On the other hand, ML+LS method yields a substantial improvement for all

values of SNR. As SNR gets smaller, both methods give similar performance.
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3.4.4.3 Maximum Channel Delay Spread Estimator

In both LS and TDT algorithms, it is assumed that the length of channel impulse

response (L) or maximum channel delay spread is known. For this reason, this para-

meter must be estimated on the receiver side. The noise variance is used to estimate

the length of the channel for both methods [46]. For the LS estimator,

L̂LS = argmin
L

(
E
{
|ĤML

i,j − ĤLS
i,j (L)|2

}
− σ2

W

)
(3.37)

is used to estimate L. In this equation, ĤLS
i,j (L) is the LS estimated channel coeffici-

ents for different L values and σ2
W is the noise variance.

In TDT method, the power of estimated time domain channel taps are compared with

noise variance respectively. L is estimated for the first value that remains below the

noise variance. Then truncation is performed by leaving some margin from this value.

3.4.5 MIMO Equalizer

In a single carrier communication system, an equalizer is necessary when there is an

ISI problem caused by channel delay spread. Such channels are also called frequency-

selective. With equalization, the ISI problem is alleviated so the frequency-selective

channel turns into flat spectrum with maximizing the SNR of the equalized signal.

Assuming that there is no ICI problem after a good frequency synchronization in

MIMO OFDM system, the resulting communication model will be

Y[k] = H[k]S[k] + W[k] . (3.38)

Thanks to OFDM, each received subcarrier sample can be modeled as a flat type

(with no ISI) narrowband channel in a frequency selective channel condition as seen

in Equation 3.38. However, in MIMO, each received stream includes the combina-

tion of all transmitted streams with corresponding channel coefficients, hence spatial

interference occurs at receiver.

MIMO equalizer removes this spatial interference for proper demodulation. In our

testbed, linear type equalizers are used because they are generally less complex to

implement [47]. These are
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• Zero Forcing (ZF) Equalizer,

• Minimum Mean Square Error (MMSE) Equalizer.

3.4.5.1 ZF

Since the channel is estimated for each subcarrier k for an OFDM symbol, a ZF

equalizer filter is found by the LS solution of
∥∥Y[k]−H[k]S[k]

∥∥2 and can be written

as [48]

M[k] = Ĥ
†
[k] =

(
Ĥ
H

[k]Ĥ[k]
)−1ĤH

[k] , (3.39)

where the superscript † means pseudo-inverse operation. Then this filter is applied to

the received vector

M[k]Y[k] = Ĥ
†
[k]H[k]S[k] + Ĥ

†
[k]W[k] , (3.40)

R[k] = S[k] + Ĥ
†
[k]W[k] . (3.41)

As seen, a ZF equalizer is ideal when the channel is noiseless. So it works well for

high SNR conditions. However, when H[k] fades sharply for any subcarrier, or H[k]

is ill conditioned the noise power will be increased significantly which is called the

noise enhancement problem. This will decrease the performance of ZF equalizer. To

mitigate the effect of noise enhancement, MMSE equalizer is preferred in the next

section.

3.4.5.2 MMSE

This equalizer minimizes the average mean square error (MSE) of estimated symbols

S[k]. That is, MMSE equalizer filter is found by minimizing E
{
|Ŝ[k]−S[k]|2

}
. This

can be written as [47]

M[k] = (HH [k]H[k] + σ2
W I)−1HH [k] , (3.42)

where I is the identity matrix whose size is determined by the number of transmit

streams and σ2
W is the noise variance. In the absence of noise term, MMSE filter is

identical to ZF filter. If the channel is highly attenuated for some subcarrier frequen-

cies, σ2
W I term blocks the noise from being enhanced. Figure 3.23 illustrates how the

noise enhancement problem affects the system for both ZF and MMSE equalizers.
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Figure 3.23: Noise Enhancement Problem in ZF (a) and MMSE (b) Equalizers [49]

3.4.6 Residual Phase Offset Estimator

After equalization, there may still be residual phase offset on the symbols that affects

the detection performance. Pilot symbols are used to estimate this residual phase off-

set term. A mathematical model can be written as

X̂[k] = X[k]ejφres +W [k] (3.43)

where φres is the fixed residual phase offset term on symbols. Then, estimator detec-

tion metric is

φ̂res = arg

{∑
k

NSYM∑
l=1

X̂l[k]X∗l [k]

}
(3.44)

where X̂l[k] is the estimated lth pilot symbol whose subcarrier index is k. Lastly, φ̂res

term is removed from equalized symbols by multiplying the conjugate of it:

ˆ̂
X[k] = X̂[k]e−jφ̂res . (3.45)
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3.4.7 Demodulator

Demodulator block computes the decision metric as either hard or soft according to

the usage in our testbed. Hard decision is performed using the ML method. It works by

finding the minimum distance between reference and observation symbols. Therefore,

estimated symbols are mapped to Gray-coded binary data:

ŝ = argmin
si

|y − si| . (3.46)

In soft decision, log-likelihood ratio (LLR) is computed for each bit of the estimated

symbol. This can be written as,

LLRi = ln

(∑
sj∈Bi0

e
−
|y−sj |

2

σ2
n∑

sj∈Bi1
e
−
|y−sj |2

σ2
n

)
, (3.47)

where Bi
0 is the set of symbols with a binary 0 value at its ith bit. For small values of

σ2
n, singularities may occur in the equation above due to exponential function com-

putations. For this purpose, approximate LLR is used. Approximation is based on the

relation below [50],

ln
(∑

j

e−xj
)
≈ −min

j
xj (3.48)

and the resultant equation is

LLRi,App = min
j,Bi1

(|y − sj|2)−min
j,Bi0

(|y − sj|2) . (3.49)

Figure 3.24 depicts BER performance of hard-decision and LLR methods for 16-

QAM symbols under AWGN channel. Data bits are encoded with convolutional en-

coder whose generator polynomials are [133, 171] with constraint length 7. The co-

ding rate is 1/2. Viterbi decoder is run with hard-decision binary data and LLR values

separately. The plot shows that LLR metric outperforms HD for all SNR values. It is

almost 2 dB better as SNR increases.

In MIMO scenario, above methods are applied to each stream separately. Apart from

these MIMO-ML decision is also used in our testbed. This metric can be written as

x̂ = argmin
xi
|y−Hxi| . (3.50)
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Figure 3.24: BER performance comparison between LLR and HD for 16-QAM sym-
bols under AWGN

MIMO-ML detector tries to find the most possible symbol vector xi from the set of all

possible vectors. For an M-QAM N×N MIMO system, detector must perform MN

computations. In order to decrease the computation complexity, we also implement

group based detection using MMSE filtering with partial interference cancellation and

then ML detection [51]. The idea is to model MIMO system as a group of multiple

users transmitting and filter the received vector by suppressing each group separa-

tely. After that, ML detection is applied to these filtered vectors for small number of

streams which decreases the computational complexity compared to MIMO-ML. A

modified system model for group based decoding can be written as

y = H1x1 + H2x2 + n (3.51)

where Hi is the partial channel matrix including channel coefficients for a group of

transmit antennas. For 4 × 4 MIMO system, H1 is 4 × 2 matrix including channel

coefficients of first two streams. For filtering H2x2, projection matrix onto the null

space of H2 is generated as

W1 = I−H2P2 (3.52)

where P2 is the MMSE filter for channel H2:

P2 = (HH
2 H2 + σ2

nI)−1HH
2 . (3.53)
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Then W1 is multiplied with y and we have

W1y = W1(H1x1 + H2x2 + n) , (3.54)

y1 = W1H1x1 + W1n . (3.55)

Then ML detection is performed for each filtered group vector as

x̂k = argmin
xki

|yk −WkHkxki |, k = 1, 2 (3.56)

where xki is the set of possible kth group symbol vector. As seen, for an M-QAM

4 × 4 MIMO system, computation complexity reduced from M4 to 2M2 by group

based decoding. This advantage comes with a performance trade-off. The negative

effect of partial interference cancellation is the loss of signal power after filtering

with the projection matrix Wk [51]. Since we have,

||WkHkxk|| ≤ ||Hkxk|| (3.57)

This is equal only when Hk’s are orthogonal to each other. Figure 3.25 highlights the

performance of single stream ML, MIMO-ML and group MMSE MIMO-ML detec-

tors under narrowband Rayleigh channel condition in 4-QAM 4 × 4 MIMO testbed.

For single stream ML detection, MMSE equalizer is used. Channel estimation is per-

formed with ML+LS algorithm. As seen, MIMO-ML gives the best BER (Bit Error

Rate) performance. On the other hand, group based detection outperforms single st-

ream ML but it has a huge performance loss compared to MIMO-ML algorithm with

the advantage of decreased complexity.

3.4.8 Deinterleaver and Stream Deparser

The burst type errors introduced by channel are distributed over the whole packet

by deinterleaving. By doing so, the real-time performance of the channel decoding

process can be increased. Mathematically, inverse of the operations of the interleaver

are applied to serial data for each spatial stream in MIMO scenario [7].

In MIMO scenario, deinterleaved parallel streams are recovered back to serial bit st-

ream with stream deparsing. Subsequent operations are performed with single stream.
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Figure 3.25: BER performance comparison between MIMO Detectors in 4-QAM 4×4
Communication Scenario

3.4.9 Channel Decoder

Convolutionally encoded data in the transmitter side is decoded by using the Viterbi

algorithm. Basically, it estimates the binary data from computations of path metrics

with ML algorithm by finding the most possible data path [52]. As explained in Sec-

tion 3.3.3.1, puncturing patterns provide different coding rates for various modulation

settings. In the receiver side, Viterbi decoder inserts zero observation in places of the

encoded data bits and then decoding is performed. It works with both HD binary data

and LLR values by computing Hamming and Euclidian distances for path metric cal-

culation respectively. As it can be seen from the Figure 3.24, decoding performance

is better with LLR compared to HD. Traceback depth value is chosen from the rule

of 2.5(K − 1)/(1− r) where K is the constraint length of convolutional code which

is 7 in our testbed and r is the coding rate [53].
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3.4.10 Descrambler and Padding Removal

Final operation on the receiver is to descramble the decoded data and to remove the

padding bits. Descrambling operation is done according to the polynomial used in

scrambling process. After padding removal, physical layer part is over and data bits

are transferred to upper layer.
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CHAPTER 4

MIMO-OFDM DATA LINK SIMULATOR IMPLEMENTATION

AND PERFORMANCE RESULTS

This chapter will present the simulation work for our testbed. All transmitter and

receiver PHY algorithms proposed in Chapter 3 are implemented in the simulation

environment for building data link testbed simulator. In addition to these, some RF

impairments and channel types are modeled to see the performance of our testbed in

different conditions. This step is very critical before testing the data link on hardware

and provides system designers to see the problems on early stages. Also, graphical

user interface (GUI) is designed for testing our testbed algorithms easily in different

communication scenarios. We preferred to use MATLAB software as the simulation

environment.

4.1 Data Link Simulator Design

4.1.1 MATLAB Configuration

All transmitter/receiver blocks described in Figure 3.4 & Figure 3.10 with channel

models and RF impairments are implemented modularly in MATLAB. Only for chan-

nel encoder/decoder, MATLAB’s communication toolbox is used. The rest is imp-

lemented without using any specific functions of MATLAB. Figure 4.1 shows the

functions generated in the simulator.

On MATLAB, the simulator is implemented based on object-oriented architecture.

We wrote the classes for physical layer (PHY) and simulator (SIM). PHY includes all
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configuration parameters of the data link like modulation type, OFDM pilot index,

number of antennas etc. Likewise, all simulation parameters including channel con-

figuration parameters are included in SIM class. All functions shown in Figure 4.1

runs with the objects constructed from PHY and SIM classes. A general simulation

process block diagram is given in Figure 4.2.

4.1.2 RF Impairments

In our simulator, we account for some RF impairment to see the performance of data

link testbed algorithms. These can be entitled as

• Residual RF impairments

• Phase noise

• Frequency offset

• Fractional time delay

• DC offset.

Transmitter and receiver devices suffer from a number of impairments which degrade

the performance of communication. Although some of them can be compensated with

some algorithms, there are still some residual parts remaining unaccounted for. These

impairments can dramatically affect the performance of MIMO communication [54].

In the simulator, these residual parts are modeled for transmitter and receiver separa-

tely. The system model with residual impairments can be written as,

y = h ∗ (s+ ntx) + nth + nrx (4.1)

where ntx is the noise term representing the sum of all transmitter residual RF impair-

ments as i.i.d. Gaussian noise, nrx is the receiver side of the residual RF impairments

term which is also Gaussian and nth is the thermal noise.

In the literature EVM (Error Vector Magnitude) is used to describe residual RF im-

pairments. It can be written for a transmitter as

EVMtx =
E[|ntx|2]
E[|s|2]

, (4.2)
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Figure 4.2: Data Link Simulator Process Diagram

similarly for receiver:

EVMrx =
E[|nrx|2]
E[|s

ref
1|2]

. (4.3)

In the simulator, residual RF impairments are inserted to the signal according to EVM

parameters setting.

In addition to residual RF impairments, phase noise is another RF problem that affects

the communication performance and must therefore be modeled in the simulation en-

vironment. For this purpose, phase noise filter is generated [55]. Figure 4.3 shows

the block diagram of the phase noise model function. It simply takes the input signal

samples and multiplies with the generated Gaussian noise according to frequency off-

set and phase noise level values which determines the phase noise model. An example

of tone signal under the effect of phase noise model generated in our simulator is plot-

ted on Figure 4.4.

1sref is given as the reference signal. When measuring EVM on the receiver side, error signal power is divided

by reference signal power. During this process, signal generator transmits the signal almost perfectly meaning that

sref ≈ s and also thermal noise is kept on negligible level. So, EVMrx equation is shown with sref term. In the

simulator, sref = s is taken and variance of nrx term is found from EVMrx value.
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Figure 4.3: Phase Noise Model block diagram
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Figure 4.4: The spectrum of tone signal under the effect of phase noise model

Frequency offset term caused by non-ideal oscillators and Doppler frequency shifts is

modeled by simply multiplying the received signal by ej2πε/N where ε is the normali-

zed frequency offset value described in Section 3.4.3.

Another RF impairment model is the fractional time delay function. Since sampling

clock frequencies of DAC and ADC are not coherent for transmitter and receiver res-

pectively, there will always be some fractional delays if they work with equal samp-

ling frequencies. The function runs with incoming samples by linearly interpolating

them and then applying delay according to fractional input value. Lastly, samples are

decimated to get the same sampling rate at output.

The last RF impairment model is DC offset which is one of the common problems in

communication systems. Generally, it may be caused by leakage of the local oscilla-

tors as well as by the offset of the baseband signal in analog domain. Actually, it is

encountered on both transmitter and receiver side. But, we assumed that the DC offset
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produced in receiver side can be blocked by high pass filters and we only add DC term

to transmitted signal. In our simulations, it is seen that in the existence of CFO, trans-

mitter side DC offset will be in the form of tone signal whose frequency is CFO value

and affects all the subcarriers of OFDM symbol when frequency synchronization is

not good.

4.1.3 Channel Models

To see the performance of our testbed, we add channel models for LOS (Line-of-

sight) and NLOS (None-line-of-sight) conditions. In our simulator, provided channels

are AWGN, Rayleigh, and Rician.

AWGN channel model generates zero mean complex i.i.d. Gaussian samples accor-

ding to input SNR value and summed with the transmitted signal. For testing algo-

rithms and debugging purposes, AWGN channel model is extended to use with MIMO

scenario. In that case, the channel is taken as identity matrix and noise is added to each

stream separately as in

wi ∈ w i = 1, 2, ..,M (4.4)

w ∼ CN (0, Iσ2
w) (4.5)

y = Hs + w . (4.6)

Additionally, Rayleigh and Rician fading models are implemented as multi-tap chan-

nel filters. In Rayleigh channel model, the coefficients are chosen as,

hij[n] ∈ HMXM [n] n = 0, 1, ..., L− 1 (4.7)

hij ∼ CN (0, 1) i, j = 1, 2, ...,M (4.8)

where L is the channel length based on maximum delay spread and hij’s are zero

mean normal distributed complex Gaussian samples. So, this model is reasonable

when the channel is formed by independent scatterers and there is no line-of-sight

path between transmitter and receiver. To simulate a channel where line-of-sight path

exists and scatters are also available, Rician model is used. In this case, the coeffici-

54



ents are

hij[n] ∈ HMXM [n] n = 0, 1, ..., L− 1 , (4.9)

hij[n] =

√
κ

κ+ 1
σne

jθi +

√
1

κ+ 1
CN (0, σ2

n) . (4.10)

Here, κ is defined as the Rician fading factor, σn is the power of nth channel tap and

θi is the phase value of the line-of-sight path. In our simulator, for MIMO scenario,

we assume that antennas are placed in linear geometry so that θi can be described as,

θi =
2π

λ
d(i− 1) cos(φtx) (4.11)

where λ is the wavelength, d is the inter-element (antenna) distance and θtx is the

direction angle of the transmitter that is assumed to be uniformly distributed between

0 and 2π at each run in the simulator.

4.2 Data Link Simulator GUI

During simulation work, we implement GUI software in order to test the data link

performance easily by changing various parameters without struggling on code script.

Thanks to GUI, the user has a chance to analyze the testbed environment by setting

with the following features.

• OFDM scenarios: SISO, 2× 2 MIMO , 4× 4 MIMO, 8× 8 MIMO

• Channel model: AWGN, Rayleigh and Rician (by changing κ)

• Sampling rate: 5/10/20/30 MHz

• Modulation order: 4/16/64/256 QAM

• Equalizer: ZF and MMSE

• MIMO Detector: MIMO ML, Group MMSE + ML

• Frequency estimator: Training, CP and Pilot Based

• Channel estimator: ML, ML+LS and ML+TDT with CIR (Channel Impulse

Response) Estimator check box

55



• Channel coder: HD and LLR Decoder with 1/2, 2/3, 3/4 and 5/6 coding rates

• Packet detector check box

• Payload length slider

• SNR slider

• Frequency offset slider

• Fractional delay slider with estimator check box

• Hardware RF Impairment model: EVM checkbox for RX/TX, phase noise, DC

offset

• Channel delay spread slider

• Image sender check box

• GUI menu buttons: Pause, Resume and Reset

Therefore, all algorithms implemented for our data link testbed structure can be tested

easily by selecting/setting desired modes/parameters on GUI. Also, it has the follo-

wing visual outputs so that the user can observe the communication performance live.

• Constellation diagram

• Received image data

• Average/Packet BER

• Packet SNR (Average packet for MIMO)

• EVM

• Data rate

• Packet duration

• Simulation time
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Figure 4.5: Data Link Simulator GUI software snapshot

Figure 4.5 shows a snapshot from the data link simulator GUI window. As seen, 16-

QAM 4×4 MIMO-OFDM scenario runs in the simulator. Constellation diagrams are

shown for each stream after equalization is performed. The signal bandwidth is set

to 20 MHz. MMSE type equalizer is used with training + pilot based frequency esti-

mators. For the channel estimator, ML+LS algorithm is selected. In the coding side,

binary convolutional code is used with 3/4 coding rate and the decoder is using hard

decision binary estimates. The channel is one-tap Rician with κ = 5 and SNR = 34

dB. Also, some of impairments are activated. Frequency offset is set to approximately

19.6 kHz and hardware models for DC Offset2, Phase Noise3 and TX/RX EVMs4 are

checked. In addition, 128 packet communication is performed in total and some of

analysis parameters are printed on GUI window.

2DC offset is modeled as −60 dBc.
3Phase noise filter is generated at frequency offsets of 0.1, 1 MHz with corresponding −90,−110 dBc noise

levels respectively.
4EVM values are taken as -36 dB for both TX and RX sides.
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Figure 4.6: Data Link Simulator GUI software snapshot (Image sender is active)

Another snapshot from the GUI is shown in Figure 4.6. This time, Image Sender

is activated. Normally, simulator generates uniformly distributed binary sequence as

data. In this mode, image data is transformed to serial bit stream and used as data

bits. As seen from the figure, some bits are estimated wrongly because of low SNR

(28 dB) regime with higher order modulation (64-QAM) so that distortions occur on

some part of the images.

4.3 Simulation Results

Monte Carlo simulations are performed in different use cases of our testbed. For the

performance criteria, BER metrics are calculated and plotted against Eb/N0. In our

simulator, noise is added to the signal according to SNR value. Therefore, the relation
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between Eb/N0 and SNR can be written as,

Eb
N0

= SNR× N

NDSC

× 1

NSS

× 1

RBCC

× 1

log2(M)
(4.12)

where N is the FFT length, NDSC is the number of data subcarriers, NSS is the num-

ber of spatial streams, RBCC is the code rate, and M is the modulation order.

In Figure 4.7, uncoded BER performance of our data link is presented in different mo-

dulation orders for SISO scenario. Additionally, theoretical BER results are added for

comparison. In the simulator, the channel is set to one tap (flat fading) Rayleigh dist-

ribution and some RF impairment models are activated5. Frequency offset is set to 25

kHz for 20 MHz signal bandwidth. On the receiver side, training based coarse estima-

tor is used with pilot based algorithm for frequency synchronization. For the channel

estimation, ML+LS algorithm is run. Equalization and decision are performed with

MMSE and single-stream ML6 respectively. As can be seen from the figure, 4-QAM

outperforms higher order modulations when Eb/N0 increases as expected. But one

interesting thing to observe that 4-QAM differs from others in comparison with its

theoretical performance. It is almost 2 dB worse than theoretical BER curve. This is

due to the fact that frequency synchronization is done using BPSK modulated pilots

and from the relation between Eb/N0 and SNR, we know that for the same Eb/N0

values, as the modulation order increases, SNR also increases. Then, synchronization

performance is better at higher SNR value so that the difference will be less at higher
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Figure 4.8: Simulation results for the performance of MIMO spatial multiplexing
scenarios under flat fading Rayleigh channel model

order modulation schemes.

The performance of MIMO spatial multiplexing scenarios are given in Figure 4.8

along with SISO scenario. The same configuration is used with this simulation and

modulation type is set to 16-QAM. The plot shows that MIMO with higher number

of antennas used has better performance at low Eb/N0 values. However, as for higher

Eb/N0, after all scenarios almost equal BER results at Eb/N0 = 24 dB, performance

curves for MIMO scenarios starts flattening due to RF impairments (especially phase

noise and residual impairments). Therefore, SISO scenario outperforms others as be-

ing less affected from those impairments because of having lower SNR value at the

same Eb/N0, that is, RF impairments still do not dominate.

We also simulate the performance of MIMO scenarios under frequency selective

channel conditions in Figure 4.9. The channel is set to Rayleigh with 3 taps. Modu-

lation order is 16. It is observed that higher order MIMO scenarios yields better BER

performance up to Eb/N0 = 21 dB. Similar to previous simulation results, perfor-

mance degradation occurs for higher Eb/N0 values because of residual impairments

and phase noise. As it is seen, the performance of 8× 8 MIMO scenario is first effec-

ted due to having highest SNR at the same Eb/N0 value compared to other scenarios.

5We used the same models for DC Offset, phase noise and EVM as in Figure 4.5
6ML detector is applied to each MIMO stream separately in single-stream ML.
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Figure 4.9: Performance of MIMO scenarios under frequency selective Rayleigh
channel model

Because, similar to previous simulation, as SNR increases, RF impairments start do-

minating so that performance curves are flatten in order depending on the SNR values

of each MIMO scenario.

Figure 4.10 shows BER analysis of MIMO scenarios under Rician channel where

strong LOS path exists with κ = 5. Modulation order is set to 4. As seen, SISO

scenario has the best performance on this channel model compared to MIMO. Since

Rician model is used, the channel matrix H is in poor condition including approxi-

mately correlated vectors hi = [hi1, hi2, ..., hiM ]T where M is the number of transmit

antennas.

In Figure 4.11, BER performance of different modulation orders are evaluated with

channel coding at SISO scenario. BER values are calculated for 4/16/64 QAM mo-

dulation types with 1/2, 3/4 and 5/6 coding rates respectively. Decoder uses LLR

outputs of the demodulator and flat fading Rician channel model is used with κ = 9.

The plot shows that 4-QAM with coding rate 1/2 gives the best performance amongst

others. Since the Rician channel runs with κ = 9, that is, the LOS path is very strong

and the stochastic term is weak, we observe good performance results with channel

coding.
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Figure 4.10: Performance of MIMO scenarios under flat fading Rician channel (κ =
5) model
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In the previous simulations, diversity gains are not achieved in MIMO scenarios as it

is seen. In Figure 4.12, BER performance of the coded MIMO scenarios are compa-

red under flat fading Rayleigh channel for 4-QAM modulation type with 1/2 coding

rate. Thanks to stream parsing with channel coding, diversity gain is achieved for

transmitter side. In [56] [57] [58], the maximum transmit diversity gain is given as

ν = 1 + bLnt(1−R)c (4.13)

where L is the length of channel which is 1 for our case, nt is the number of transmit

antennas and R is the coding rate. It is observed that transmit diversity gains are

approximately achieved with 1/2 coding rate for 2× 2 and 4× 4 MIMO scenarios.

Also, in Figure 4.13, same simulation is performed with uncoded bits. This time,

detector is changed to MIMO-ML instead of single-stream ML. With MIMO-ML

detector, diversity can be achieved at the receiver side which is coming directly from

the number of antennas without using channel coding [56]. As seen, diversity gains

are approximately obtained for 2× 2 and 4× 4 MIMO scenarios.

Depending on the results in Figure 4.12 and Figure 4.13, the maximum achievable di-

versity order for the MIMO-OFDM system is the product of transmit diversity gain ν

which is coming by channel coding and receive diversity gain nr obtained by MIMO-

ML detector as the number of receive antennas. Therefore, as expressed in [56], we

can write the maximum diversity gain for the MIMO-OFDM system as

dMIMO−OFDM = (1 + bLnt(1−R)c)nr . (4.14)
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Figure 4.12: Performance of MIMO Scenarios with channel coding under flat fading
Rayleigh channel
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CHAPTER 5

TESTBED IMPLEMENTATION

In chapters 3 and 4, MIMO-OFDM data link algorithms, their implementation and

analysis results on the simulation environment are given. In this chapter, we present

how MIMO-OFDM data link testbed is implemented on SDR platform.

Nowadays, many studies have been carried out for the next and newest mobile wire-

less standard called 5G. Among the discussions on frequency deployments of 5G, 3.5

GHz is the starting point [17][59][60]. For this reason, we performed data link and

channel analysis tests in the frequency of 3.5 GHz.

In our testbed, we test SISO and MIMO 2 × 2 scenarios by using USRP B210 [16]

from Ettus Research company, an SDR device, which is able to transmit/receive from

both channels coherently. GNU Radio is used for communicating with USRPs for

setting its RF and digital parameters, signal transmission and acquisition purposes.

Signal generation and demodulation process is performed on MATLAB by using the

data link simulator environment. In the following sections, we will explain the testbed

setup in detail.

5.1 Testbed Setup

Testbed setup diagram is described in Figure 5.1. On the computer, baseband OFDM

signal is generated by MATLAB environment using the simulator and recorded to

binary files. Then, GNU Radio is used to send generated signal to USRP for trans-

mitting at desired frequency. On the other side, USRP down converts the RF signal to
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Figure 5.1: Testbed Setup Diagram

the baseband and send it to the computer for being recorded to specific file via GNU

Radio. Postprocessing is performed with the simulator in MATLAB.

One computer in the testbed acts as master; that is, the entire control is provided by

the master computer. Both computers are in the same WLAN network so that master

can control the other one easily using the SSH protocol.

5.2 USRP B210

Universal Software Radio Peripheral (USRP) is a family of SDRs produced and sold

by a company called Ettus Research. In this study, we used the USRP B210 model.

It provides a fully integrated single board environment covering frequencies from

70 MHz up to 6 GHz. The B210 is designed with ADI’s direct conversion transce-

iver AD9361 [61] which is able to stream up to 56 MHz of real time RF bandwidth

including both signal chains with coherent MIMO capability. The device includes

Spartan6 XC6SLX150 FPGA [62], responsible for controlling AD9361 and onbo-

ard signal processing operations. It is connected to host PC with fast speed USB3

interface. Thanks to USRP Hardware Driver (UHD), users start developing their app-

lications directly without writing custom drivers. It is a cross-platform driver that can

run on Linux, Windows, and MacOS. UHD comes with a common API which is fully

supported by the GNU Radio software framework. The general block diagram of the

B210 is shown in Figure 5.2. Additionally, Table 5.1 gives the specifications of the

device.
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Figure 5.2: The general block diagram of the USRP B210 board [16]

5.3 3.53.53.5 GHz Antennas

Specific antennas working at 3.5 GHz frequency band were used for this thesis study.

With the advantages of light weight and easy fabrication, linearly polarized rectan-

gular microstrip patch antennas were chosen as antenna type. The work in [63], was

used as reference for the antennas. Figure 5.3, depicts the 3D gain pattern of mic-

rostrip patch antenna whose resonance frequency is 3.5 GHz. From the simulation

results, we see that the maximum achievable gain is 5.12 dBi in z direction. Also, 3

Table5.1: Specifications of USRP B210 Board

Spec Type Unit
Frequency 70 - 6000 MHz

ADC Sample Rate (max) 61.44 MS/s
ADC/DAC Resolution 12 bits

SFDR 78 dBc
Host Sample Rate (16bits) 61.44 MS/s

Frequency Accuracy ±2 ppm
With GPS Unlocked ±75 ppb
With GPS Locked <1 ppb

Phase Noise @3.5 GHz 1 deg RMS
Output Power >10 dBm

RX Noise Figure <8 dB
Dimensions 9.7x15.5x1.5 cm

Weight 350 g
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Figure 5.3: 3D Gain radiation pattern of 3.5 GHz rectangular microstrip patch antenna

dB beamwidth is approximately 95◦ for elevation, 83◦ for azimuth angles. This high

beamwidth values allow high scattering environment even in LOS case which serves

well for MIMO applications.

All design and implementation work was carried out by the company Anketek [64].

Four antennas (for using in 2 × 2 MIMO) were manufactured by using PCB pro-

totyping machine. As for the antenna substrate, Rogers 4003 [65] was preferred. Fi-

gure 5.4 shows the manufactured antennas. As seen on the image, the feed point of

the antennas are on the edge of the substrate and L shaped SMA connectors are used

to connect the antennas to the USRPs.

After manufacturing, we also measured S11 of the antennas at their operating frequ-

ency band. Fieldfox N9918A combination analyzer was used to make measurements

in VNA (Vector Network Analyzer) mode. S11 curves are shown in Figure 5.5. All

four antennas give similar performance. However, they suffer from narrow bandwidth

which is approximately 40 MHz1. This is a general major drawback of the microstrip

antennas due to high quality factor. Since the bandwidth of our data link system is

limited to 20 MHz, the antennas with narrow bandwidth will not affect our testbed

study.

1It refers to the range of frequencies over which the antenna has −10 dB or lower S11 value.
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Figure 5.4: Manufactured microstrip patch antennas (Female type SMA Connector is
soldered to the feeding point and connected to the B210 with L type Male-Male SMA
connector)

3.3 3.35 3.4 3.45 3.5 3.55 3.6 3.65 3.7

Frequency (GHz)

-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

0

S
1

1

Antenna-1

Antenna-2

Antenna-3

Antenna-4

Figure 5.5: Measured S11 values of the manufactured microstrip patch antennas
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5.4 Signal Transmission/Acquisition with GNU Radio

GNU Radio is a software framework that the user can design and create flow-graphs

including radio signal processing applications. In this study, we used GNU Radio for

signal transmission and acquisition purposes. As known, all baseband processing is

performed on MATLAB. Hence, in our testbed, the baseband MIMO-OFDM signal

which is saved to a binary file is transmitted by the B210 hardware via GNU Radio.

And then, the other B210 hardware which is also controlled by GNU Radio takes the

RF signal transmitted, down converts to the baseband and records it for post proces-

sing on MATLAB.

GNU Radio infrastructure is written totally in C++. However, the flow-graphs can

be written in C++ and Python (version 2) programming language. In our testbed, we

wrote different flow-graphs in Python for controlling and data transfer operations.

These are:

• Transmitter flow-graph: Includes SISO and MIMO signal transmission and

controlling the B210 hardware,

• Receiver flow-graph: Includes SISO and MIMO signal acquisition for static

and dynamic measurement scenarios and controlling the B210 hardware.

5.4.1 Transmitter Flow-graph

Transmitter flow-graph is responsible for:

• Reading the binary SISO/MIMO baseband signal file and send the I&Q samples

to the B210 hardware,

• Configuring the B210 (Sampling rate, TX Gain, carrier frequency).

The binary file is read by using file_source class from GNU Radio library[29]. For

configuring the B210 as a transmitter, usrp_sink class of UHD API is used[29]. The

python script takes command-line arguments as TX gain, carrier frequency, sampling

rate, and file type. Figure 5.6 shows how the script runs in the Unix command-line.
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Figure 5.6: Transmitter Flow-graph python script usage

After the user runs the script with proper values of arguments and press the Enter

button, the B210 starts transmitting the baseband signal continuously in accordance

with the arguments entered until pressing the Enter button again.

5.4.2 Receiver Flow-graph

Receiver flow-graph is responsible for:

• Configuring the B210 (Sampling rate, RX Gain, carrier frequency)

• Writing the baseband SISO/MIMO I&Q samples to the binary file/s.

To configure the B210 as a receiver, usrp_source class of UHD API is used. More-

over, I&Q samples are written to a binary file by using the file_sink class from GNU

Radio library. The user writes the input parameters together with python script file

name into the command-line. The parameters are RX Gain, sampling rate, carrier fre-
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Figure 5.7: Receiver Flow-graph python script usage

quency, record length, file ID, and modulation type. Figure 5.6 shows how the script

runs in the Unix command-line. Once the user runs the script properly and press the

Enter button, the B210 starts recording baseband signal samples with the user defined

configuration.
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CHAPTER 6

TESTBED WORK

This chapter presents our testbed study. With our testbed, we did data link tests for the

implemented MIMO-OFDM physical layer and channel analysis for indoor/outdoor

environments at static and dynamic channel conditions. We used two laptops con-

nected to the B210s via USB3 and one of them controls the testbed platform. The

antennas were connected to the TX/RX1ports of the B210 with the distance of 0.7λc

between them. For all test cases, the carrier frequency is set to 3530 MHz where the

antennas yield best S11 performance. Figure 6.1, shows the testbed setup platform for

one side (TX or RX).

Figure 6.1: The testbed setup platform for one side

1TX/RX port can be used as both transmitter and receiver by programming the B210.
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Figure 6.2: An example of the indoor data link testbed scenarios

6.1 Data Link Tests on SDR Platform

For the data link tests, we set up our testbed in the indoor and outdoor environments

where the channel is generally NLOS. We ran the python scripts for SISO and 2× 2

MIMO scenarios. In order to analyze the test after each run in MATLAB, we imple-

mented a testbed data link GUI software by using our MIMO-OFDM simulator. From

this GUI, user can choose some of the algorithms implemented for our MIMO-OFDM

receiver to see the performance of the data link under chosen structure.

In Figure 6.2, an example of the indoor data link testbed scenarios is shown. As seen,

the test was carried out in an office room where there are a lot of obstacles between

radios that creates NLOS condition. A snapshot from the data link testbed GUI that

shows the analysis results of the indoor scenario (Figure 6.2) tests is given in Fi-

gure 6.3. As it is seen, 16-QAM 2×2 MIMO-OFDM testbed data link scenario is run

on the GUI software. The user can change equalizers and channel/frequency estima-

tors, also activate fractional time synchronization and CIR estimator algorithms. The

recorded data file name is also shown at the bottom of the GUI window. As for the

results of 2 × 2 MIMO data link test in this indoor scenario, calculated EVM values

from equalized symbols are very close to the measured average SNR showing that we
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Figure 6.3: A snapshot from the data link testbed GUI running 16-QAM 2×2 MIMO-
OFDM scenario

observe a good MIMO channel environment in this office room with an NLOS place-

ment of radios. The bandwidth of the signal is set to 10 MHz and achieved data rate

from this data link approaches 50 Mbps with approximately 800 µsec packet duration.

The best EVM performance is obtained with the configuration shown in Table 6.1.

Similarly, we deployed our testbed platform in various environments including in-

door and outdoor. According to the placement of radios, we set proper TX PA (Power

Amplifier) and RX LNA (Low Noise Amplifier) gain parameters. Also, the tests were

performed in different bandwidth options such as 5, 10 and 20 MHz and in different

modulation orders, e.g., 4/16/64 QAM. In order to manage and control all measure-

ments, we made a configuration file including all measurement scenarios with its pa-

rameters and descriptions. With this file, we can have all the information related with
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Table6.1: MIMO-OFDM Data Link Testbed Configuration

Parameter Configuration
Fractional Time sync. Enabled

Coarse frequency sync. (dB) Training based estimator
Fine frequency sync. (dB) Pilot based estimator

Channel Estimation ML+LS
Equalizer MMSE

Figure 6.4: Testbed configuration file

that specific measurement. A part of the configuration file is shown in Figure 6.4. As

it is seen, in each row, we registered the RX/TX data ID, date, communication mode,

bandwidth, TX/RX gain, modulation order, channel environment, channel state, desc-

ription and testbed photo link for each specific measurement. For example, when we

perform a data link test in an environment, a photo is taken to show how the channel

looks like. In order to run our data link analysis GUI, RX data ID, measurement date

and communication mode parameters are used to play corresponding recorded binary

data of that specific measurement. For BER and EVM analysis operations, TX Data

ID is used. Other parameters, such as bandwidth, TX/RX Gain, channel and channel

state2, are registered for detailed analysis of our testbed data link.

6.2 2×××2 MIMO Channel Analysis

This section presents the channel analysis work for indoor and outdoor environments.

As known, performance of MIMO communication depends on the correlation bet-

ween channel coefficients. In other words, MIMO is favorable when differences oc-

cur in the propagation conditions between TX-RX antenna pairs. To understand the

2Channel state indicates different positioning of radios in the same environment. We use this notation to diffe-

rentiate and identify each measurement case for fair comparison.
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relation between MIMO channel and capacity, let us consider 2× 2 MIMO model:y1
y2


︸ ︷︷ ︸

y

=

h11 h12

h21 h22


︸ ︷︷ ︸

H

x1
x2


︸ ︷︷ ︸

x

+

n1

n2


︸ ︷︷ ︸

n

. (6.1)

Under the constraint of tr(HHH), the capacity is maximum when the channel vectors

are independent. This condition holds if H is diagonal (H=D), that is,y1
y2


︸ ︷︷ ︸

y

=

h11 0

0 h22


︸ ︷︷ ︸

D

x1
x2


︸ ︷︷ ︸

x

+

n1

n2


︸ ︷︷ ︸

n

, (6.2)

yi = hiixi + ni , i = 1, 2 . (6.3)

In practice, the probability that such conditions occur is small in general 3. Then,

what we can do is to diagonalize the matrix H by applying precoding and postcoding

operations at transmitter and receiver respectively [22]. This is obtained by adding

precoding Wt and postcoding Wr matrices to the matrix H, such that

D = WrHWt . (6.4)

Wt and Wr are computed by performing singular value decomposition (SVD) of H.

Then, with SVD operation, channel matrix H can be represented as

H = UDVH (6.5)

where D is a diagonal matrix whose diagonal terms are also the square roots of the

eigenvalues of HHH and U and V are unitary orthonormal matrices, such that

UUH = I , VVH = I . (6.6)

Additionally, the columns of U are orthonormal eigenvectors of HHH and similarly

the columns of V are orthonormal eigenvectors of HHH. Hence, from (6.6), Wt and

Wr are computed as

Wr = UH and Wt = V . (6.7)

Then we have,

y = WrHWt = Dx + ñ , (6.8)

yi =
√
λixi + ñi , i = 1, 2 . (6.9)

3For 2 × 2 MIMO case, if different polarized antennas are used (e.g. one is vertical, the other is horizontal),

then the channel is more similar to diagonal. Since the cross-polarization gains will be much small e.g. −20 dB.
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where ñ is zero-mean, Gaussian, with i.i.d. noise vector and E[ññH ] = I.

To complete the discussion of MIMO capacity, we write the capacity for SISO system

as

CSISO = log2(1 + |h|2ρ) (6.10)

where h is the complex channel gain and ρ is the average signal to noise ratio of

the system, such that ρ = E[|x|2]
E[|n|2] . Assuming that there is no channel information at

transmitter (power is uniformly allocated), for the MIMO scenario with Nt transmit

and Nr receive antennas (Nr ×Nt), the capacity is [22]

CMIMO =
M∑
i=1

log2(1 +
ρ

Nt

λi) , M = min(Nr, Nt) . (6.11)

In order to show how eigenvalues of channel matrix H affects performance of MIMO

system, let us consider three different scenarios for 2 × 2 MIMO case. In the first

scenario, consider that we have LOS channel and H is found to be as

H =

0.5 0.5

0.5 0.5

 (6.12)

and eigenvalues (λi) of HHH are 1 and 0. For the second case, we assume that there

are very small differences between antenna pairs, such that

H =

0.51 0.49

0.47 0.52

 (6.13)

and we have λ1 = 0.9903 and λ2 = 0.0012. Lastly, when we have significant diffe-

rences between antenna pairs, for example,

H =

 0.65 −j0.3
j0.35 −0.6

 , (6.14)

then the eigenvalues are λ1 = 0.5473 and λ2 = 0.4477 which corresponds to the

NLOS condition. As a consequence, having evaluated all three cases:

• When there is a LOS condition, MIMO has no advantage and all the power is

transmitted through one antenna (λ1).

• We start taking advantage of the MIMO system, while the channel gains are

differentiated.
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Based on the conclusions above, we did some experiments at indoor and outdoor en-

vironments by using our testbed data link. For all tests, the bandwidth of the signal is

set to 20 MHz and modulation order is 4. On the receiver side, frequency synchroni-

zation is performed with training and pilot based estimators and channel is estimated

with ML+LS algorithm. The capacity of the channel is computed with equation 6.11.

Without loss of generality E[|x|2] = 1 is taken and eigenvalues of HHH is found by

ĤML+LS . In order to evaluate the characteristics of the channel, we also implemented

a testbed channel analysis GUI software. This GUI shows detailed channel estimation

results with capacity plot for all subcarriers of MIMO-OFDM system. Additionally,

we registered all the measurements to our configuration file for channel analysis study

as we already used in our data link tests.

6.2.1 Indoor Channel Analysis

Indoor channel analysis tests were carried out in an office room. We placed the radios

where the channel is at LOS and NLOS conditions. Figure 6.5 shows the LOS and

NLOS scenarios of our testbed. For each scenario, SISO, 2×2 MIMO data links were

run with testbed channel analysis GUI. Also, dynamic measurements were taken for

showing the capacity change in time when there are small movements4of one of the

radios in our testbed.

A snapshot from the testbed channel analysis GUI is given in Figure 6.6 for an NLOS

condition test. As can be seen from the figure, channel coefficients are plotted in

both frequency and time domains. From the estimated channel matrix, eigenvalues of

ĤĤ
H

and the corresponding channel capacity results are shown for each subcarrier.

Additionally, MMSE equalized symbols are plotted on the constellation diagram for

each stream.

In this NLOS condition test, we observe that the channel matrix is well-conditioned,

that is, both eigenvalues are strong which makes the condition number5small. Com-

pared to the SNR value, computed EVMs are almost 5-6 dB smaller and the average

4In the dynamic measurement scenario, one of the radios are moved to the all directions in the order of wave-

length of the operated carrier frequency which is 3530 MHz.
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(a) NLOS Condition (b) LOS Condition

Figure 6.5: Indoor Channel Analysis Scenarios

capacity of all subcarriers is approximately 16 b/s/Hz.

In Figure 6.7, a similar snapshot from the testbed channel analysis GUI is given for

LOS condition test. It is observed that the channel matrix is ill-conditioned meaning

that only one eigenvalue is strong. Since the channel is ill-conditioned, noise enhan-

cement problem degrades the performance of detection even with MMSE equalizer.

Also, compared to the NLOS scenario, EVM values are almost 20 dB bigger at the

similar SNR value and the average capacity is almost 5 b/s/Hz smaller.

In the NLOS condition, we also ran static and dynamic channel measurements. For

dynamic case, we tested the effect of changing the position of radios in the order of

wavelength to the channel capacity in SISO and MIMO (2 × 2) configurations. One

of the radios (RX side is used for this test) was moved by approximately 10 cm in all

directions continuously during the test. However, static measurements were carried

out without moving the radios at all. Also, all measurements were performed with a

5Condition number (κ) of normal matrices (e.g. HHH ) can be computed as the ratio of the largest eigenvalue

to the smallest eigenvalue such that κ(A) = λmax(A)
λmin(A)

. Large condition number indicates that the matrix is almost

singular.
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Figure 6.6: A snapshot from the testbed channel analysis GUI running 4-QAM 2× 2
MIMO-OFDM indoor NLOS scenario.
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Figure 6.7: A snapshot from the testbed channel analysis GUI running 4-QAM 2× 2
MIMO-OFDM indoor LOS scenario.
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Figure 6.8: Indoor dynamic and static channel capacity performance in the NLOS
condition

constant transmit power and we measured the average SNR for static cases as 36 dB.

The results are shown in Figure 6.8. It is observed that the channel capacity of 2× 2

MIMO is about 1.7 times that of the SISO system in the static case. For the dynamic

case, the channel capacity is fluctuating around the case of static measurements. So,

the average capacity change percentage (according to its mean) over time is about

5% for both MIMO and SISO. These results are expected since the changing the

position of radio in the order of wavelength results with a different channel response

(destructive or constructive gain for SISO and the channel matrix condition number

(κ) for MIMO).

6.2.2 Outdoor Channel Analysis

For the outdoor tests, we performed channel analysis measurements in two different

locations. The radios were placed at where there are objects between them resulting

in a scattered environment. And also, LOS and NLOS conditions were created as we

did in the indoor measurements. In these environments, SISO and 2× 2 MIMO data

links were run again with our testbed channel analysis GUI. For some scenarios, we

took the measurements for dynamic and static cases which are similar to the indoor

measurements. Additionally, measurements were taken when one of the radios was

mobile following a predetermined trajectory.
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Figure 6.9: Outdoor test environment #1

Figure 6.9 shows the first outdoor test environment. As it is seen, the radios were

placed at where there are objects (e.g. windows, trees, stair rail) in between and with

different altitudes. We took dynamic and static measurements in this configuration.

For the dynamic case, the measurements were performed similar to that of the indoor

scenario. In Figure 6.10, the measured channel capacities are plotted. We observe that

the capacity in MIMO is about 1.7 times higher than SISO for static case. This result

is the same with the indoor scenario. When we look at the dynamic case, it is seen

that the values have higher variance around the mean value of static measurements for

both SISO and MIMO scenarios. While the standard deviation of capacity values over

time in MIMO scenario is 1.3 b/s/Hz, it is 0.6 b/s/Hz in SISO. Then, the average

capacity change percentages are 10% for MIMO and 8% for SISO.
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Figure 6.10: Dynamic and static channel capacity performance in the outdoor envi-
ronment #1 (Average SNR is measured as 24 dB in static cases.)

We performed the same measurements in another environment which is shown with

our test setup in Figure 6.11. It is seen that there are many objects (e.g. cars, trees,

windows, etc.) causing scattered environment. As we did in the previous test, dyna-

mic and static measurements were taken in this place too. For all configurations, the

transmit power was kept constant. In static cases, the measured average SNR is 19

dB. The channel capacities of dynamic and static cases are given in Figure 6.12. As

it is seen, the results are similar with the first outdoor environment. Since the average

SNR is lower, corresponding channel capacities are also lower compared to the pre-

vious test. In addition, the standard deviation of capacity values in MIMO scenario is

1.5 b/s/Hz and it is 0.6 b/s/Hz in SISO. Corresponding capacity change percentages

are 14% for MIMO and 11% for SISO.
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Figure 6.11: Outdoor test environment #2
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Figure 6.12: Dynamic and static channel capacity performance in the outdoor envi-
ronment #2
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(a) NLOS Condition (b) LOS Condition

Figure 6.13: Outdoor test environment # 2: MIMO channel analysis tests for LOS and
NLOS conditions

In the Test Environment #2, we changed the position of transmitter and took some

measurements to show how MIMO performance is affected by LOS condition in the

outdoor environment. For this purpose, we took two measurements that one is at LOS

and the other is NLOS condition. Figure 6.13 shows our test setup in both channel

conditions. In these test setups, only MIMO scenario was run and analysis results are

given in Table 6.2. It is observed that MIMO is advantageous in the outdoor envi-

ronment when the channel is in NLOS condition as expected. At the average SNR of

22.5 dB, EVM values for each stream is 9 dB better in NLOS compared to LOS con-

dition. For the capacity comparison, NLOS is 3.3 b/s/Hz better on the average and

this can be also understood from the channel matrix condition numbers (κ(HHH)). In

figures 6.14 and 6.15, snapshots are given from the testbed channel analysis GUI for

the corresponding NLOS and LOS test measurements as an example.
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Table6.2: Testbed channel analysis GUI results for the outdoor NLOS and LOS tests

Parameter (Average) NLOS LOS

SNR (dB) 22.5

EVM1 (dB) −16.5 −9.1

EVM2 (dB) −18 −9.3

Capacity (b/s/Hz) 11.9 8.6

κ(HHH) 9 245
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Figure 6.14: A snapshot from the testbed channel analysis GUI running 4-QAM 2×2
MIMO-OFDM outdoor NLOS scenario
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Figure 6.15: A snapshot from the testbed channel analysis GUI running 4-QAM 2×2
MIMO-OFDM outdoor LOS scenario

For the final measurement in the test environment #2, TX radio was left in the same

place with that of our previous setup. We walked in a trajectory shown in Figure 6.17

with RX radio by taking measurements to show how the MIMO (2×2) channel matrix

is effected. As seen from the plan, there is a closed garage area and a garden section

in this test environment. The exterior of the building next to the garden is covered

with windows and hence, it is expected that the channel will be highly scattered.

Additionally, cars, walls and columns in the garage, trees in the garden and other

objects will also increase the reflection in the environment together with the windows.

We followed the points indicated by the numbers and proceeded to the building first,

and then we completed the measurement by walking towards the stairs in parallel with

the building. The yellow and red beams shown in the plan describes the direction of

antennas during the measurement.

The performance of measured MIMO channel matrix is given in Figure 6.16 with

computed condition numbers for HHH . According to these results, it is observed
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Figure 6.16: MIMO channel performance in the mobile measurement scenario

that the channel becomes ill-conditioned at where the antennas directly seeing each

other as LOS condition, on the other hand it becomes well-conditioned at where the

antennas looking at different directions and there are scattered objects in between

creating an NLOS condition. Among all values, while the minimum value of κ is 3.5,

the maximum becomes 3× 105. Also, we observe that the average κ value is around

80 hence it is more reliable to use SISO rather than MIMO in the most part of this

walking trajectory.

6.2.3 Summary

2 × 2 MIMO channel analysis testbed study shows that in a rich scattered environ-

ment at 3.5 GHz, MIMO is advantageous in both indoor and outdoor scenarios with

approximately 1.7 times capacity increase compared to SISO. In [66], 4 × 4 MIMO

channel was analyzed with a 802.11a based OFDM testbed in an indoor environment

at 5 GHz and it was shown that the capacity of 4× 4 MIMO system is 3.4 times that

of the SISO system which is similar to our findings for 2 × 2 MIMO configuration.

Hence, based on the rich scattered NLOS measurement scenarios in this study, we

observe good channel characteristics at 3.5 GHz for 2 × 2 MIMO systems. On the

other hand, when the channel has a strong LOS characteristic, that is the κ(HHH)

is large, we observe that MIMO (with spatial multiplexing) is not advantageous. In

89



Tree

B
u

d
ild

in
g

 w
in

d
o
w

sCar

Car

Car

Car

Car

Bridge

Stairs

Garage Ceil

Wall

Bank

Bank

RX

TX

Concrete column

15 m

21
 m

 

15
 m

1 2

3

4

Figure 6.17: Outdoor environment # 2: Mobile measurement scenario walking trajec-
tory plan

90



both indoor and outdoor environments, measured EVMs are much smaller compa-

red to the NLOS case at the same average SNR value. In such cases, for a reliable

communication, SISO is more advantageous than MIMO (with spatial multiplexing).
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CHAPTER 7

SUMMARY, CONCLUSIONS AND FUTURE WORK

In this master’s thesis, we study the physical layer design of MIMO-OFDM testbed

data link system and its applications on SDR platform in 3.5 GHz.

In Chapter 2, we briefly summarize MIMO, OFDM and SDR technologies with their

historical improvements and applications.

In Chapter 3, the physical layer design of our testbed data link is given. All signal

processing blocks including transmitter and receiver structures are implemented in

detail. On the receiver side, we propose various algorithms for frequency synchro-

nization, channel estimation, equalization and detection operations. Additionally, we

discuss their performance on MIMO-OFDM system.

In Chapter 4, to analyze our physical layer with various RF impairments and channel

models, we present the implementation of the testbed data link simulator and its GUI

software. The whole implementation process of our data link simulator and its GUI

is given in a detailed manner. Also, simulations are performed for different applica-

tion scenarios including SISO, MIMO for both coded and uncoded cases. We discuss

the performance of SISO and MIMO scenarios under different channel conditions in

terms of BER and diversity gains.

In Chapter 5, the implementation process of our testbed data link on SDR platform is

presented.

In Chapter 6, Our testbed work is presented. We test our data link PHY in indoor

and outdoor environments. In addition to data link tests, we also investigate the chan-
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nel characteristics in SISO and MIMO scenarios in terms of channel capacity and

condition number of the estimated MIMO channel matrix.

Within the scope of this thesis, the following important results are obtained:

• When designing a MIMO-OFDM data link system, it is vital to use cyclic shift

diversity (CSD) for preamble part and rotated symbols for pilot subcarriers. By

doing so, unintentional destructive beamforming is prevented on the receiver

side and this increases the performance of MIMO-OFDM data link.

• For an OFDM system, fine estimation of the carrier frequency offset (CFO) in

the frequency domain causes interference coming from non-orthogonal subcar-

riers due to CFO. Considering this fact, one should choose a fine estimator al-

gorithm for your requirements. For our system, comparing CP based (in time)

and pilot based (in frequency) estimators, pilot based estimators outperforms

the other for our design criteria.

• For the channel estimation, we use the ML algorithm and increased the per-

formance of ML by LS and TDT methods. Comparing both methods, ML+LS

algorithm is used for our data link system in simulations and in SDR tests.

Since we know that the performance is increased with ML+LS over ML in the

simulations, it is also verified by testing our data link in SDR platform for a

well synchronized MIMO-OFDM signal.

• We model some hardware impairments in our simulator such as residual RF

impairments, phase noise, frequency offset, time delay and DC offset. Under

those impairments, we compared the BER performance of OFDM system with

theoretical results in Figure 4.7.

• In the simulations, we compare our data link in Rayleigh and Rician channel

conditions for SISO and MIMO scenarios. We observe that MIMO performance

degrades under Rician fading due to its LOS characteristics.

• In Figure 4.12, it is shown that transmitter side diversity gains for MIMO sce-

narios are obtained in MIMO-OFDM data link by channel coding with stream

parsing operations. Also, in Figure 4.13, it is verified that receiver diversities

are achieved by MIMO-ML detection.
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• Our testbed data link system is successfully operated at indoor and outdoor

environments in SISO and 2× 2 MIMO scenarios at 3.5 GHz frequency band.

• Our testbed data link is also used for analyzing SISO and 2×2 MIMO channels

in different environments at 3.5 GHz. From this tests:

– We verify that MIMO is advantageous when channel is in NLOS condition

for both indoor and outdoor environments.

– We observe that the channel capacity of MIMO is approximately 1.7 times

better than SISO in static measurements for our data link.

– In a SISO/MIMO communication link, changing the position of radio on

the order of wavelength results with a dramatical fluctuations on the chan-

nel capacity.

– We show the performance of 2 × 2 MIMO channel by computing the

condition number of estimated channel matrix (κ(HHH)) in a mobile sce-

nario. We observe that the channel characteristic is highly changing in

this scenario and MIMO (with spatial multiplexing) is only advantageous

when κ values are small.

In addition to the results obtained above, we consider some improvements to our

study for future work. We can list those in below:

• We may improve our data link simulator by upgrading OFDM to new candidate

waveforms (e.g. f-OFDM, FBMC, etc.) for 5G research studies.

• New algorithms can be implemented for channel estimation, frequency & time

synchronization and we may compare their performance in our data link.

• We may add more hardware models (e.g. power amplifier, antenna coupling

etc.) to the simulator so that simulations will produce results that are closer to

the hardware tests.

• We can improve our testbed platform to some degree that analysis and measu-

rements can be performed on-line rather than using recorded data.

• We can use different SDR devices (e.g. PicoSDR [67] ) in order to improve our

testbed for investigating 4× 4 MIMO scenario with our data link structure.
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