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ABSTRACT

THE EFFECT OF FINANCIAL NEWS ON BIST STOCK PRICES:
A MACHINE LEARNING APPROACH

Kanmaz, Medet
M.S. Department of Economics

Supervisor: Assoc. Prof. Dr. Serkan Kiiciiksenel

August 2018, 106 pages

This thesis examines the relationship between the price data of companies in different
sectors in the Borsa Istanbul (BIST) stock exchange and the verbal data revealed in
the financial news related to these companies. In this work, sentiment analysis, natural
language processing and the effect of financial news on individual stock performances
are studied with a simple and novel method. Sentiment analysis is created by
automatically labelling the news for companies publicly traded in BIST as positive or
negative on the basis of the daily performance of stocks with different methods in
machine learning. These algorithms determine the polarity in financial news with an
accuracy of around 70%. As a result of this study, it was seen that positive or negative
news had a positive / negative effect on the related stock prices. Whether the outcome
of this algorithm provides incentives to make a profit in the market or not is also
questioned. On the other hand, it is shown that it is hard to gain profit from this public

information unless there is insider information.

Keywords: Sentiment Analysis, Financial Analysis, SVM, Naive Bayes, Automated
Labeling
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0z

FINANSAL HABERLERIN BiST HISSE SENEDI FIYATLARINA ETKISI:
MAKINE OGRENMESI YAKLASIMI

Kanmaz, Medet
Yiiksek Lisans, Tktisat Boliimii

Tez Yoneticisi: Dog. Dr. Serkan Kiiciiksenel

Agustos 2018, 106 sayfa

Bu tez, Borsa Istanbul’da (BIST) bulunan farkli sektorlerdeki sirketlere ait fiyat
verileri ile bu sirketlerle ilintili olan finansal haberlerde kullanilan ifadeler arasindaki
iligkiyi incelemektedir. Bu ¢alismada, duygu analizi, dogal dil isleme ve finansal
haberlerin bireysel hisse senedi performanslari iizerindeki etkisi basit ve yeni bir
yontemle incelenmistir. Duygu analizi, pay piyasasinda halka acik bir sekilde islem
goren sirketlerin hisse senedi fiyatlarinin giinliik performansina gore, bu firmalara ait
finansal piyasalarda yer alan haberlerin pozitif veya negatif olacak sekilde otomatik
etiketlenmesi suretiyle makine Ogrenmesi yontemi kullanilarak yapilmaktadir.
Olusturulan algoritmalar, finansal haberlerdeki kutuplulugu %70 civarinda bir
dogruluk oraniyla belirlemektedir. Bu ¢alismanin sonucunda, olumlu veya olumsuz
haberlerin, ilgili hisse senedi fiyatlar1 tizerinde olumlu/ olumsuz etkisinin bulundugu
goriilmiistiir. Calismada ayrica, algoritma g¢ikariminin hisse senedi piyasasinda kar
elde etmek icin tesvik saglayip saglamadigi sorgulanmis, iceriden 6grenilen bilgiler

disinda kamuya acik bilgilerden kar elde etmenin zor oldugu goriilmiistiir.

Anahtar Kelimeler: Duygu Analizi, Finansal Analiz, SVM, Naive Bayes, Otomatik
Etiketleme
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CHAPTER 1

INTRODUCTION

In our daily life, data has become one of the most important resources. Contrary to
nature of resources, even comes in abundance. With the help of powerful machine
learning algorithms, it can be turned into intelligence. There has probably never been
a better time to step into the machine learning field and learn how to use this
knowledge in different areas. This is because qualitative analysis, more specifically
textual analysis, has been interested by many researchers. Think about your Gmail
box. When was the last time you encounter spam mails in your email box? As we all
remember, early mailboxes were full of spams, it took quite a while to delete these
mails. However, identifying markers and features in an email and making spam
detection becomes as easy as ABC by means of powerful algorithms (spam filters).

The important step taken here was, undoubtedly, the textual analysis.

As for accounting and finance side, news media, social media, conference calls,
financial statements, public disclosures and even chatrooms! are the main sources of
information for making investment decisions. Hence, any tool that can help to tease

out sentiment from this text data would be interesting.

The hidden information held in a text is called sentiment. This study aims to extract
sentiment (positive or negative) from financial news for firms automatically. The text

data below is an example for positive news story for the firm NETAS.

! Tirunillai and Tellis (2012) find that one can beat the S&P 500 Index by 7.9 percentage points over
the four-year period by making investment decision on the stocks (hypothetical portfolio) mostly talked
in chat rooms. Bordino et al. (2012) find that trading volume and query volume (query in search
engines) of NASDAQ-100 stocks are highly correlated.
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Probil Bilgi won the Fatih Project Tender, the shares flew. Probil Bilgi, a subsidiary
of Netas Telekom, offered the best bid with a total of 249.94 million TL to Fatih
Project 2. Phase Local Area Network Installation. After the announcement Netas
shares went up to 9.79 Turkish Lira.?

Google Trends for term "Sentiment Analysis'

Figure 1- Google Trends

Figure 1 displays search interest for the term “sentiment analysis” in a period from
2004 to 2018. A value of 100 means that the term has the highest popularity and a
value of 0 means that there is not enough data for the term “sentiment analysis”. It
can be seen that there has been growing interest since 2004 and it has reached the

highest popularity in May 2018.

Even tough “Sentiment Analysis” is in its peak period in these days, sadly to say that
there is limited work in Turkish. The main reason for this problem is that sentiment
dictionaries, word lists, labeled and tagged datasets which are available mostly in
English provide ample fodder for studies concentrating broadly in this language.

Therefore, the aim of this thesis is to propose a novel approach towards data collection

2 The original news story is: “Fatih Projesi ihalesini kazand, hisseleri ugtu. Netas Telekom'un bagh
ortakligr Probil Bilgi, Fatih Projesi 2. Faz Yerel Alan Ag Kurulum ihalesine toplam 249,94 milyon TL
ile en iyi teklifi verdi. Agiklama sonrast Netas hisseleri 9.79 liraya kadar ¢ikt1.”

2



and labeling on Turkish data; perform experiments on this dataset and highlight areas

of future research.

The structure of the remainder of the thesis is as follows. Section 1.1 points out the
motivation for the thesis. Section 1.2 reviews recent literature on sentiment analysis
and Section 1.3 shows main findings and remarks of this thesis. Chapter 2 summarizes
the structure of the data and its description. In Chapter 3, textual processing
methodology is covered. Chapter 4 reviews different market models for identifying
the effect of financial news on BIST stock prices and examines whether there is trade
incentive or not. Chapter 5 concludes the thesis and provides recommendations for

future studies.

1.1. MOTIVATION

Understanding the nature of human intelligence is a challenging topic. Technical
innovation in every sector depends on human intelligence from individual companies
to government institutions. For this reason, any approach that mimics the feature of
human mind and simulates the way of thinking / problem solving skills always
fascinates me. For me, it was the turning point when the world chess champion, Garry
Kasparov agreed to play a match against Deep Blue, the IBM supercomputer. After

the match?, February 1996, he said that:

“I had played a lot of computers but had never experienced anything like this. I could
feel, I could smell a new kind of intelligence across the table. It was a wonderful and
extremely human move.”

3 Interested readers can refer to Kasparov, G.’s article: “The day that I sensed a new kind of
intelligence.”



Similarly, in May 2017 DeepMind’s AlphaGo?, the first computer program which
defeated the world Go champion Ke Jie, took the stage. After the match, the

grandmaster Ke Jie said that:

When I first saw it, I thought it was almost an impossible move for human players to
come up with, since it is obviously a later step. But afterward, I realized it was really
an astonishing move. Compared to last year, AlphaGo's understanding of Go has
progressed so much. Last year it played in a human-like way, but this time, it's almost
like the God of Go.

However, Ke Ji was wrong when he called AlphaGo as “God of Go”. A few months
later, in October 2017, the newest version of DeepMind’s AlphaGo Zero, which was

created without human data, surpassed AlphaGo with a score 100-0.

Discovering the success of artificial intelligence in different areas was the starting
point of my journey to enjoy doing research on concepts of machine intelligence. For
this reason, my main motivation for writing this thesis is to show that the tools and
techniques commonly used in the field of computer science can also be applied to the
field of economics. Even though my research, fieldworks and findings are restricted
to the domain of financial news and market data, the main contribution of this thesis
is to give insights about future work in economics engaging with computer science. I
hope this thesis gives a sense of how scientists working in the field of economics

should benefit from developments in computer science.

1.2. RELATED WORKS / LITERATURE REVIEW

There are many studies concentrating on textual analysis and classification. These
studies date back to the late 1990s. Learning from the data itself and dictionary-based

learning methods are two different approach in sentiment analysis.

4 Silver et al. (2017) trained their initial version of deep neural network by “supervised learning from
human grandmasters’ games and reinforcement learning from games of self-play”.
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Learning from the data itself consists of many different techniques. Argamon-
Engelson, Koppel and Avneri (1998), define the features from the frequencies of
words and parts-of-speech triples. Then, they use machine learning techniques to
classify the stories from New York Time News, NY Times Editorial, NY Daily news
and Newsweek. Turney (2002) is the other sentiment-based classification paper
focuses on non-financial domain. The author classifies restaurant and automobile
reviews as positive (thumbs up) or negative (thumbs down). The adjectives and

adverbs in a review is used for prediction of semantic orientation of the review.

In this approach, data should be labeled either manually or automatically. Dave,
Lawrence and Pennock (2003) classify product reviews as positive or negative using
machine learning algorithm with manually labelled data. Pang, Lee and
Vaithyanathan (2002) aim to determine whether a review is positive or negative.
They used manually labeled movie reviews as the training data. They propose that
standard machine learning techniques definitively outperform human-produced
baselines. Koppel and Shtrimberg (2006) introduced automated labelling according
to returns in a given stock. They used Support Vector Machines (SVM), decision
trees and Naive Bayes learners to detect sentiment from news stories. Their linear
SVM model yield 70.3% accuracy. Similarly, Généreux, Poibeau and Koppel (2008)
have hypothesized that “the market reaction to a news is a good indicator for labelling
financial news, and that a machine learning algorithm can be trained on those news
to build models detecting price movement effectively”. They propose a pool of
features to detect price changes via machine learning algorithms. Their model has

69% of accuracy.

As far as dictionary-based learning methods is considered, Henry (2006), Henry
(2008), Li (2006) are the pivotal papers. This approach mainly focuses on word
counts. There is no need to pre-label the data. Each dictionary has different features
(word lists) on specific range. The negative/positive count score for a given text, for
example, stands for the outcome (label) of the news story. Many researchers use the
list of words or dictionaries for sentiment analysis. Li (2006), for example, uses

5



annual reports to detect risk sentiments by using specific word list for risks and

uncertainty.

General Inquirer Dictionary (GI), a work of Smith et al. (1967), has already been
widely used by many researchers.’ Tetlock (2007), Engelberg (2008) uses this
dictionary for the content analysis method. Tetlock (2007) argues that high value of
media pessimism leads downward pressure on prices and media pessimism forecasts
increase in market volatility. Sentiment analysis based on GI gives important results
in finance literature. Engelberg (2008) explains that both quantitative and qualitative
information in firms’ earning announcement have an impact on future returns.
Tetlock, Saar-Tsechansky and Macskassy (2008) use GI dictionary for counting
negative words in news articles. They find that stock market prices reflect the
negative information with one-day delay; negative words in stories about firm
fundamentals affect earnings and returns more than negative words in any other

stories.

As dictionary-based categorization focuses on counting positive and negative words,
Boudoukh, Feldman, Kogan and Richardson (2013) argue that “employing a more
sophisticated textual analysis methodology further improves the results”. For this
reason, they introduce one other category for sentiment analysis. They propose a new
categorization for news as relevant and irrelevant as “identify the news, and more
accurately evaluate its tone, there is considerably more evidence of a strong
relationship between stock price changes and information” (p. 4). If the news stories
are identified and contain related information about company’s fundamentals, they
are accepted as relevant. We take this hypothesis and gather related news stories for

the news data set explained in Chapter 2.

There are some studies that compare the cross performances of different dictionaries.

In their paper, Heston and Sinha (2016) compare the return predictability of different

5 In Chapter 3, we discuss GI and other dictionaries in more detail.
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dictionaries and effects of daily / weekly news stories on stock returns. The authors
find that “stocks with positive (negative) news over one day have subsequent
predictably high (low) returns for 1 to 2 days that are largely reversed. But in contrast
to the published literature, aggregating news over one week produces a dramatic

increase in predictability” (p. 4).

Similarly, there are some other studies comparing the performances of both
dictionary-based method and self-learners. Azar (2009) uses machine learning
algorithms to detect sentiments and categorizes news in two classes: positives and
negatives. He uses financial texts and returns as a source of the models. The author
uses both GI dictionary and self-learners for labelling the news stories. He shows that

SVM model has comparable performance, even to human raters.

The other example for cross comparison of these two methods is shown in Huang,
Zang and Zheng (2013). They classify the opinions in analyst reports for S&P 500
firms during the 1995-2008 period. The authors find that Naive Bayes learners have
higher accuracy than dictionary-based approaches and negative sentences in reports
have higher importance in terms of informative about companies’ earnings growth

rate performance.

As for literature on sentiment analysis of Turkish texts, the number of studies is
limited. Since these sentiment dictionaries are mostly in English, there is limited work
on dictionary-based method is Turkish literature. Most of the studies based on
prelabelled set and self-learner methods. Whereas, Dehkharghani, Saygin, Yanikoglu
and Oflazer (2016) propose the first Turkish polarity resource, SentiTurkNet. They
present three polarity scores for each level (positive, negative and neutral) to each
synsets in the Turkish WordNet (contains almost 15,000 synsets). This is an important
source so that it can be used as dictionary-based approach for sentiment analysis in

Turkish texts.



Due to its rich morphology, natural language processing is challenging in Turkish
language. Stemming (taking the roots of a word) is the main handicap. Kaya, Fidan
and Toroslu (2012) compare the performance of well-known supervised machine
learning algorithms (Naive Bayes (NB), Maximum Entropy (ME), Support Vector
Machine (SVM) and the character-based N-Gram Language Model) for sentiment
analysis of Turkish political columns. They use the stemming tool, Zemberek®. Their
models reach accuracies of 65% to 77%. In his thesis, Erogul (2009) applies SVM to
prelabelled data sets from movie reviews. He uses stemming tool for examining the
effects of this. He finds that using root of words causes 1% decrease in performance
of classifiers in terms of F-measure. Boynukalin (2012) presents emotion analysis of
Turkish text. She generates a new data set from two different sources (translation of
ISEAR dataset and Turkish fairy tales). She proposes different approaches and

compares the accuracy results. Her models reach accuracies of 76% to 81%.

There are many sources of information related to the firms. Social media texts such
as tweets are the other source for sentiment analysis. Limited number of characters in
this text data give an incentive to focus on detecting sentiment using both dictionary-
based method and self-learners. In their study, Tiirkmenoglu and Tantug (2014)
compare two different sentiment analysis frameworks for Turkish social media
(twitter and movie reviews). They use natural language processing tool to build
lexicons for the comparison. They find that “accuracy of movie dataset is better than
accuracy of twitter dataset in both lexicon based and ML based sentiment analysis

methods.”

On finance side, news from Public Disclosure Platform (KAP) is an important source
for firms. Eyuboglu and Bulut (2015) examine the effect of financial news from Public
Disclosure Platform on the BIST-30 companies’ stock prices. Instead of sentiment
analysis of news, they use the category titles as benchmarks for their analysis. One of

the latest work on sentiment analysis is the paper of Eliacik and Erdogan (2018). In

6 Zemberek is the stemming tool for Turkish language. All the code and APIs can be acquired from
https://github.com/ahmetaa/zemberek-nlp. Accessed May 9, 2018.
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the said paper the authors take into account the social network information with
PageRank based algorithm that detects influential users on that topic (considering
users and influencers) and calculate the community’s (Bloomberg HT anchor and
CNBCE anchor and their community) sentiment polarity. They also made a
correlation analysis between the polarity results and the BIST-100 performance.

As for accuracy scores, there is a wide range of acceptance level. The main threshold
for the accuracy score is the surpass of the occurrence rate of any class in a given set.
For simplicity, if the negative news consists 55% percent of the all data set, then any
score above 55% could be accepted. Each method gives different scores. Catal and
Nangir (2017) provide a more recent survey about sentiment classification based on
multiple classifiers. Their “majority voting” classification method gives better
accuracy scores than individual classifiers on three different domains (book, movie,
shopping). Also, their Table 3 provides a bibliography of most sentiment-related
papers in Turkish language published prior to 2017.

In economics, sentiment analysis is used for different areas as well. In their working
paper, Shapiro, Sudhof and Wilson (2018) propose macroeconomic perspective for
news sentiment. They develop an index from news sentiment “to measure the
economic sentiment embodied in the news media” (p. 2). The authors find that “the
news sentiment indexes correlate strongly with contemporaneous key business cycle
indicators and aid in forecasting economic variables, particularly for inflation and the
federal funds rate. Innovations to news sentiment, orthogonal to business cycle
fundamentals, or what can be referred to as “news sentiment shocks,” affect future
economic activity” (p. 4). This thesis takes the working hypothesis of Généreux et al.
(2008) and implements this into Turkish Stock Exchange Market and financial news
in Turkish. In this work, we prefer self-learner method for our sentiment analysis. The
outcome of the learners is also questioned, whether it provides incentives to make a

profit in the market or not.



1.3. MAIN CONTRIBUTION

As a result of our novel approach, we achieved to get valuable information from
unlabeled data. We made a dictionary with effective words for financial news. Each
word has also labels as negative or positive. One valuable thing is that the entire
process is managed automatically. Thus, the automatic labelling approach that we

built in this work gives some incentives about generating a large corpus easily.

The other important thing added to this process is the collection of market sense as a
determiner of the polarity. As a result of this, it has been gathered more reliable

judgement.

We have found that our classifiers can learn to detect sentiment in the news stories
with moderate success. As we compared several learners, we got better results from
Naive Bayes classifiers about 70% of accuracy and 80% score for F-Score. We have

room for optimism that more sophisticated feature set might improve this score.

As for market concerns, we have found that both negative and positive news has an
effect on its related stock prices. We showed that news dummies are statistically
significant in market models. It is very likely, though, that labelling news stories
would be an important input as far as it is implemented in a very short period of time
after the stories published. For this reason, we question whether there is trade
incentive or not within this context. We showed that it is hard to gain profit from this

information unless there is insider information.
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CHAPTER 2

DATA COLLECTION AND DESCRIPTIONS

In this chapter, we briefly introduce the data sets used for both sentiment analysis and
calculation for abnormal returns in this work. These are the corpus of financial news;
daily stock performance of publicly traded firms /market performance of BIST and
two-year government bond as a proxy for risk free rate of Turkey. Section 2.1
highlights the financial news data and Section 2.2 covers the descriptions of price data

used in analysis.

2.1. NEWS DATA

Our news data source’ consists of over 100 different sources including newspapers,
monthly magazines, internet news, bulletins and public disclosure platform news. We
gathered about 75000 news stories about publicly traded companies from BIST for
the years 1996-2018. This corpus set also includes some important elements: date of

publication, name of the company, headline and summary of the body.

From this point, we make some assumptions about news items and take some steps
towards initial data set. The first one is about ad-containing news. In general, articles
in the magazines have some ad-containing news stories. Using this data may always
result in getting positive sentiment. Also, because of the fact that the news in the
monthly magazines is written before the date of publication, it may not correspond to
the change in the price of the stock on the publishing day. For this reason, articles

from monthly and weekly magazines are disregarded.

7 Financial Information News Network (FINNET)
11



Since our aim is to analyze the effect of news stories to the stock return, which are
observed at daily basis, we merge the news stories released on a day into one body.
Another thing that we take step is that if the news story published on weekend or
holidays, the reference date is being changed to the next working day. The same
approach has been taken for the news stories published after the closing time of the
market. So, we use the reference day for the news stories instead of publishing date
for those news items. For instance, the following news items are the sample news for

the company Bimeks for different dates.

“Diinya devine Tiirkiye’de biiyiik sok! Bimeks’ten yapilan agiklamada ise eyliilde satin
aldiklart Elektro World’iin toplamda 18 franchise magazasi bulundugu belirtilerek
bunlardan 9’unun tabelalarini degistirerek Bimeks’e gectigi vurgulandi.” (Published on
12 February 2014)

“Bir siiredir mali agidan zor gilinler yasayan ve birgok magazasini kapatmak zorunda
kalan Bimeks, kurtulus i¢in alacaklilarina iki alternatifli bir plan sundu. Buna gore ya
bor¢lu firmalar alacaklar: dlgiisiinde sirkete ortak olacak ya da alacaklarii bir sirkete
devredip o sirket vasitasiyla hissedar olacaklar.” (Published on 5 February 2018.)

The news data has no label for the items. The important step is to categorize each
news item. To label each news as positive or negative, one can read each of them and
mark its sentiment. This could be achievable but it is both time consuming and
inevitably subjective. Furthermore, the assessment of sentiment within given text may
arise significant disagreement (Wiebe et al. (2001)). Due to these reasons, only the
news for publicly traded companies is selected among the initial data set, and in order
to be objective, efficient and effective in labelling the news, the rates of return are

used as an indicator for the polarity.

After that, we get the data set of 38808 news item. Table 1 provides an overview of
this data set. There are 38808 news stories from 347 different publicly traded
companies. Maximum number of story for a company is 1687 whereas there are some
companies who have just one story. Average number of stories per company is about

110.
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Table 1- Descriptive statistics of news data for firms

Mean 110
Median 36
Mode 1
Range 1686
Minimum 1
Maximum 1687
Sum 38088
Count 347

Figure 2 shows the companies with the most news item in our data set. There are 5
firms that have over 1000 news stories. These are Turkish Airlines (THYAO) with
1687 news item; Turkcell (TCELL) with 1428 news item, Is Bank (ISBTR) with 1141
news item, Garanti Bank (GARAN) with 1087 news item and Koc Holding (KCHOL)

with 1037 news item.
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Figure 2- Number of news stories

The last limitation for the news stories is about the length of the news items. For this

reason, we take only the news items which has the summary body more than 18 words.
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We set this restriction in order to get more detail news about the firm and to construct

more informative feature set in our machine learning algorithm.

After all restrictions, we end up a data set consists of 29302 news items. On average,
the news items have 110 words. The maximum word counts that a news item has is
223. Table 2 provides an overview of this data set. The final news data set contains

about 946 thousand of words for our analysis.

Table 2- Descriptive statistics of news data for the corpus set

Mean 32
Median 28
Mode 24
Minimum 18
Maximum 223
Sum 946471
Count 29302

2.2. ECONOMIC DATA

The other source that we use in this work is the performance data of stocks. For this
purpose, we bought the daily stock price data from Borsa Istanbul Data Store. The
data consists of opening and closing prices of all the stocks in BIST for the fiscal years
between 1996 and 2018 (up to February). For the daily performance of BIST 100 data,

we get historical data from investing.com Inc.

As described in previous section, the news data has no label. In order to be labelled
initially, we match each story with its own stock. For each event date (reference day
for news stories), we take the difference between the closing price of the related stock
on the reference day (t) and the closing price of the preceding day (t-1) divided by the
closing price of the stock (t-1). For example, if the news published on April 20, we

14



take the difference of the closing prices on April 20 and April 19; divided by the
closing price on April 19. This is the return for the stock on day (t).

For the period January 1996-November 2015, trades are executed in two trading
sessions. So, the price data consists of two different sessions for each day. Session 1
runs in the morning and Session 2 runs in the afternoon. The biggest effect in absolute
value is taken as an indicator of the news story on that day. The same procedure is
applied to preceding day (t-1) as well. We add the return for day (t-1) as another
benchmark for our labelling approach. In other words, we take the biggest result for
the sessions on day (t) and compare to the outcome of day (t-1). Then, we reach the

final decision about the sign (categorization) of the news item.

For the period November 2015%-February 2018, instead of sessions, we cover the
intraday price changes for the related stocks (closing price - opening price of the stock
on day t ). We take into account of both the difference in closing prices of the stock
and intraday performance of the stock. The biggest effect in absolute value was taken
as an indicator of the news story. In short, we compared the absolute values of the rate
of returns on day (t) and (t-1) and make a final decision about the polarity for the news
story. For instance, the following item about the company, Is Bank Inc, appeared on

24 March 2015:

ADNAN BALI’DEN SERT SOZLER! s Bankas1 Genel Miidiirii, banka hakkinda son
donemde ¢ikan iddialara cevap verdi. “Kimse lizerimizden cephe genisletmeye
calismasin.” Is Bankas1 Genel Miidiirii Adnan Bali, “Kimse kendi hedefi iizerinden ya
da kendi hedefi ugruna gayri seffaf medyalarda Is Bankas: iizerinden, Is Bankas1 gibi
bu tilkenin géz bebegi kurumlar1 yipratmayi denemesin.” dedi.

At the closing on 24 March 2015, the price of the stock reached 1340 TRY, whereas
at the closing on 23 March 2015 the price was 1330.5. Therefore, there is a positive
price change of 0.7%’ for the day 24 March 2015. On the other hand, for the preceding

8 This is the date of Borsa Istanbul Management made revision in BIST.

? (1340-1330.5) / 1330.5 =0.007
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day (23 March 2015), there is a significant price decrease compared to the closing
price of day 20 March 2015. Returns on 23 March yields negative 10%!° return. So,
the news item is classified as being negative. The same reasoning applied to all news

items while creating the training data set.

In this work, 2-year government bond of Turkey is taken as the risk-free rate for the
market models created in Chapter 4. The daily historical data for risk-free rate is taken

for the time period of 8/1/2006-2/28/2018.

Our analysis mainly consists of two parts. In Chapter 3, we initially discuss the
methodology and then we build machine learning algorithms that distinguish negative
and positive news among news stories. We use these algorithms to test the accuracy
for the testing data set and build a new variable (news item dummy variable). Then,
in Chapter 4, we build market models and show the effect of both positive and
negative sentiments over stock prices. Additionally, we use the algorithm to earn

profit from trade in different scenarios.

10(1330.5-1478.5) / 1478.5 = - 0.100
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CHAPTER 3

TEXTUAL PROCESSING METHODOLOGY

Machine Learning is the application of computation and set of algorithms which helps
to solve complex problems like voice recognition, disease detection, face and iris
recognition.!! Machine learning is also widely used in natural language processing in
a broad context. While it could be as easy as counting word frequencies at one
extreme, on the other extreme, it could be as complex as human understanding and
expressions. More specifically, Natural Language Processing (NLP), the computer

manipulation of any language, is the field of machine learning focuses on this issue.

In this chapter, we initially cover some problems regarding the data and how to
overcome the problems in machine learning. Next, we discuss the labelling and
feature selection methodology. In Section 3.5, initially, we describe how the news
data is labelled automatically based on the assumptions held in previous chapter. Then
we train and test our model and show how the scores vary with different models.
Section 3.6 covers the results of the textual processing of the financial news data and

provides a summary of the chapter.

In this work, we use Python Programming Language (Raschka (2014)); Scikit-Learn
library (Pedregosa et al. (2012)) and NLTK library (Bird et al. (2009)) and related

modules for the computation and for the selection of all the models.

!! Interested readers can be referred to Keynote: Google I/O, 2018.
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3.1. SOME PROBLEMS IN MACHINE LEARNING

“With four parameters I can fit an elephant
and with five I can make him wiggle his trunk.”

John von Neumann

Although machine learning algorithms are strong in mathematical computation on
different topics, one can get wrong results with these methods as well. The issues may
arise from within data itself. There are some common undesirable possibilities in

machine learning. These are underfitting and overfitting.

Underfitting occurs when a model doesn’t include enough knowledge to precisely
model real-life situations. Underfitting takes place if the model or algorithm reveals
low variance with high bias. In general, underfitting is a problem about the sample
size. When the sample size is too small or the model has low number of feature set, it
is hard to come up with true results. So, the simplest solution for this problem is to
increase the sample size. On the other hand, too specific models have other problem:
overfitting. According to the Oxford Living dictionary overfitting is “the production
of an analysis which corresponds too closely or exactly to a particular set of data and

may therefore fail to fit additional data or predict future observations reliably.”

In particular, if the model has more feature sets/ parameters, it represents exactly the
data. For this reason, the model gives wrong results when it encounters with a new
data. Likewise, overfitting takes place if the model or algorithm reveals high variance
with low bias. The figures below show the overfitting and underfitting problem. In
figure 3 (a) shows perfect separation of the training data by both low order linear line
and high order non-linear curve. It is clear that both model has achieved to classify
the item. Both model has the same training score and clearly separates the circles from

squares.
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Figure 3- The overfitted algorithm with linearly separable observations'?

On the other hand, the non-linear model sharply separates the items and overfits the
training set and will probably performs worse on new/unseen examples. In Figure 3
(b), the filled circles and squares are the new/unseen examples in the new data. So,
we can say that all the filled items are wrongly classified by the non-linear (overfitted)
model. On the other hand, low order linear line performs better on this new (test) data.
From this point of view, Burnham and Anderson (2002) state the following about

underfitting and overfitting problem in modelling.

... an underfitted model would ignore some important replicable (i.e., conceptually
replicable in most other samples) structure in the data and thus fail to identify effects
that were actually supported by the data. In this case, bias in the parameter
estimators is often substantial, and the sampling variance is underestimated, both
factors resulting in poor confidence interval coverage. Underfitted models tend to
miss important treatment effects in experimental settings. Overfitted models, as
judged against a best approximating model, are often free of bias in the parameter
estimators, but have estimated (and actual) sampling variances that are needlessly
large (the precision of the estimators is poor, relative to what could have been
accomplished with a more parsimonious model) (p. 32).

12 Adapted from Kecman (2005). (p. 8)
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Figure 4- Test and Training Error as a function of model complexity'

Figure 4 shows the prediction error and model complexity relationship. The blue line
shows the training score (error) and the red line shows the testing error. The training
error has a tendency to decrease as the model complexity increases. The reason for
this is that all the details (features) of training data can be captured by high number of
estimators in complex models. Excessive fitting, on the other hand, reflects too closely
to the training data set and will not result in acceptable outcomes (i.e., have large test
error) when it encounters a new data set. The results will get high variance compared
to the underfitted model. In contrast, if the model complexity is low, it will underfit
and may have low variance-high bias, again resulting in poor outcomes. In low
complex models, both training and testing error is high. As the model complexity
(features) increases, testing error decreases at one point and reaches its minimum value

with an intermediate level of complexity.

13 Adapted from Hastie et al. (2009) (p. 220).
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Figure 5- Bias and variance illustration'

Bias refers to prediction error of a model, while variance is the amount that the output
of the model will change as the training data altered. The graphical illustration of bias
and variance is shown in Figure 5. It is assumed that red areas are the true values of
the population and blue points are the estimates of the model. As shown, the model
bias increases as the estimation of the model gives higher prediction errors. Given
model complexity, high variance occurs under the assumption that increases as the

training data set changes.

The model bias can only be reduced by including richer features to the model and
enhancing the variables in the model. Hastie et al. (2009). So, a moderate complex
model with a rich feature set gives better accuracy results. The other solution for these

underfitting and overfitting problems is randomly splitting dataset into training and

14 Retrieved from http:/scott.fortmann-roe.com/docs/BiasVariance.html (Accessed July 1, 2018)
Fortmann-Roe, Scott. "Understanding the Bias-Variance Tradeoff".
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test set and taking the cross-validation scores. For this purpose, we can create K
training and test sets (“fold”). For each k in K, we apply k-1 folds to train data and the
remaining subset (the last fold) as test data. After running all classifiers, we can
measure the performance of the test set for each round. Then, we can choose the best
learner based on this cross-validated performance. In the below figure, yellow parts
are the validation (test) set and blue ones are the training sets. After each round, we

can take average score for the performance of classifiers.

[] \Vvalidation Set
- Training Set

Round 1 Round 2 Round 3 Round 10
validation - g3, 90% 91% 95%

Accuracy:

Final Accuracy = Average(Round 1, Round 2, ...)

Figure 6- Visual Representation of Cross Validation K-Fold's

3.2. LABELLING THE NEWS DATA

The text data should be labelled in order to be used as an input in the supervised
machine learning analysis. As mentioned before, one can read the columns and gives
his opinion about the article whether it is positive or negative. There are some

platforms like Amazon’s MTurk, Figure-Eight and Upwork!® for especially hiring

15 Nelson J. (2018). Retrieved from https:/medium.com/@josephofiowa , Accessed June 9, 2018.

16 We used Upwork platform for cross-checking the human performance versus the machine learning
classifiers we built with the data set used in Chapter 4.4.
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people for labelling the data. This could be costly, inefficient and the results depends
on freelancer’s subjective opinion as well. Therefore, we prefer an efficient and
objective technique for labelling the data.

In the following subsections, we discuss the most common content analysis methods
in textual processing literature. These are the dictionary-based approach and
automated labelling (learning from the data itself) method. To bridge qualitative and

quantitative analysis, fully automatic approaches are widely used.

3.2.1. The Dictionary Based Approach

In the literature, some common list of words/ dictionaries, have been used to classify
textual documents as positive or negative. Words in these dictionaries are pre-
classified. After calculating the overall score for each class scaled by the total number
of words in the corpus, a text corpus matched with these predefined classes is assumed
as the label (e.g. positive, negative, neutral, uncertain) of the document. In short, these
dictionaries provide a comparative measurement for each sentiment. After counting
all the words associated with the predefined feature set (list of words), the label is
assigned to the document. For instance, after calculating the overall score of words in
a given text document, the lower percentage of negative words is assumed as a more
optimistic sentiment, so the label could be positive; whereas the higher proportion of

negative words shows pessimistic tone so, the label could be negative.

In the dictionary-based approach, the most important step is the selection of the right
dictionary for the textual analysis since each dictionary has an orientation for specific
purposes and refined by different domains. For example, the dictionary based on
movie reviews underperforms in finance literature (Azar (2009)). Similarly,
dictionaries for sociology and psychology literature may give wrong results in
economics in terms of sentiment. “Tax”, “cost”, “capital”, “board”, “liability” or
“foreign” for example, are negative words in one dictionary but not at all in finance
literature. Similarly, “litigation”, “restated”, “misstatement” or “unanticipated” are
classified negative words in finance but not negative in psychology dictionaries. Thus,
23



deciding on right dictionary plays an important role in textual analysis. According to
Loughran and McDonald (2015), some common dictionaries are inappropriate for

determining the tone of the disclosures:

We argue that Diction is inappropriate for gauging the tone of financial disclosures.
About 83% of the Diction optimistic words and 70% of the Diction pessimistic
words appearing in a large 10-K sample are likely misclassified. Frequently
occurring Diction optimistic words like respect, security, power, and authority will
not be considered positive by readers of business documents. Similarly, over 45%
of the Diction pessimistic 10-K word-counts are not and no. (p. 20)

Some well-known dictionaries especially used in textual processing in accounting and

finance literature are listed below.

1. The Henry (2008) Word List

In literature, the initial work for creating finance word list belongs to Henry (2008).
She scanned earning press disclosures and created her dictionary based on these
corpora. Although the list consists of low number of words (has just 85 negative words
in the list) compared to the other sources, it gives better result in determining the tone
of earning conference calls. Price et al. (2012) and Davis et al. (2015) assessed the

Henry (2008) word list in their papers and showed the performance of the list.

2. General Inquirer Dictionary

General Inquirer Dictionary, often called Harvard GI Dictionary, dated back to Smith
et al. (1967), The General Inquirer: A Computer Approach to Content Analysis paper.
The latest version of the dictionary consists of 1045 positive words and 1160 negative
words with 182 tag categories from four sources. These are:

(1) “Harvard IV-4” dictionary,

(2) “Lasswell” dictionary,

(3) “Several categories” constructed based on the social cognition work of Semin and

Fiedler,

24



(4) “marker" categories for disambiguation!'’.

Most of the works in literature use this dictionary because of the fact that complete
list of the dictionary is free and readily available for use.'® Tetlock (2007), Tetlock et
al. (2008) and Kothari et al. (2009) for example, use the Harvard IV-4 as a tool for

determining the polarity.

3. Diction

Diction is a text-analysis program which was originally created by Roderick P. Hart.
The latest version consists of 10,000-word corpus, 686 positive and 920 negative
words with 35 different tag categories and has user created dictionaries. Similar to the
Harvard 1V-4, diction is also widely used in finance world. On the other hand, the
source of data is not freely distributed but can be purchased.!” Rogers et al. (2011)
and Davis et al. (2012) use Diction for determining the tone of verbal messages in

their papers.

4. Loughran-McDonald Word List

The other well-known word list is the Loughran and McDonald (2011). They created
six different word lists which are based on business background. These lists consist
of 354 optimistic and 2,329 pessimistic words with eight different tags: “Negative”,

“Positive”, “Uncertainty”, “Litigious”, “Constraining”, “Superfluous”, “Interesting”
) y

and “Modal”. Tetlock (2007), Garcia (2013) and Liu and McConnel (2013) use

17 Disambiguation part consist of words like race which has several meanings such as a contest;
moving rapidly; group of people of common descent and as an idiom “rat race”.

18 See the webpage http:/www.wih.harvard.edu/~inquirer/homecat.htm, for further information about
the descriptions of Inquirer Categories and Use of Inquirer Dictionaries.

19 See the webpage for more details. http://www.dictionsoftware.com/ , Accessed June 1, 2018.
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Loughran and McDonald (L&M) dictionaries to uncover the tone of the text

documents. L&M word lists are freely available for use.?’

5. Regressive Imaginary Dictionary

According to the Kovach Technical Services Company, “the latest version of the
English Regressive Imagery Dictionary (RID) is composed of about 3200 words and
roots assigned to 29 categories of primary process cognition, 7 categories of secondary
process cognition, and 7 categories of emotions.” These categories were derived from
the work of Martindale (1975) and Martindale (1990). The data set can be purchased
through the website?!.

6. WordNet

WordNet Miller (1995)?2, is a web-based dictionary developed by Princeton
University. WordNet is available to researchers and commercial users free of charge.
Thus, there are some other sources that use these lists to establish sentiment-based
dictionaries such as SentiWordNet??, “an automatically generated lexical resource that
assigns to each synsets of WordNet a triplet of positivity, negativity and objectivity

scores” (p. 1).

7. SentiTurk, Zemberek, Metu-Sabanc1 Treebank
Most of the sentiment dictionaries and word lists based on Indo-European languages.
Due to its rich morphology, natural language processing is challenging in Turkish

language. That’s why the number of dictionaries is limited.

20 https://sraf.nd.edu/textual-analysis/resources/, Accessed June 1, 2018.

21 http://www.kovcomp.co.uk/wordstat/RID.html, Accessed June 1, 2018.

22 The database can be gathered from https://wordnet.princeton.edu. Accessed July 11, 2018.

23 The resource is described in details in this webpage: http:/sentiwordnet.isti.cnr.it. Accessed July
11,2018.
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Sentiturk, polarity lexicon data for Turkish language, created by Dehkharghani et al.
(2016) through direct translation (mapping) from SentiWordNet. Sentiturk has three

categories of emotions: positivity, negativity, and objectivity (neutrality) levels.

Metu-Sabanci Treebank, created by Oflazer et al. (2002), is another database for NLP.
It has over 2 million words from various books, newspapers and magazines. Similar
to the Metu-Sabanci Treebank, Zemberek, created by Akin and Akin (2007), is open
source database for Turkish NLP. Both platforms provide valuable outputs for the

users.

3.2.2. Creating Automated Word List

Dictionary based judgement is reliable since there is no human decision making. As
for Turkish language, there is limited source for economics and finance literature.
Thus, in our study we introduce a novel method of automatically labelling for the
textual analysis. Since performance of a stock is an indicator for future news (Akbas
et al. (2013)) and “the market reaction to a news is a good indicator for labelling
financial news, and that a machine learning algorithm can be trained on those news to
build models detecting price movement effectively” (Généreux et al. (2008)), we can
measure the polarity of the news issued in the media based on the performance of the

individual stock returns, instead of counting words.

As discussed in Chapter 2.2, we have discussed how we label “the news data” based
on individual performance of the stocks. We also argue the techniques and features in

sections 3.4. Feature Selection and 3.5. Training and Testing.

3.3. CLASSIFICATION METHODS

In machine learning, classifiers are the algorithms or mathematical functions that
divide the input data into groups, classes or categories. In this thesis, we use three
main classifiers for determining the sentiment of the news. These machine learning
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algorithms are: Naive Bayes Classification, Decision Tree Classification and Support
Vector Machine Classification. In this section, we introduce these machine learning
techniques by following the calculations and formulations as presented in Pedrosa et

al. (2011).

3.3.1. Naive Bayes

Naive Bayes is one of the foremost efficient and effective algorithms in supervised
machine learning. Basically, Naive Bayes (NB) classifier assumes that each feature
(i.e. each word of the news item) is generated independently of its position. In his

paper Zhang (2004) showed that:

...the dependence distribution; i.e., how the local dependence of a node distributes in
each class, evenly or unevenly, and how the local dependencies of all nodes work
together, consistently (supporting a certain classification) or inconsistently
(cancelling each other out), plays a crucial role. Therefore, no matter how strong the
dependences among attributes are, naive Bayes can still be optimal if the dependences
distribute evenly in classes, or if the dependences cancel each other out. (p.1)

Naive Bayes assumes that any attribute is independent from its position and there is
no dependencies among attributes. We can explain the naive assumption of NB
classification using the following example. Let’s assume that we have five attributes
and E is a tuple of attribute values (x1, X2, X3, X4, X5) Where x; is the value of attribute
Xi. The attribute vector consists of binary values (0, 1) depends on the availability of
attributes. For example, if attributes are E= (“increase”, “decrease”, “tax”, “price”,
“ratios”) and the news story is “Tax increase affected the price of cars.” Then, the text
represents as the vector (1,0,1,1,0). If the story is “Central Bank of Turkey has an
option to decrease the required reserve ratios”, then the story is represented as the
vector (0,1,0,0,1). NB classification holds the assumption that the attribute “increase”,

RN 1Y 9 ¢

i.e, is independent from those others ( “decrease”, “tax”, “price”, “ratios”).
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(Label)

Figure 7- Naive Bayes Classifier

As shown in Figure 6, Y is a classification variable (i.e. it is 1 for positives and 0 for
negatives) and y is the value of Y. Each of the attributes (Xj) is independent. The
conditional probability distribution of the model is represented by this notation:
P(Xi=x1, ... X5=x5]Y=0)

P(Xi=xi, ... X5=x5|]Y=1)

The mathematical expression of NB is as follows.

Given a class variable y and an attribute vector of a document (x3, xz, X3,, , Xn),

P(y) POty ony Xl y)
P(Y 2, ey ) = = =S

The predicted class (¥ ) is estimated by the highest probability of occurring the given
attribute vector. However, even in this 5-attribute simple feature set, there could be
32 possible feature vectors and 2 the binary classifications variable. This means that
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we have to learn these 64 parameters?* with the training data. On the other hand, we
have to increase the number of features to get better results from the model. It is clear
that an increase in the number of features set makes it harder to learn with a limited
number of observations. So, with its “independence” assumption of features, NB
simplifies the problem. That is, the probability of each feature occurring in a document

is independent of the occurrence of other features in a document.

PX;=x;|Y =)

We can explain this with our initial example. Let’s assume that we have 5 binary
features and a binary class variable Y. A binary feature has 2 possible instances (0 or
1) and corresponds 2 possible parameters for the class Y (0 or 1). Thus, instead of 64
parameters, this assumption relies on 4 . 5 = 20 parameters. This assumption is very
useful when we have more features. If we have 100 features in the feature set, then
we have to cover 400 instances in our training data. On the other hand, it is impossible

to come up with these numbers of examples.

Given the “naive” independence assumption, then:

Pl y, X4y o) Xima s Xi1s oo, Xn) = P(x4]y)

For all i the algorithm simplified as:

P i=1 P(x;
P(ylxq, s ) = (y;(zl’—m”(;;ﬂ

Since P(x3, Xz, X3,,, X») 1S constant given the input, then we drive the NB classifier as

follows:

PO ex) % POY [ | PGl y) =

24 The number of possible instances is calculated by 2°= 64.
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n
9 =argmaxP(y) | | PGly)
y i=

3.3.2. Gaussian Naive Bayes

NB Classifiers differ mainly by the “naive” independence assumption: the distribution

of P(x;| y ). Gaussian NB algorithm proposes the likelihood of the features as:

exp (_ (xi - :uy)z)

2
Zay

P(x;ly) =

1
J2moy
where 0y, and ,, are the parameters estimated by maximum likelihood.

3.3.3. Multinomial Naive Bayes

In Multinomial NB Classifiers, the distribution is represented by;

0y = (6y1,---,Oym)

for each class of y, where n is the total number of features (words). 6,,; represents the
naive assumption for this particular NB classifier so that the probability P(x;|y) of
feature i appearing in a sample document belonging to class y. 8, is estimated by this

smoothing function:
A Nyi +a
Y Ny, +an

where « is the smoothing parameter;

Nyi = Z X
X€T

is the occurrence number of feature 7 in the sample of class y in the training set (T);
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is the total count of all the features for class y in the training set.

3.3.4. Bernoulli Naive Bayes

As for Bernoulli NB, the distribution function becomes:

P(x;ly) = P@|y)x;+ (A —=PG|y)(A—xp)

The main difference between Multinomial NB and Bernoulli NB is that in Bernoulli
NB there is a penalty term where non-occurrence of a feature i and it focuses on
occurrences of a feature, not the counting. For this reason, Bernoulli NB might give
better results on short text documents. We discuss the estimation results of these NB

classifiers for the news data in Section 3.5.

3.3.5. Decision Trees

Decision Trees (DTs) are also common classifiers in machine learning methods. The
aim of DTs is to establish a model that predicts the target value by if-then-else decision
patterns. In simple, DT is a flowchart where shows labels for feature series. DT starts
with root node and continues with decision nodes and leaf nodes. In this sequence,
there could be a decision stump as well. Decision stump is the node that shows the
label based on single feature. It decides whether the feature is in the text or not. Main
advantage of DTs is it is easy to visualize the decision pattern. On the other hand, it

is not time efficient if the feature set has high number of items.
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The real example taken from the data in this study is shown in Figure 8. This DT
classifier starts with the root node Xs which is the 6! element of the feature set.?’ It is
the word of “gérmek” which means “to see” in English. If a text document has the
word, then it goes to the left node, else continues with the right node. The feature
X[77] represents the word “giant” in English. If the text document doesn’t contain the
word “to see” and has the word “giant”, then it is classified as Positive; if not, it goes
the next leaf. The feature in this leaf is “share”. If the text has the word “share” then

it will be categorized as Positive, else Negative.

X5<0.5
gini = 0.499
samples = 1363
value = [647,716]

True False

X,<05
gini = 0.499
samples = 1341
value = [645, 696]

Xy <05 Xgp <05
gini = 0.499 gini = 0.444
samples = 1328 samples =3
value = [633, 695] value = [2, 1]
X305 Xgg 0.5
gini = 0.499 gini=05
samples = 1316 samples =2
value = [622, 694] value=[1,1]

Xg<05
gini = 0.498
samples = 1308
value = [614, 694]

Figure 8- Visual representation of Decision Tree

3.3.6. Support Vector Machine

Support Vector Machine (SVM) is a supervised learning method used for

classification and outlier detection by generating input-output mapping algorithms

25 The first element in the feature set is represented by X[0].
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from a given labelled training set. SVMs use hyperplanes that has the largest distance
to the nearest points of classes (in our example labels, e.g. positives or negatives).
SVM uses the term “kernel” for the separation line. If the separation line is linear,
then it is called SVM with linear kernel. Dedicated readers to this topic can be referred

to Kecman (2005).

The optimal canonical separation hyperplane

\
\\O O O

Class 1,y = +1

X

v

Figure 9- Support Vector Machine Hyperplane?¢

Figure 8 shows the decision boundary for two classes. The hyperplane in this figure
is the black line, which has the largest margin to the nearest points; support vectors.
Circles (x1, x2 ) are support vectors for class 1 (positive sentiments); x3 on the other

hand, is the support vector from class 2 (negative sentiments).

SVM is applicable to more classes as well. As shown in the figure below, SVM is
applied for three different classes. Each decision boundary has shown as different
colors in the Figure. This is an example of how classes are separated by SVMs with

different kernels.

26 Retrieved from Kecman (2005) (p.15)
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SVC with linear kernel LinearSVC (linear kernel)

Sepal width

o

o

Sepal width

Sepal length Sepal length

SVC with RBF kernel SVC with polynomial (degree 3) kernel

Sepal width
Sepal width

Sepal length Sepal length

Figure 10- SVM with different kernels?’
3.4. FEATURE SELECTION

3.4.1. Natural Language Processing?®

Natural Language Processing (NLP) is a computer-based technology deals with
everyday communication by humans and sources such as newspapers, articles, emails,
handwritten documents and so on. NLP has the key importance in scientific, economic
and social research. From spam detection to chat bots, from machine translation to

sentiment analysis, NLP applications are widely used for dealing with human

utterances.

27 Reprinted from Scikit-Learn Tutorial Page., retrieved from http://scikit-
learn.org/stable/modules/svm.html, Accessed May 11, 2018.

28 Natural Language Processing is also called as “Computational Linguistics”.
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There are many NLP tools for text analysis. These are the useful tools help us to do
some work before starting analysis. In order to “tokenize”, “lemmatize”, “spell check”
we need NLP tools. They also provide some other facilities. In this study, I use the
Natural Language Toolkit (NLTK) for Python programming language. Zemberek and

Metu-Sabanci Treebank are the other valuable tools for NLP.

3.4.2. Tokenization

The first step for text processing is making sensible chunks. In an article, for instance,
paragraphs, sentences, words and punctuations are the tokenized outputs. Until the

raw text data converted into the list of words, this process is called tokenizing.

If the news story is:

“EXPECTATIONS: EXPECTS REVENUE GROWTH TO BE AROUND 20
PERCENT IN LIRA. EXPECTS EBITDA MARGIN TO BE AROUND 10
PERCENT FOR 2018. EXPECTS LONG TERM EBITDA MARGIN TO BE
AROUND 11 PERCENT.”

then, the tokenized version of this news story would be:

[[EXPECTATIONS', ', 'EXPECTS', 'REVENUE', 'GROWTH', 'TO'", 'BE',
'AROUND', 20", 'PERCENT, 'IN', 'LIRA', ', 'EXPECTS', 'EBITDA,
'MARGIN', 'TO", 'BE', 'AROUND', '10', 'PERCENT', 'FOR’, '2018', ",
'EXPECTS', 'LONG', 'TERM', 'EBITDA','MARGIN', 'TO', 'BE', 'AROUND!,
'11', 'PERCENT, ']

After tokenization, the next step for text analysis is the normalizing of the text data.
This is the step for text data to lowercase so that the difference between “For” and

“for” is ignored.
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3.4.3. Lemmatization

In text analysis, lemmatizing is the algorithmic process of removing the suffixes. As
a result of this process, the distinction between “women” and “woman” is ignored, for
instance. After lemmatization, “better” turns to “good”, its lemma. Since Turkish

language has complex structure, in this study we do not use this process.

3.4.4. Feature Set

Choosing the right, informative, representative and independent features is an
important step in effective machine learning. For this reason, after the normalization
process, the source text should be tokenized. From this list of tokens, some of the
features should be ignored. These could be the ending words, punctuations or

transition words.

For our analysis, initially, we construct our feature set by all the words that appear at
least 50 times in the corpus. This process results in 2100 different features. We use
this feature set in all of the learning models to vectorize the text. Table 3 provides the

top 50 frequented words appeared in the corpus.
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Table 3- The top S0 frequent words in the corpus

Word Word Frequency Word Word Frequency
milyon million 14292 biiyiik big 2464
yiizde percent 9483 aldi took 2241
bir one 6718 trilyon trillion 2206
icin for 6481 sirket company 2117
milyar billion 6305 grubu group 2096
yeni new 5137 yonetim | governance 2070
ilk first 4849 gecen last 2027
yil year 4719 ciro endorsement 1843
genel general 4475 daha more 1812
bin thousand 4403 satis sales 1757
en most 4149 enerji energy 1702
tiirk turkish 4059 yapi structure 1609
kredi credit 4020 hava air 1571
holding holding 3636 tiretim production 1516
dolar dollar 3548 hedefliyor aims 1499
yatirim investment 3426 etti done 1495
tirkiye turkey 3366 ytl ytl 1463
net net 3094 anadolu anatolia 1458
lira lira 2975 kadar until 1440
midir director 2958 satin buy 1418
olarak as 2905 halka public 1406
tl try 2902 sirketi company 1388
is business 2654 son last 1386
kurulu board 2521 toplam total 1385
dolarlik dollar 2511 aylik monthly 1373
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3.5. TRAINING AND TESTING THE DATA

As described in Chapter 2, initial constraints on the news data source ends up with
29302 news items for the years 1996-2018. Firstly, in this section, we label the data
as positive or negative based on individual performance of the stock. In order to be
objective in labelling, we take the stock performances as a benchmark. Also, we take
some other measures against the stories. That is, a news item of a company is labelled
as positive when the associated stock has at least 9.3% increase and has better
performance than the overall stock market. Likewise, if a stock has worse
performance than the market and its price declines 7.6% or more, then the story is
labelled as negative. These high thresholds are chosen for strengthened the likelihood
that the price changes in the stock would have changed as a result of news stories, not
the consequences of market dynamics or random fluctuation. We use lower threshold
for negative news in order to get close number of stories compared to positive ones.
Additionally, we only consider the stories which have 18 words or higher. Hence,

these limitations result in 47% negative news out of 1,436 news stories.

Then, we create “Training” and “Testing” set from this labelled data. The training set
that we create consists of randomly selected 80% of 1,436 news stories. We train our
learning models by this training data set. Then, for each learning models, we get the
estimation accuracy scores from testing data set and reach conclusion about compared
performances. Furthermore, we split 1436 stories into another two parts with regard
to the publishing dates. This time, we set the “training” data by news stories published
between the years of 1996 and 2015 and the “testing” data consists of stories published
afterwards. This time-based selection of training and testing data set helps to examine
the performance of the learners for the recent news data. Table 4 shows the associated
number of news item for both training and test set under each of the selection

processes.
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Table 4- Training and Testing set

Training Data | Test Data

Random Selection 1148 288

Time Based Selection 1363 73

During the training phase, pairs of feature set and labels are added into different
machine learning algorithms in order to generate prediction models for each learner.
The figure below illustrates this process. In Figure 11-a, the “input” symbolizes the
news items created for the training set. Based on what our feature set, the “feature
extractor” constructs vector representation of features in a single story. Then, both
feature vectors and predefined labels are fed into the machine learning algorithm.
Consequently, this algorithm produces a classifier model. In 11-“(b) Prediction”
schema, the “input” represents the news stories in the testing set. The same feature
extractor turns the text into feature vector. In this phase, since the stories are accepted
as unseen, there is no label for them. Only feature vectors from testing set are then fed

into the classifier model which creates predicted labels for each of the story.

(a) Training

| label } machine

learning
algorithm

input

(b) Prediction

classifier
model

input

Figure 11- Machine Learning Algorithm Train and Test Data?’

2 Reprinted from Bird and Loper (2009) (p. 222).
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In the next section, we focus on the performance of Multinomial Naive Bayes,
Bernoulli Naive Bayes, Decision Tree and Support Vector Machine classifiers. Then,

we discuss how good or bad is these results of each classifier.

3.6. RESULTS AND CHAPTER SUMMARY

The simplest but important method to evaluate the performance of a learner is the
accuracy, which measures the percentage of correctly labelled inputs in the test set.
The other important metrics generally used in classification and sentiment analysis
are Precision, Recall and F-Measure. While “precision” is the fraction of relevant
items among the retrieved items, “recall” is the fraction of relevant items that have
been retrieved over the total amount of relevant items. F-Measure takes into
consideration both of “precision and “recall” by calculating the harmonic mean of
them. In order to calculate these metrics, the number of items are taken into account.
These are True positives, True negatives, False positives (Type I errors), False

negatives (Type II errors).

True Positive (TP) : Correctly labelled as positive
True Negative (TN) : Correctly labelled as negative
False Positive (FP) : Incorrectly labelled as positive
False Negative (FN) : Incorrectly labelled as negative

TP+ TN
Accuracy = o TN ¥ FP + FN
o TP
Precision = W
TP
Recall = TP+—F1V

F Measure = 2 * (Precision * Recall) /(Precision + Recall)
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system output: v X
retrieved documents \.\* o e
positive positive

relevant, retrieved | irrelevant, retrieved

information need: =" ,.x.,, Y
relevant documents negative e
negative
\_relevant, not retrieved )
\_ irrelevant, not retrieved )

Document Collection

Figure 12- Precision, Recall and Confusion Matrix®®

The figure above illustrates the confusion matrix. The horizontal white rectangle
represents the precision area and the vertical white one is for recall area in this
confusion matrix. The diagonal entries indicate accuracy. These are the labels

correctly predicted by the models.

As we discussed in Section 3.5, we split the data into 2 different sets. The first one is
based on random selection (80% of the data for training and 20% for testing); the
second one is time-based selection. We initially select the “random selection” training
data set to train and test the models. Then, we continue with “time-based selection”
training data set to run the same performance tests. The scores are calculated by using
cross validation method. In Figures 13-16, learning curves of Multinomial Naive
Bayes, Bernoulli Naive Bayes, Decision Tree and Support Vector Machine classifiers
are shown. In these figures, the red line is the training score line and the green line

represents the cross-validation score line.

Figure 13, under page, provides that as the sample size increases the learning curve

decreases about 10%. This is basically because of the fact that with low number of

30 Amended from Bird and Loper (2009) (p. 240).
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samples the model overfits to the data, as the sample size increases it becomes harder
for the model to fit the data - so results in a lower training score, but the model works
better with new training examples. The same pattern of learning curves is seen, in

Figure 14, for Bernoulli Naive Bayes classifier.

On the other hand, Figure 15 and Figure 16 reflects another form for training curves.
That is, since the training score line in these learners fits the data well, there is no or
little change on the accuracy rate as the sample size increases. As for cross-validation
scores, both Decision Tree classifier and Support Vector Machine classifier obtain

similar results to Naive Bayes classifiers.

As can be seen from the graphs in Figure 13-16, all the models have similar accuracy
scores. How good or bad these results are an important question at this point. As the
population of the labelled news data has 53% of positive in the training data, an
algorithm that always estimates “positive” results in 53% accuracy rate. So, any
classifier performs greater accuracy than this critical point, is accepted as a good

classifier. It is clear that all the models outperform this threshold.

Learning Curves (Multinomial NB)

10
N ’\’\‘\\‘
0.8 1
v
S 0.7 1
A
0.6 -
o~ L 4 L o
051 =& Training score
—&— (ross-validation score
0.4 T

200 400 600 800 1000
Training examples

Figure 13- Learning curves of Multinomial Naive Bayes Classifier
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Learning Curves (Bernoulli NB)
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Figure 14- Learning curves of Bernoulli Naive Bayes Classifier

Learning Curves (Decision Tree)
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Figure 15- Learning curves of Decision Tree Classifier
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Learning Curves (SVM, Linear kernel, y=0.01)
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Figure 16- Learning curves of Support Vector Machine Classifier

Figure 17-20 show the learning curves of learners based on “time-based” training data
set. It is clear that the learning curves of both selection method follow similar pattern.
As the number of training data in time-based selection is higher than those in random

selection one, the accuracy rate has increased slightly.

Learning Curves (Multinomial NB)
10 4
—&— Training score
—&— Cross-validation score
0.9
0.8 1
v
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7
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200 400 600 800 1000 1200
Training examples

Figure 17- Learning curves of Multinomial NB Classifier (Time Based)
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Learning Curves (Bernoulli NB)
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Figure 18- Learning curves of Bernoulli NB Classifier (Time Based)

Learning Curves (Decision Tree)
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Figure 19- Learning curves of Decision Tree Classifier (Time-Based)
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Learning Curves (SVM, Linear kernel, y =0.001)
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Figure 20- Learning curves of Support Vector Machine Classifier (Time Based)

It is clear that, in Figure 13-20, cross validation score fluctuates as new data comes
in. This is because the models (over)fits the data but they do not generalize well. Even
though we have high training accuracy, the model might not work well with new data.
Our models seem to have high variance due to the complex structure (high number of
features) for the small amount of data. The gap between the two curves shows this
issue, too. The solution is simple. Either getting more data or using a simpler model.
For this reason, first I increase the training set of random selection method from 80%
to 90% with decreasing the number of features®!' from 2100 to 100. A new feature set
is chosen by the highest information gain by the Naive Bayes learner. Consequently,

the new feature set has the most 100 informative words.

Table 5 shows the most informative features in our initial training data set. The feature
“slirtiyor” (“to last” in English), for instance, has the maximum effect in the corpus.
This word is seen 8.1-fold more in negative news items than positive ones. Likewise,
“sanayi” (“industry” in English) is an important feature for positive news item which

is used in 6.6-fold more compared to negative stories.

31 Recall that we construct our feature set by all the words that appear at least 50 times in the corpus.
This process results in 2100 different features.
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Table 5- The most Informative 15 Features (entire corpus)

Feature English Meaning Sign Effect
slirtiyor last Negatives 8.1
sanayi industry Positives 6.6
vurdu hit Negatives 6.5
geriledi declined Negatives 6.5
cikan outgoing Negatives 6.5
gérmeye seeing Positives 6.1
teknoloji technology Positives 6.1
diistii fell Negatives 5.8
cikardi released Positives 5.4
artirom issue Negatives 5.0
bedelsiz bonus Negatives 5.0
kars1 against Negatives 5.0
agirlikli weighted Negatives 5.0
az little Negatives 5.0
ihale bid Positives 4.9

These are the markers for detecting polarity of the news. It is clear that most of them
are negative markers. A closer analysis of these results indicates interesting insights.
The markers of positive features have limited with compared to the negative ones;
thus, positive sentiments are characterized by the non-appearance of negative markers
as well. This finding is similar to Koppel and Shtrimberg (2006) and Baumeister et
al. (2001).
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Table 6- Training and Testing set

Training Data | Test Data

Random Selection 1292 144

Time Based Selection 1363 73

As demonstrated in Table 6, the number of news item in the training data set increases
to 1292. After making changes towards models’ complexity, the overfitting problem
dissolves and accuracy scores increased significantly. As can be seen from the figure
below, since the training and cross- validation score lines get close to each other, the
models reveal low variance now. The graphs below show the new learning curves of
each models. It is clear that Multinomial Naive Bayes classifier has relatively yields

better scores and reaches 70% of accuracy rate in some validation chunks (light green

area).
Learning Curves (Multinomial NB) Learning Curves (Bernoulli NB)
10 10
—&— Training score —&— Training score
—o— Cross-validation score —o— Cross-validation score
09 09
08 08
v v
S 07 S 07
A A
0.6 0.6
05 05
04 T T T T T T 04 T T T T T T
200 400 600 800 1000 1200 200 400 600 800 1000 1200
Training examples Training examples
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Figure 21- Learning curves of multiple classifiers (Random Based Selection)
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Learning Curves (Multinomial NB) Learning Curves (Bernoulli NB)
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Figure 22- Learning curves of multiple classifiers (Time Based Selection)

If we increase the features, by adding another 50 most informative words, keeping the
training and testing set constant, what happens to the learning curves? Do they still
keep the same yield level or the accuracy rates improve/decline? Figure 23 confirms

that that there is no barely noticeable improve in accuracy rates.

In general, it is expected that as the new data comes in to the training set, a model
yields better results. For this reason, we can make adjustment to the restrictions and
measure the cross performances. That is, if we modify the “word count” restriction
(i.e. it is 18) or change the constraints for labelling (i.e. stock performance lower
bounds (-7.6% ; 9.3%) while keeping the population of negatives on same level (i.e.

it is 47%) and the testing set constant, we can get different accuracy results as well.
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Figure 23- Comparison of Multinomial Naive Bayes Classifiers

A summary of result in Table7 shows how the accuracy score of Multinomial NB and
SVM classifiers change with respect to the certain restrictions. In this analysis, testing
set is held constant to 2016-2018 corpus. As can be seen from the table, Multinomial
NB yielded accuracy of 71.43% when we study the news item has greater than 18
words, and the related stock has the lower bounds of -9.10% and 10.30%. Other
learners, including Decision Tree and Bernoulli NB, yield relatively lower scores

compared to Multinomial NB classifier.

Table 7- Accuracy scores from different restrictions

Negative | News | Training | Testing | Word | Negative | Positive | Multinomial SVM

Population | Data Data Data | Count | Bound Bound NB (Linear)
48.18% 909 818 91 18 -9.10% | 10.30% 71.43% | 53.57%
47.61% 899 809 90 18 -9.20% | 10.30% 70.91% | 67.27%
48.58% 883 794 89 19 -9.10% | 10.30% 70.91% | 56.36%
48.19% 855 769 86 20 -9.10% | 10.30% 70.37% | 68.52%
47.89% 831 747 84 21 -9.10% | 10.30% 70.37% | 68.52%
47.02% 889 800 89 18 -9.30% | 10.30% 70.37% | 66.67%
48.38% 833 749 84 18 -9.40% | 10.40% 70.37% | 66.67%
48.00% 873 785 88 19 -9.20% | 10.30% 70.37% | 55.56%
47.43% 818 736 82 18 -9.50% | 10.40% 69.81% | 67.92%
48.02% 756 680 76 18 -9.70% | 10.50% 69.81% | 67.92%
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Table 8- Score metrics for Naive Bayes Classifier

Accuracy

71.43%

Precision

73.30%

Recall 89.10%

F-Measure

80.40%

Table 9- The Most Informative 15 Features, (1996-2015 corpus)

Feature Feature (English) Sign Effect
isbirligi cooperation Positive 6.1
kaybetti lost Negative 5.9
goérmeye seeing Positive 5.6
temettii dividends Negative 5.2
borcunu the debt Positive 4.8
teknoloji technology Positive 4.8
cagri call Positive 4.8
diistis decline Negative 4.5
bedelsiz bonus Negative 4.5
¢imento cement Positive 4.4
diisiisle declining Negative 4.4
bilango balance Positive 4.2
cikardi released Positive 4.1
oran rate Negative 3.8
tavan ceiling Positive 3.7

Table 8 describes the related metrics of the accuracy score for Multinomial NB
classifier. The recall for positive stories is high (89.1%) but precision is lower
(73.3%); thus, the misclassified news stories are mostly those negative news which
has no distinct word in the feature set. Also, if we question how the overall
performance of the MNB classifier is, the answered is F-Measure, which is 80.4%. It
is interesting to note that the most informative features of the new corpus set, given

in Table 9, has different percentages with compared to the former one. Positive
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markers have reached 60% of the top informative features, which was formerly 33%.

This finding corresponds with the low precision score we have.

In conclusion, as a result of our novel approach, we achieve to get valuable
information from unlabeled data. We made a list of effective words for finance
domain. These words are also labelled as negative or positive. The entire process is
managed automatically. The automatic labelling approach that we built in this work
gives some incentives about generating a large corpus easily. The other important
thing that we added this process is the collection of market sense as a determiner of

the polarity. As a result of this, we gathered more reliable judgement.

We have found that our classifiers can learn to detect sentiment in the news stories
with a moderate success. Compared to several learners, we got better results from
Naive Bayes classifiers: about 70% of accuracy and 80% score for F-Score. The
accuracy scores can be improved by several ways. The simplest one is to increase the
news data set. This can be achieved by getting data from other external sources in
finance domain. Also, financial text data can be obtained through social media and
forums. The second way is about the labelling process. The automatic labelling
approach that we built in this work takes the market sense as a determiner of the
polarity. With the help of human reviewers, it could be gathered more consistent
labels.

In the next chapter we begin a new discussion about the market dynamics and
financial news. We describe three related models: Single Factor Market Model,
Capital Asset Pricing Model, and Single Factor Market Model (with panel data). Since
we get good Recall and F-measure scores, we could question to develop a strategy
which could weight these learners to make investments based on news stories. Is there
any opportunity to get profit from this algorithm in the stock market? This question is

also answered in Chapter 4.
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CHAPTER 4

THE EFFECT OF FINANCIAL NEWS ON BIST STOCK PRICES

In this chapter, we begin by examining the related literature and highlight the efficient
market hypothesis (EMH) and forms of EMH. Then, we explain the data structure and
methodology that are used in the research. As a result of machine learning algorithms
that we established in the previous chapter, we can convert the news item into
mathematical form and estimate its polarity. More specifically, we apply the news
item as an input to the market analysis. In Section 4.3, we run different market models
by examining how the stock return data is affected by the news. We also discuss
whether the coefficients of dummies of negative and positive news are statistically
significant and theoretically consistent in explaining the changes in expected return
of individual stocks or not. In the last section, it is questioned whether the algorithm

that categorizes the news as positive or negative provides the trade incentive.

4.1. THEORETICAL BACKGROUND

The Efficient Markets Hypothesis (EMH) states that the stock prices always adjust
immediately to any change in the market and it is not possible to earn higher return
permanently, since the prices are always in equilibrium after a quick response. Based
on empirical evidence, Ehrhardt and Brigham (2010) emphasize that the strong form
of EMH does not hold. The main statement of this hypothesis is earning abnormal
returns in stock market is impossible due to the direct reflection of public or private
information to prices. The weak form of EMH states that the past information of stock
prices is rapidly reflected to current stock prices is claimed to be highly efficient in
the market while the semi-strong form of EMH with the notion of current market
prices reflect all the publicly available information is asserted to be reasonably

efficient.
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Market Model (MM) and Capital Asset Pricing Model (CAPM) clearly demonstrate
how the individual stock return is affected by the market return. MM is a regression
of expected market return on expected return of an individual stock, the beta
coefficient of market return demonstrates how much the individual stock return
changes when expected market return changes by one unit. In comparison to MM,
CAPM, estimates the effect of excess return on market return [R,;, — Ry ] on excess
return on stock of a firm [R; — Rf] with the inclusion of risk free return. CAPM
developed by Sharpe (1964) and Lintner (1965) and its building blocks are
constructed by Markowitz’s model of portfolio choice (1959). CAPM is a widely
preferred simple method for asset pricing in terms of describing the relation with risk

and expected return.

MM:

Ri=C+ﬁi'mRm+g

CAPM:
RlzRf-I_:Bl'm[Rm_ Rf]+<9
[Rl_Rf] = Cc+ ﬂi,m[Rm_ Rf]"‘g

(c should be zero for CAPM to hold)

CAPM is criticized to be insufficient and weak in supporting the empirical findings
due to the several simplifying assumptions. Fama and French (1992) constructed a
model with the cross-section regression approach to explain expected stock returns
with the size, earnings-price, debt-equity and book-to-market ratios. They created
Three-Factor Model for expected returns of stocks with the inclusion of difference
between the returns on diversified portfolios of small and big stocks (SMB: small
minus big) and the difference between the returns on diversified portfolios of high and

low book to market ratios of stocks (HML: high minus low):

[Ri —Rel = ¢+ B, [Rm — R 1+ B, (SMB)+ B, (HML) + ¢

(c should be zero for Three Factor Model to hold)
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Three factor model, however, is claimed to fail in explaining the momentum effect of
stock prices. “Stocks that do well relative to the market over the last three to twelve
months tend to continue to do well for the next few months, and stocks that do poorly
continue to do poorly. This momentum effect is distinct from the value effect captured
by book-to-market equity and other price ratios. Moreover, the momentum effect is
left unexplained by the three-factor model, as well as by the CAPM” (Fama and
French (2004)).

As for the impact of news, Shiller (2000) discusses its role in the stock markets by

stating following:

As we shall see, news stories rarely have a simple, predictable effect on the market.
Indeed, in some respects, they have less impact than is commonly believed. However,
a careful analysis reveals that the news media do play an important role both in setting
the stage for market moves and in instigating the moves themselves. (p.71)

In the following sections, we bring the hypothesis of Market Models and CAPM to

show the effect of financial news on stock prices.

4.2. EMPRICAL DATA AND METHODOLOGY

The economic data is partly described in Chapter 2. In this section, the “News Data”
is created as a new dummy (binary) variable. That is, if a stock has a news on a given
day, the News Data is 1, otherwise, it is 0. We generate another variable from the
news data. This time, we drive a “negative” and a “positive” variable, based on the
learner that we build in Chapter 3, not on the stock’s performance. Negative/Positive
News variable consists of binary variables (either 0 or 1) depending on the

Multinomial Naive Bayes learner estimates.

A portfolio is created from companies that have the most news for the time period of
1/8/2006-2/28/2018. Some restrictions are applied to the companies while selecting

the portfolio. The first one is about the establishing date of the firms. We choice only
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those firms established before 2006. The second restriction is about the number of
news that firms have. This time, we set a bottom line of 300 number of news. As a

result of these restrictions, the remaining 15 companies is shown in Table 10.

Table 10- Portfolio stocks

Stock Code Company Number of News
AKBNK Akbank T. A.S. 682
ARCLK Argelik A.S. 356
ASELS Aselsan Elektronik Sanayi ve Ticaret A.S. 348
BJKAS Besiktas Futbol Yatirimlar1 Sanayi ve Ticaret A.S. 310
DENIZ Denizbank A.S. 552
FENER Fenerbahge Futbol AS. 310
FROTO Ford Otomotiv Sanayi A.S. 437
GARAN T. Garanti Bankas1 A.S. 754
KCHOL Kog Holding A.S. 570
SKBNK Sekerbank T. A.S. 374
TCELL Turkcell Tletisim Hizmetleri A.S. 1025
THYAO Tiirk Hava Yollar1 A.O. 1215
TOASO Tofas Tiirk Otomobil Fabrikasi A.S. 428
ULKER Ulker Biskiivi Sanayi A.S. 379
VESTL Vestel Elektronik Sanayi ve Ticaret A.S. 320

The other economic data variable is the risk-free rate. In this work, the return of 2-
year government bond of Turkey is taken as the risk-free rate for the models. The
figure below shows the risk-free rate (in logarithmic scale) between the years 2006

and 2018.
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Figure 24- Risk free return rate (logarithmic scale)

4.3. MARKET MODELS

CAPM, despite of its unsuccessful explanatory power for empirical studies, still exists
as one of the simple risk-expected return relationship measuring model. In this
section, single factor Market Model, CAPM and Market Model (with Panel Data) are
estimated for the expected returns of the firms that are subject to this study, but with
the inclusion of dummy variables representing the news as explanatory variables. The
news about a firm are considered one of the causes of the change in its own stock
prices. Investors do not only follow the changes in the total market return and related
macro indicators, but they also strictly and instantly follow the news of the firms to

get the immediate profits realized due to the news distorting the existing equilibrium.

To make the model estimations, return values of the stock variables are required and

they are calculated as given below:
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P;;
Pit_q

R; =In[ ]

i : interest rate as a percentage value.

R

P
In[—"—]

Pm,t—l

_In[1+i/100]
f 360

P; . : daily price of the stock i at time t and R; , is the daily return of stock 1 at time t.

P, + : daily price of BIST100 as a market proxy at time t and Ry, ; is the daily return

of BIST100 as a market proxy at time t.

The models are estimated with Ordinary Least Squares (OLS) in which the return

variables should be stationary. Augmented Dickey Fuller Test results show that all

return values of the stocks and the market proxy are stationary with the intercept term

and zero lag, but the return of the government bond is nonstationary.

Table 11- Augmented Dickey Fuller Test Results

R axBnk -52.753 R axenk - Ry -52.700
R ArcLk -50.587 R arcik - R -50.565
R AsELs -52.827 R asers - R -52.817
R Bikas -51.808 R Bikas - Re -51.804
R peniz -48.971 R peniz - Re -48.953
R FEnER -49.951 R rener - R -49.920
R rroTO -49.343 R rroto - R -49.336
R GARAN -55.220 R GARAN - Rf -55.195
R kcHoL -52.227 R kchoL - Re -52.192
R skBnk -51.010 R skenk - Ry -51.017
R tcELL -51.738 R tcerr - Ry -51.756
R tHYAO -53.975 R thyao - R -53.966
R Tt0ASO -50.306 R toaso - Rt -50.296
R uLkEer -52.435 R urker- R -52.919
R vEsTL -51.844 R vestL - R -51.803
R -53.167 Rm - Re -53.151
R¢ -1.992

Note: The critical values for ADF test are -3.432, -2.862, -2.567 for the confidence levels of 99%,
95% and 90%, respectively.

The correlations of the daily return variables of 15 stocks, the market proxy and the

return of risk free asset for the time period of 01/08/2006- 02/28/2018 are given in the

table below. The return of BIST100 has correlations higher than 40% for the returns
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of 10 stocks. The highest correlation of the return of the market proxy index is

observed with R garan and it is 68%. On the other hand, the highest correlation in the

table is 72% and it is between R garan and R axsnk.

Table 12- Correlation Matrix (%)

Rm Ry Rmwao  Reoro Rroaso R arck  Roewiz Rvesn Rrcew  Ruxer  Rskenk  Rawas  Rasas  Rreenvew Roaran  Ricror  Raken
Rm 100 -3 26 42 47 50 26 43 47 41 45 24 23 21 68 58 63
R¢ -3 100 -3 -1 -2 -4 -4 -8 2 -3 1 -1 -3 -6 -4 -5 -9
Rmuvao 26 -3 100 18 21 19 13 22 18 19 22 13 11 12 29 26 25
ReroTo 42 -1 18 100 50 40 17 34 31 34 33 21 19 22 43 45 39
Rroaso 47 -2 21 50 100 46 20 39 33 37 38 24 21 21 47 51 44
Rarcik 50 -4 19 40 46 100 21 42 36 36 37 21 20 21 50 52 46
Roeniz 26 -4 13 17 20 21 100 24 19 26 23 13 12 14 27 23 27
Rvesn 43 -8 22 34 39 42 24 100 32 35 38 23 20 19 48 44 43
Rrce 47 2 18 31 33 36 19 32 100 30 33 19 18 13 45 22 2
Ruker 41 3 19 34 37 36 26 35 30 100 35 20 19 18 2 0 38
Rskenk 4s 1 2 33 38 37 23 38 33 35 100 21 17 19 49 43 44
Reskas 24 -1 13 21 24 21 13 23 19 20 21 100 12 28 25 22 23
RaseLs 23 -3 11 19 21 20 12 20 18 19 17 12 100 11 22 20 20
Reener 21 -6 12 22 21 21 14 19 13 18 19 28 11 100 22 20 20
Raaran 68 -4 29 43 47 50 27 48 45 42 49 25 22 22 100 60 72
RkcHoL 58 -5 26 45 51 52 23 44 42 41 43 22 20 20 60 100 58
Rakenk 63 -9 25 39 44 46 27 43 41 38 44 23 20 20 72 58 100

4.3.1. Single Factor Market Model
MM:

Ri=c+p R+ Do+ f,Dp+e

D,, : dummy variable for the negative news and D,, is the dummy variable for the

positive news.

Bi,m

: market return coefficient of stock 1

B, ,,: coefficient of the dummy of negative news for stock i.

’

B, o coefficient of the dummy of positive news for stock 1.

The regression results for the Single Factor MM in table below clearly show that the

expected returns of all stocks are significantly affected by the expected market return.

The coefficients of dummies of negative and positive news are mostly statistically

significant and theoretically consistent in explaining the changes in expected return
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of individual stocks. In general, negative news is effective in reducing the expected

returns of the stocks while positive news increases the expected returns of the stocks.

R? values in Single Factor MM models express the portion of the expected return of
stock i explained by the expected market return and the dummy variables of the news.
The highest R?is 47% and it belongs to Single Factor MM of R Gazran. In fact, R%also
represents the systematic risk of the return of the stock stems from the changes and
the dynamics of the market return. (1 - R?) shows the unsystematic risk of the stock
which can be eliminated with a construction of diversifiable portfolio in which
negatively correlated stocks are preferred to reduce the total risk of the portfolio. MM
estimations given in the table below display that the systematic risks of expected
returns of individual stocks are considerably low except R 4xsvk and R Garan. The
unsystematic or diversifiable risks are high in general for these stocks and it is possible

to create portfolios with lower risks with diversification of the stocks.
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Table 13- Regression Results for Single Factor MM3?

Ri = 0.0001 + 0.704Rm _ + 0.001Dp - 0.004Dn RZ=0.408
AKBNK stdev  (0.0003) (0.0166) (0.0008) (0.0009)
tratio  [0.302] [42.388] [1.600] [-4.686]
Ri=  0.0002 + 051Rm  + 0.006Dp - 0.005Dn RZ=0.266
ARCLK stdev  (0.0003) (0.0166) (0.0011) (0.0012)
tratio  [0.649] [30.706] [5.191] [-4.372]
Ri=  0.0007  + 0491Rm  + 0.007Dp - 0.008Dn  R’=0.055
ASELS stdev  (0.0007) (0.0408) (0.0025) (0.0033)
tratio  [1.044] [12.04] [2.887] [-2.316]
Ri= 0.0023 _ + 0381 Rm  + 0.004Dp - 0.016Dn R=0.083
BJKAS stdev  (0.0005) (0.0282) (0.0019) (0.002)
tratio  [4.637] [13.495] [2.088] [-8.068]
Ri= 0.0012  + 0363Rm __ + 001Dp - 0.007Dn R=0.089
DENIZ stdev  (0.0005) (0.0264) (0.0014) (0.0016)
tratio  [2.499] [13.763] [6.991] [-4.3]
Ri= 0.0006  + 0263Rm _ + 0.006Dp - 0.008Dn  R=0.059
FENER stdev  (0.0004) (0.0226) (0.0016) (0.0018)
tratio  [1.52] [11.616] [4.098] [-4.606]
Ri=  0.0006 + 045Rm  + 0.005Dp - 0.005Dn R’=0.184
FROTO stdev  (0.0003) (0.0188) (0.0011) (0.0012)
tratio  [1.911] [23.91] [4.67] [-4.085]
Ri= 0.0012  + 0.733Rm  + 0.00lDp - 0.002Dn R2=0.470
GARAN stdev  (0.0003) (0.015) (0.0007) (0.0008)
tratio  [4.281] [48.74] [0.84] [-2.384]
Ri= -0.000 + 0589Rm  + 0.002Dp - 0.003Dn R2=0.343
KCHOL stdev  (0.0003) (0.0157) (0.0008) (0.0009)
tratio  [-0.198] [37.51] [2.211] [-2.985]
Ri= 0.0015  + 0569Rm  + 0.004Dp - 0.007Dn R2=0.210
SKBNK stdev  (0.0004) (0.0216) (0.0013) (0.0016)
tratio  [4.041] [26.389] [2.829] [-4.43]
Ri= 0.0001  + 0445Rm  + 0.003Dp - 0.005Dn R=0.244
TCELL stdev  (0.0003) (0.0163) (0.0007) (0.0008)
tratio  [0.326] [27.238] [4.223] [-6.471]
Ri= 0.0004  + 0508Rm  + 0.006Dp - 0.004Dn R2=0.074
THYAO stdev  (0.0008) (0.0387) (0.0015) (0.0017)
tratio  [0.452] [13.131] [3.649] [-2.42]
Ri=  0.0006 + 0.54Rm  + 0.007Dp - 0.006Dn R2=0.244
TOASO stdev  (0.0003) (0.0191) (0.0011) (0.0013)
tratio  [1.826] [28.281] [6.414] [-4.837]
Ri= 0.0013  + 0438Rm _ + 0.007Dp - 0.005Dn R—0.188
ULKER stdev  (0.0003) (0.0183) (0.0011) (0.0014)
tratio  [4.154] [23.914] [6.429] [-3.817]
Ri= 0.0019  + 0557Rm  + 0.004Dp - 0.003Dn R>=0.192
VESTL stdev  (0.0004) (0.0218) (0.0014) (0.0017)
tratio  [4.983] [25.585] [2.784] [-1.893]

32 There are three insignificant coefficients of dummies and they are shown in red colour in the table.
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4.3.2. Capital Asset Pricing Model

The table below displays CAPM regression results for each firm. All constants in the
regressions are statistically insignificant, therefore, CAPM holds for all stocks. The
excess return on market proxy index [R,,, — R¢], is found to be statistically significant
in explaining excess return on each stock [R; — R¢]. The dummies of the negative and
positive news are mostly significant in explaining the change in excess return on each
stock (except the ones of which t ratios are shown in red color). News are affecting
the returns on the same day they are reported without any day lag and the negative
news decreases the stock return while the positive news increases the stock return for

the dummies of which coefficients are statistically significant.

CAPM:
[Ri — Rf] = c+ 'Bi,m [Rm — Rf ] + ﬁi,nDn + ﬂi,pr + ¢

CAPM regressions for each stock return are estimated with daily data but time periods
differ for some of the stocks. In general, regressions are estimated for the time period
of 8/01/2006-2/28/2018, but some of them are estimated with different time periods
which are specified below Table 10. Moreover, insignificant coefficients of dummies

are shown in red color in the table.
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Table 14- Regression Results for CAPM

(Ri-Rf)=  0.0000  + 0.705(Rm-Rf) +0.001Dp -0.004Dn  R2=0.409
AKBNK stdev  (0.0003) (0.0166) (0.0008) (0.0009)
tratio  [0.003] [42.427] [1.598] [-4.678]

(Ri-RH= 0.0000  + 0.511 Rm-Rf) +0.006Dp -0.005Dn  R2=0.266
ARCLK stdev  (0.0003) (0.0166) (0.0011) (0.0012)
tratio  [0.135] [30.728] [5.183] [-4.375]

(Ri-Rf)= 0.0006 + 0.491 Rm-Rf) +0.007Dp -0.008Dn R2=0.056
ASELS stdev  (0.0007) (0.0408) (0.0025) (0.0033)
tratio  [0.824] [12.054] [2.889] [-2.313]

(Ri-RD= 0.0013  + 0.597(Rm-Rf) +0.000Dp -0.014Dn  R2=0.096
BJKAS * stdev  (0.0008) (0.0608) (0.0031) (0.0037)
tratio  [1.581] [9.812] [0.49] [-3.908]

(Ri-RH= 0.0012  + 0372(Rm-Rf) +0.01Dp -0.003Dn  R2=0.073
DENIZ** stdev  (0.0007) (0.0433) (0.0022) (0.0026)
tratio  [1.753] [8.587] [4.491] [-1.244]

(Ri-RH= 0.0004 + 0264 (Rm-Rf) +0.006Dp -0.008Dn  R2=0.059
FENER stdev  (0.0004) (0.0226) (0.0016) (0.0018)
tratio  [0.942] [11.645] [4.105] [-4.59]

(Ri-Rf)=  0.0005 + 0.45((Rm-Rf)  +0.005Dp -0.005Dn  R2=0.184
FROTO stdev  (0.0003) (0.0188) (0.0011) (0.0012)
tratio  [1.405] [23.922] [4.673] [-4.083]

(Ri-RH= 0.0005 + 1.121 Rm-Rf) +0.001Dp -0.001Dn  R>=0.679
GARAN** * stdev  (0.0004) (0.0281) (0.0012) (0.0012)
tratio  [1.375] [39.835] [0.558] [-0.531]

(Ri-RH= -0.0002  + 0.59(Rm-Rf)  +0.002Dp -0.003Dn  R2=0.343
KCHOL stdev  (0.0003) (0.0157) (0.0008) (0.0009)
tratio  [-0.642] [37.534] [2.213] [-2.984]

(Ri-Rf)=  0.0008  + 0.546(Rm-Rf) +0.005Dp -0.005Dn R 2=0.204
SKBNK** stdev  (0.0005) (0.0324) (0.0018) (0.0023)
tratio  [1.74] [16.837] [2.841] [-2.203]

(Ri-Rf)= -0.0001 + 0.445Rm-Rf) +0.003Dp -0.005Dn  R2=0.244
TCELL stdev  (0.0003) (0.0163) (0.0007) (0.0008)
tratio [-0.201] [27.244] [4.235] [-6.459]

(Ri-Rf)=  0.0002  + 0.508 (Rm-Rf) +0.006 Dp -0.004Dn R>=0.074
THYAO stdev  (0.0008) (0.0387) (0.0015) (0.0017)
tratio  [0.26] [13.143] [3.656] [-2.412]

(Ri-Rf)=  0.0005 + 0.54(Rm-Rf)  +0.007Dp -0.006Dn  R2=0.244
TOASO stdev  (0.0003) (0.0191) (0.0011) (0.0013)
tratio  [1.411] [28.296] [6.409] [-4.837]

(Ri-Rf=  0.0008 + 0.44 (Rm-Rf)  +0.009Dp -0.006Dn  R*=0.142
ULKER¥* #* stdev  (0.0005) (0.0311) (0.0017) (0.0019)
tratio  [1.793] [14.146] [5.711] [-3.327]

(Ri-RfI=  0.0016  + 1.083 (Rm-Rf) +0.010Dp -0.009Dn  R>=0.286
VESTL *** stdev  (0.0008) (0.0641) (0.004) (0.004)
tratio  [1.947] [16.907] [2.394] [-2.254]

Note: * is estimated for the time period of 01/01/2014-2/28/2018, ** is estimated for the time period of 01/02/2013-2/28/2018,

*** is estimated for the time period of 01/02/2015-2/28/2018, **** is estimated for the time period of 01/02/2012-2/28/2018.

Insignificant coefficients of dummies are shown in red color.
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4.3.3. Single Factor Market Model (Panel Data)

In this section, cross section data for the 15 stocks is used for the analysis. Total
number of observation is 43,725. We add cross-section (fixed) dummy to the
regression. The regression results for MM (Panel Data) below clearly and consistently
show that the expected returns of all stocks are significantly affected by the expected
market return. The coefficients of dummies of negative and positive news are
statistically significant and theoretically consistent in explaining the changes in

expected return of stocks.

Single Factor Model with Positive and Negative Sentiment Dummies:

Ri =By + BB+ B.,Dn+ B Dp+e

Table 15- Single Factor Model with Positive and Negative Sentiment Dummies

R;= 0.0008  +0.4996 R,, -0.0055D;,, +0.0047D;,, R*=0.1504
stdev  (0.0001)  (0.0061) (0.0003) (0.0003)
tratio [7.630] [81.140] [-14.832] [14.089]

4.4. TRADE ON CLASSIFIED NEWS DATA

In this section, the classified news data is used for trade action on different scenarios.
All the news stories (688 stories) for the time period of 1/1/ 2017 — 28/02/2018 are
used for trade with different scenarios based on estimation of the learners generated
in Section 3.6%. All the actions (short or long) are taken based on these three machine
learning classifiers: Multinomial Naive Bayes, SVM (Linear kernel) and DT. That is,
if a learner classifies the news as positive (negative), then the action is taking a long

(short) position.

33 The training set does not consist of any news published in this time period.
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Also, it is supposed that all the positions close on the day t, with the close price of the
stock. It is also assumed that the news is published at the beginning of market opening
and the transaction cost is zero. So, Strategy 1 states that trade on the opening session
and close the position same day with close price. Strategy 2 and Strategy 3 assumes

that the news published on day t has already known on day t-1 and t-2, respectively.

Table 16- Cumulative Payoffs for Different Classifiers on Different Scenarios

Strategy Time/Action Multinomial NB| SVM | DT
1 Trade on t (open price) 39% 42% | 67%
2 Trade on t-1 (close price) 245% 246% |240%
3 Trade on t-2 (close price) 427% 449% |410%

Table 17- Average Returns for Different Classifiers on Different Scenarios

Strategy Time/Action Multinomial NB | SVM | DT
1 Trade on t (open price) 0,05% 0,06% | 0,09%
2 Trade on t-1 (close price) 0,35% 0,36% | 0,34%
3 Trade on t-2 (close price) 0,62% 0,65% | 0,59%

It is clear that all strategies generate significantly positive returns on each scenario.
However, if the trade cost is taken into account, average returns may not cover the
trade cost for the trade on the day t. This result verifies a form of semi-strong
efficiency in the market: one cannot make superior profits based on public

information.

Strategy-2 and Strategy-3 give significantly positive returns but they are infeasible
since the positions open before the news is announced. These strategies may feasible

under one condition: this is called insider information. As Table 18 and Table 19
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clearly show that a trader with insider information can realize profits based on these

machine learning algorithms up to 449%.

In conclusion, the news stories (either negative or positive) are statistically significant
and theoretically consistent in explaining the performance of individual stocks.
However, the trade strategies based on machine learning algorithms do not generate
significant profit unless there is insider information. This finding confirms the semi-

strong form of EMH holds in BIST.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1. CONCLUSION

This thesis examines the relationship between the price data of companies in different
sectors in Borsa Istanbul (BIST) and the influence of how financial news on these
companies is expressed through wording. In this work, sentiment analysis is formed
by automatically labelling the news for companies publicly traded in BIST as positive
or negative on the basis of the daily performance of stocks with different methods in

machine learning.

As result of our novel approach, we achieved to get valuable information from
unlabeled data. We made a dictionary with effective words for financial news. Each
word has also label as negative or positive. One valuable thing is that the entire
process is managed automatically. Thus, the automatic labelling approach that we
built in this work gives some incentives about generating a large corpus easily. The
other important thing added to this process is the collection of market sense as a
determiner of the polarity. Hence, it has been gathered more reliable judgement. We
have found that our classifiers can learn and detect sentiment in the news stories with
moderate success. As we compared several learners, we got better results from Naive

Bayes classifiers about 70% of accuracy and 80% score for F-Score.

As for market concerns, it is clear that both negative and positive news has an effect
on its related stock prices. On the other hand, it is hard to gain profit from this
information unless there is insider information. It is very likely, though, that labelling
news stories would be an important input as far as it is implemented in a very short

period of time after the stories published.
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5.2. FUTURE WORK

First of all, we have room for optimism that more sophisticated feature set might
improve the accuracy scores of the model. As Boudoukh et al. (2013) proposes,
enhancing algorithms so that it can detect relevant and irrelevant news may improve
these scores. Likewise, adding subjects of the news as a new class to the algorithm

could be the other point for better results.

We built our sentiment analysis based on firm-specific news stories. Instead of firm-
specific sentiment analysis, industry-specific level of news may give more appropriate
results. Categorizing firms and their related news may affect score positively as well.
With the help of this classification, some words may both be negative or positive
markers based on its category. Also, we calculate rate of return by the closing prices
of stocks. With this method, we accumulate all the news published in each day as one
body and one label for all. Thus, instead of taking daily performance of the stocks,
using tick-by-tick data may reflect the sign of each news stories, which in turn, would

help to get better accuracy rate.

One of the possible application of the learner built in this thesis is to track and detect
opinions in online discussions. Advisors, brokers and traders could benefit from this
by shaping their financial opinions about the current event; participants could gather

general idea about trends and so on.

The other feasible application for sentiment analysis is to establish a news sentiment
index. Sentiment scores calculated across newspapers, magazines and other media,
could be used to construct a monthly sentiment index and to assess how it reflects
economic outcomes (Shapiro et al. (2018)). Also, it can be questioned whether or not

the sentiment index has similar pattern with consumer confidence index.
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APPENDICES

A. SAMPLES OF NEWS ITEM

ASELS, Published on 11-Oct-01.

Aselsan fiize gibi. ABD'nin Afganistan harekati sonrasi savunma sanayi hisselerine
yonelik artan ilgiyi kullanan bir spekiilator sirketin aldigi ihalenin de etkisiyle
Aselsan't atesledi. ABD'nin Afganistan'a yonelik baslattigi askeri harekat yilizde
83.15'1 Tiirk Silahli Kuvvetleri Gii¢lendirme Vakfi'na ait olan Aselsan'a yaradi.
ABD'ye yapilan saldirilarin ardindan 7 Ekim'de Afganistan'da Taliban yonetimine
kars1 baslatilan 'Sonsuz Ozgiirliik' harekat:, tiim diinyada oldugu gibi Tiirkiye'de de
savunma sanayini atesledi. Ancak bir spekiilatoriin ¢ikardigr kivilcimla. Mali
piyasalarin kriz ve savasin etkisiyle sarsildig1 bir donemde, hisseleri borsada islem
goren Aselsan'da yasanan olaganiistii ¢ikis hareketini, 35 yasinda broker'liktan
spekiilatorliige hizli gegis yapan geng bir oyuncunun baglattig1 6ne siiriilityor. Geng
yasinda hatir1 sayilir bir servetin sahibi olan bu spekiilatoriin, Kanlica'daki tripleks
villasindan verdigi emirlerle Aselsan hisselerindeki operasyonu baslattig1 sdyleniyor.
Geng spekiilatoriin sirket hisselerine ilgi goOstermesinin arkasinda ise, diinyada
savunma sanayiinde yasanan hareketlilikten ziyade Aselsan'in aldig1 ihalenin etkili
oldugu belirtiliyor. Aselsan, 1 Ekim'de Savunma Sanayii Miistesarligi'ndan 265
milyon dolarlik bir ihale aldigini aciklamisti. Borsa agiklama istedi Tiirk Silahli
Kuvvetleri ile kamu ve 6zel kuruluslara elektronik haberlesme ve savunma cihazlari
iireten Aselsan'n hisseleri, son sekiz islem gilinlinde 6 bin liradan 12 bin liraya
firlayarak yiizde 100 prim yapti. Diin seans sonunda gelen satiglarla 11 bin 750 liraya
inmesine karsin, Aselsan'm kisa siirede elde ettigi prim IMKB'nin de dikkatini ¢ekti.
Aselsan yaptig1 aciklamada, olaganiistii fiyat hareketine neden olacak 6zel bir
durumun olmadigini, ancak yurtdisi borsalarda islem goren savunma sanayi
firmalarinin hisse fiyatlariin arttig1 gibi Aselsan'in fiyatinin da bundan etkilendigini
belirtti. Ancak sekiz islem giiniinde elde edilen yiizde 100'liik kazang, dis borsalarda
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kisa siirede ulasilacak bir prim degil. Bu arada Aselsan'da yasanan ¢ikis Otokar't da
etkiledi. Zirhl1 ve arazi aract iireticisi Otokar, son 11 iglem giiniinde 5100 liradan 7900

liraya firlayarak ytizde 54 deger kazandi.

BIMEKS, Published on 5-Feb-18.

Bir siiredir mali agidan zor glinler yasayan ve bircok magazasini kapatmak zorunda
kalan Bimeks, kurtulus i¢in alacaklilarina iki alternatifli bir plan sundu. Buna gore ya
borg¢lu firmalar alacaklari 6l¢iisiinde sirkete ortak olacak ya da alacaklarini bir sirkete
devredip o sirket vasitasiyla hissedar olacaklar. Bimeks, i¢cinde bulundugu ticari ve
finansal darbogazi asmak ve normal ticari kapasitesine tekrar donmek ve sorunlara bir
¢oziim olusturmak maksadiyla, ticari alacaklilarin, finansal kuruluslarin ve tahvil
yatirimcilarin davet edildigi bir toplanti diizenledi. Sirketten KAP'a gonderilen
aciklamaya gore, bu toplantida faaliyetlerinin devam edebilmesine ve bu sayede
finansal/ticari taraflarin alacaklarini tahsil edebilmesine imkan saglamak amaciyla iki
alternatifli bir ¢6zlim paketi sunuldu. A¢iklamaya s0yle devam edildi: “1. alternatifte;
ticari alacaklilar, finansal kuruluslar ve tahvil yatirimeilari, Sirketten alacaklarini,
Sirketin gerceklestirmeyi planladigi tahsisli sermaye artigina istirak ederek, nominal
bedel iizerinden sermaye payina ¢evireceklerdir. Bir diger ifade ile sirketin ticari ve
finansal borglart 6zsermayeye doniisecek ve alacakli firmalar Sirket ortag:
olacaklardir. 2. alternatifte; i1k alternatife teknik veya idari sebeplerle dahil olamayan
alacaklilar, alacaklarmni, kurulacak bir Ozel Maksatl Sirkete (OMS) devredeceklerdir.
OMS, 1.alternatifte izah edilen tahsisli sermaye artisina katilacak ve Bimeks hissedari
olacaktir. Bilahare OMS, sahibi oldugu hisseleri, alacaklarin1 devreden alacaklilara,
prorata olarak rehin verecektir.” Bu alternatifli ¢6ziim plan1 ayrica yazili olarak ticari
alacaklilarla, finansal kuruluslarla ve tahvil yatirnmcilariyla paylasildig: belirtilerek,
“kendilerinden hangi alternatifi tercih ettiklerini yazili olarak bildirmeleri talep
edilmistir. Gelen cevaplardan sonra olusacak duruma gore, Sermaye Piyasasi
Kuruluna miiracaat ve diger yasal prosediirler planlanacak ve biitiin taraflarla birlikte

seffaf bir bicimde kamuoyu ile paylasilacaktir.” denildi.
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B. RETURN VALUES OF STOCKS AND MARKET
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C. THESIS DEFENSE PRESENTATION AND PYTHON CODES
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D. TURKISH SUMMARY / TURKCE OZET

FINANSAL HABERLERIN BIST HISSE SENEDIi FiYATLARINA ETKISI:
MAKINE OGRENMESi YAKLASIMI

1. GIRIS

Giinliikk yasamimizda, veriler en énemli kaynaklardan biri haline gelmistir. Ustelik
kaynaklarin dogasina aykir1 olarak sayist ve boyutu da her gecen giin artmaktadir.
Gliglii makine oOgrenimi ve algoritmalarimin yardimiyla, bu veriler zekaya
doniistliriilebilmektedir. Hem veri kaynaklarinin bol olmasi hem de bilgisayar
bilimindeki araclarin gelismesinin bir yansimasi olarak makine 6grenmesi alanina
adim atmak ve bu bilgiyi farkli alanlarda nasil kullanabilecegini 6grenmek igin
muhtemelen daha iyi bir zaman olmamistir. Bu nedenle nitel analiz, daha spesifik
olarak metinsel analiz konusu, bir¢ok arastirmaci tarafindan ilgi gérmiistiir. E-posta
kutunuzu bir diisiiniin. En son ne zaman spam postalarla karsilastiniz? Hepimizin
hatirladig1 gibi, ilk zamanlarda posta kutular istenmeyen maillerle doluydu ve bu
postalart silmek olduk¢a uzun zaman alirdi. Ancak giliniimiizde bir e-postadaki
isaretleyicileri ve oOzellikleri tanimlamak ve spam algilama yapmak, giiglii
algoritmalar (spam filtreleri) sayesinde basit bir 6zellik haline gelmistir. Burada atilan

onemli adim, siiphesiz metinsel analizdir.

Muhasebe ve finans alanina gelindiginde, gazete, televizyon, sosyal medya, konferans
goriismeleri, mali tablolar, kamuya acik agiklamalar ve hatta forumlar yatirim
kararlarmin alinmasinda temel bilgi kaynagi olmaktadir. Bu nedenle, bu metin
verilerinden igerdikleri duygular1 ortaya ¢ikaracak herhangi bir ara¢ ilgi g¢ekici

nitelikte olacaktir.

Bir metnin i¢inde yer alan bilgiler duygu olarak adlandirilir. Bu ¢alisma, finansal
haberlerden firmalara yonelik (olumlu veya olumsuz) duygular1 otomatik olarak
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almay1 amaglamaktadir. Asagidaki metin verisi, NETAS firmast i¢in olumlu bir haber
hikayesi 6rnegidir.
“Fatih Projesi ihalesini kazandi, hisseleri ugtu. Netas Telekom'un bagh ortakligi
Probil Bilgi, Fatih Projesi 2. Faz Yerel Alan A§ Kurulum ihalesine toplam 249,94
milyon TL ile en iyi teklifi verdi. A¢iklama sonras1 Netas hisseleri 9.79 liraya kadar
cikt1.”

Google Trends for term "Sentiment Analysis'

Sekil D.1-Google Trendler

Sekil 1, 2004'ten 2018'e kadar olan donemde “duygu analizi” terimi i¢in arama
trendini gostermektedir. 100 degeri, terimin en yliksek popiilerlige sahip oldugu
anlamina gelirken ve 0 degeri, duygu analizi terimi i¢in yeterli veri olmadigi anlamina
gelmektedir. Sekilden de anlagilacagi iizere 2004'ten bu yana duygu analizi i¢in artan

bir ilgi ve Mayis 2018 itibartyla da en yiiksek popiilerlik bulunmaktadir.

Duygu analizi terimi her ne kadar bu gilinlerde popiiler olsa da Tiirk¢e dilinde sinirlt
bir calisma oldugunu sdylemek {iiziiciidiir. Bu problemin ana nedeni, ¢ogunlukla
Ingilizce dilinde bulunan duygu sézliikleri, kelime listeleri, etiketli ve kategorilere
ayrilmis veri kiimelerinin, bu dil i¢in genis ¢apta ve yeterli miktarda kaynak saglarken
Tiirk¢e dilinde bu tiir kaynaklarin bulunmamasidir. Bu nedenle, bu tezin amaci,

Tiirkge kaynaklardan verilerinin toplanmasi ve etiketlenmesine yonelik yeni bir
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yaklagim Onermek, olusturulacak bu veri kiimesi lizerinde ¢aligmalar yapmak ve

gelecek arastirma alanlarina 1s1k tutmaktir.

Tlgili cahymalar / Litaratiir incelemesi
Metinsel analiz ve siniflamaya yogunlasan bir¢ok c¢alisma vardir. Bu caligmalar
1990'larin  sonundan giiniimiize kadar uzanmaktadir. “Verinin kendisinden” ve

“sozliik tabanli” 6grenme, duygu analizindeki iki farkli yaklagimdir.

Verinin kendisinden 6grenilmesi bir¢ok farkli teknikten olusur. Argamon-Engelson,
Koppel ve Avneri (1998), sozciiklerin ve konusma dilinde siklikla tekrar eden iiclii
kelimelerin 6zelliklerini baz alarak ¢aligsma yiiriitmiistiir. Daha sonra New York Time
News, NY Times Editorial, NY Daily news ve Newsweek'ten hikayeleri
siniflandirmak i¢in makine 6grenme tekniklerini kullanmislardir. Turney (2002)
finansal olmayan alanlara odaklanan diger duygu temelli siniflandirma makalesidir.
Yazar, restoran ve otomobil degerlendirmelerini pozitif (bagparmak yukari) veya
negatif (basparmak asagi) olarak siniflandirir. Bu incelemede, metin igerisinde yer
alan sifatlar ve zarflar, incelemenin anlamsal yo6nelimini tahmin etmek igin

kullanilmistir.

Bu yaklasimda, veriler elle veya otomatik olarak etiketlenmelidir. Dave, Lawrence ve
Pennock (2003), manuel olarak etiketlenmis verilerle iiriin incelemelerini pozitif veya
negatif olarak siniflandirmaktadir. Pang, Lee ve Vaithyanathan (2002), bir yorumun
olumlu veya olumsuz olup olmadigini belirlemeyi amaclamaktadir. Egitim verileri
olarak manuel olarak etiketlenmis film/sinema incelemeleri kullanmiglardir. Koppel
ve Shtrimberg (2006), belirli bir stoktaki getirilere oranlarina gore otomatik
etiketlemeyi denemislerdir. Haber hikayelerinde yer alan duygular1 tespit etmek i¢in
Destek Vektor Makineleri (SVM), Karar Agaclar1 ve Naive Bayes metotlarini
kullanmiglardir. Lineer SVM modelleri %70.3 oraninda bir dogruluk saglamistir.
Benzer sekilde, Généreux, Poibeau ve Koppel (2008) “bir haberin piyasadaki
tepkisinin finansal haberleri etiketlemek ic¢in iyi bir gosterge oldugunu ve fiyat
haberlerini etkin bir sekilde algilayan modeller olusturmak i¢in bu haberlerle bir
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makine 0grenimi algoritmasinin egitilebilecegini” 6ne siirmiiglerdir. Makine 6grenimi
algoritmalar1 aracilifiyla fiyat degisikliklerini tespit etmek i¢in bir 6zellik havuzu
onermektedirler. Calisma sonucunda elde ettikleri modellerinin dogruluk orani

%69'dur.

Sozlik temelli 6grenme yontemleri goz Oniine alindiginda, Henry (2006), Henry
(2008), Li (2006) o6nemli makalelerdir. Bu yaklasim esas olarak kelime sayilarina
odaklanmaktadir. Bu yontemde verilerin Onceden etiketlemesine gerek
bulunmamaktadir. Her sozliik belirli bir aralikta farkli 6zelliklere (kelime listeleri)
sahiptir. Belirli bir metnin negatif / pozitif say1 puani o haber dykiisiiniin sonucunu
(etiketini) gosterir. Pek ¢ok aragtirmact duygu analizi i¢in kelime veya sozliik listesini
kullanir. Li (2006), 6rnegin, sirket yillik raporlari igeriklerinden risk algilarini tespit
etmek icin risk ve belirsizlik igin 6zel hazirlanmis kelime listesini kullanarak

caligmasini yliriitmiistiir.

General Inquirer Dictionary (GI), Smith ve ark. (1967), bir¢ok arastirmaci tarafindan
yaygin olarak kullanilmaktadir. Tetlock (2007), Engelberg (2008) bu sozliigii icerik
analizi yontemi i¢in kullanmistir. Tetlock (2007), medya kotiimserliginin yiiksek
degerinin fiyatlar lizerindeki agsag1 yonlii baskiya yol agtigini ve medya karamsarlik
tahminlerinin piyasadaki oynakliktaki artisin arttigmmi One slirmiistiir. Finansal
literatiirde Gl'ye dayali duyarlilik analizi dnemli sonuglar vermektedir. Engelberg
(2008), firmalarin finansal raporlarindaki hem nicel hem de nitel bilgilerin gelecekteki
getiriler lizerinde bir etkisi oldugunu aciklamaktadir. Tetlock, Saar-Tsechansky ve
Macskassy (2008) haber makalelerinde olumsuz kelimeleri saymak i¢in GI sozliigiinii
kullanmislardir. Borsa fiyatlarinin olumsuz bilgiyi bir giinliik gecikmeyle yansittigini;
firma temel degerleri hakkindaki haber hikayelerinde yer alan olumsuz kelimelerin
kazanglar etkiledigi ve diger Oykiilere nazaran getirilerle daha fazla ilintili oldugu

gOrilmiistiir.

Sozlik tabanli kategorilestirme, olumlu ve olumsuz kelimeleri saymaya
odaklandigindan, Boudoukh, Feldman, Kogan ve Richardson (2013) “daha sofistike
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bir metin analizi metodolojisi kullanmanin sonuglar1 daha da gelistirecegini” 6ne
stirmektedir. Bu nedenle, duygu analizi i¢in bir baska kategori daha tanitmislardir.
“Haberi tanimlamak ve tonunu daha dogru olarak degerlendirmek” ile ilgili olarak
haberler icin yeni bir kategori dnermektedirler ve hisse senedi fiyat1 degisiklikleri ile
bilgi arasinda giiclii bir iligki olduguna dair fazla kanit bulunmaktadir (s. 4). Bu
yontemde Oncelikle haber hikayeleri sirket temelleri hakkinda “ilgili” bilgiler
iceriyorsa, “ilgili” olduklar1 kabul edilir, aksi takdirde bahsekonu haber “ilgisiz” haber
olarak addedilir.

Benzer sekilde hem sozliik tabanli yontem hem de verinin kendisinden 6grenme
metotlarinin performanslarini karsilastiran baska ¢aligmalar da vardir. Azar (2009),
duygular1 tespit etmek ve haberleri pozitif / negatif olarak iki simifa ayirmak igin
makine oOgrenimi algoritmalari1 ve GI sozliigiinii kullanmistir. Yazar, SVM

modelinin insanlara gore dahi, daha iyi bir performans sergiledigini gostermistir.

Zengin morfolojisi nedeniyle, dogal dil islemesi Tiirk¢e icin zahmetli bir istir. Bu
nedenle Stemming (bir kelimenin kok halini ortaya ¢ikarmak) ana handikaptir. Kaya,
Fidan ve Toroslu (2012), iyi bilinen denetimli makine 6grenimi algoritmalarinin
(Naive Bayes (NB), Maksimum Entropi (ME), Destek Vektor Makinesi (SVM) ve
karakter tabanlt N-Gram Dil Modeli) performansini karsilagtirmigtir. Tiirk siyasi
yazilarinin duygu analizi yapilmigtir. Kok araci olarak Zemberek'i kullanilmistir.
Modelleri, %65 ile %77 arasinda bir hassasiyete ulasmistir. Boynukalin (2012)
Tiirkge metnin duygu analizini sunar. Iki farkli kaynaktan (ISEAR veri kiimesinin ve
Tiirk masallarinin gevirisi) yeni bir veri seti olusturmustur. Tezinde, farkli yaklagimlar
onermis ve dogruluk sonuglarini karsilastirmistir. Modelleri %76 ile %81 arasinda bir

hassasiyete ulagmistir.

Firmalar ile ilgili bir¢ok bilgi kaynag1 vardir. Tweetler gibi sosyal medya metinleri

duygu analizi i¢in diger kaynaklardir. Bu metin verisindeki sinirli sayida karakter

aragtirmacilart1 hem sozliik tabanli hem de kendi kendine 6grenme metotlarini

kullanarak duyarlilig1 tespit etmeye yonelik calismalara odaklanmayr tesvik
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etmektedir. Tirkmenoglu ve Tantug (2014), yaptiklar1 calismada, Tiirk sosyal
medyasi i¢in iki farkli duyarlilik analiz ¢ercevesini (twitter ve sinema yorumlarini)
karsilastirmistir. Karsilagtirma igin sdzctikleri olusturmak i¢in dogal dil isleme aracini
kullanmiglardir. Sinema elestirileri veri seti ile yapilan ¢aligmanin dogrulugunun hem
sozclk tabanli hem de ML tabanli duyarlilik analiz yontemlerinde twitter veri

kiimesinin dogrulugundan daha iyi oldugunu bulmuslardir.

Bu tez, Généreux ve ark. (2008) calisma hipotezini esas alarak BIST biinyesindeki
firmalara ait finansal haberlere Tiirkce olarak uygular. Bu ¢alismada, duygu analizinin
cikarilmasinda verinin kendisinden 6grenme yontemi tercih edilmistir. Ayrica,
makine 6grenmesi yontemiyle elde edilen sonuglarin teorik ve istatistiksel olarak
anlamli olup olmadig1 ve piyasada kar elde etmek i¢in tesvik saglayip saglamadigi

hususu da ele alinmustir.

Ana Katki

Yeni yaklagimimizin bir sonucu olarak, etiketlenmemis verilerden degerli bilgilere
ulasilmis; finansal haberler i¢in etkili kelimelerden olusan bir liste olusturulmus; her
kelimeye ait etiketler negatif veya pozitif olarak elde edilmistir. Degerli olan bir diger
husus, tiim bu siirecin otomatik olarak yonetilmesidir. Boylece, bu g¢alismada
yaptigimiz otomatik etiketleme yaklagimi, biiyiik bir kelime listesi olusturma
konusunda bazi ipuglar1 vermektedir. Bu siirece eklenen diger bir énemli husus,
duygu belirleyicisi olarak piyasa fiyat performansinin derlenmesidir. Bunun bir
sonucu olarak, kutuplulugun belirlenmesinde daha objektif bir karar mekanizmasi

kurulmasi saglanmistir.

Tezde olusturulan makine 6grenmesi yontemlerinin, haber metinleri i¢indeki
duygulari orta seviyede bir basari ile tespit etmeyi basardigi tespiti yapilmistir. Birkag
yontemin karsilastirilmast neticesinde, Naive Bayes siniflandiricilarinin gorece
basarili oldugu ve bu yontemin dogruluk oraninin %70 civarinda (F-Puan1 i¢in %80)
bir skor oldugu goriilmiistiir. Daha sofistike 6zellik setinin bu skoru iyilestirebilecegi
hususunda ise beklenti mevcuttur.
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Ote yandan hem olumsuz hem de olumlu haberlerin ilgili hisse senedi fiyatlar:
tizerinde etkili oldugu istatistiksel olarak gosterilmistir. Cesitli piyasa modellerinde
haber kukla degiskenlerinin istatistiksel olarak anlaml1 oldugu gdsterilmistir. Bununla
birlikte, haberlerin yaymmlanmasindan sonra c¢ok kisa bir siire icinde hayata
gecirilebildigi takdirde, haberlerinin etiketlenmesinin piyasa oyuncular1 agisindan
onemli bir girdi olacagi ¢ok muhtemeldir. Bu baglamda, olusturulan algoritmalarin
ticaret tesviki saglayip saglamadigi sorgulanmis iceriden bilgi (insider information)
bulunmadig: siirece kamuya agik bu bilgilerden kar elde etmenin zor oldugu

gosterilmistir.

2. VERI SETi VE TANIMLARI

Bu bolimde hem duygu analizinin gerceklestirilmesinde hem de getirilerin
hesaplanmasinda kullanilan veri kiimeleri kisaca tanitilmaktadir. Bunlar, finansal
haberler, BIST100 endeksi, bu piyasada islem goren/gormiis firmalarin giinliik fiyat

performanst ve iki yillik devlet tahvili getirilerinden olugmaktadir.

Haber kaynagi olarak FINNET verileri esas alinmistir. Gazeteler, aylik dergiler,
internet haberleri, biiltenler ve kamuyu aydinlatma platformu haberleri gibi 100°den
fazla farkli kaynaktan olusan bu veri setinden 1996-2018 yillar1 arasinda BiST
(IMKB) biinyesinde islem goren halka acik sirketlere iliskin yaklasik 75000 haber
elde edilmistir. Bu veri seti ayrica bazi 6nemli unsurlar1 da igerir: haber yayim tarihi,

sirketin adi, haber baslig1 ve haber metni.

Bu noktada, haberler hakkinda bazi varsayimlar yapilarak veri setinde bazi
kisitlamalara gidilmistir. T1ki, agirlikli olarak reklam igeren haberlere iliskindir. Genel
olarak, dergilerde yer alan makalelerin sirketler i¢in reklam barindirmasi ihtimaline
binaen bu verileri kullanmanin makine Ogrenmesinde olumlu kelimelerin
derlenmesinde hataya yol acabilecegi degerlendirilmistir. Ayrica, aylik dergilerdeki
haberlerin yayinlanma tarihi ve igeriginin hisse senedinin fiyatindaki degisiklige
karsilik gelemeyeceginden hareketle, aylik ve haftalik dergilerdeki makaleler veri
88



setinden ayrigtirilmigtir. Haberlerin giinliik bazda gbzlemlenen hisse senedi getirisine
etkisini incelemek icin bir sirkete ait ayni1 giin yayinlanan haberler tek bir viicutta
birlestirilmistir. Haber veri setinde yapilan diger bir degisiklik ise, hafta sonu ya da
tatil glinlerinde yayinlanan haber hikayesinin, referans tarihinin bir sonraki is giiniiyle
degistirilmesidir. Piyasanin kapanis zamanindan sonra yayinlanan haber hikayeleri
icin de ayni yaklagim ele alinmistir. Bu nedenle, haber hikayelerinin yayim tarihi

yerine olusturulan referans giinii kullanilmistir.

Bundan noktadan sonra, 38808 haber hikayesi veri setinde kalmistir. Tablo 1 bu veri
kiimesine genel bir bakis sunmaktadir. 347 farkli halka acik sirkete ait 38808 haber
hikayesi bulunmaktadir. Bir sirket icin maksimum hikaye sayis1 1687 iken, sadece bir
hikayesi olan sirketler de bulunmaktadir. Sirket bagina ortalama hikaye sayisi ise

yaklasik 110’dur.

Haber Oykiileri i¢in son sinirlama, haber 6gelerinin uzunlugudur. Bu nedenle, sadece
haber 6zeti 18’den fazla kelime barindiran haberleri ele alinmistir. Bu kisitlama, firma
hakkinda daha ayrintili haberler almak ve makine 6grenmesinde daha bilgilendirici
bir 6zellik olusturmak i¢in belirlenmistir. Tiim kisitlamalardan sonra, 29302 haber

maddesinden olusan bir veri seti elde edilmistir.

Bu caligmada kullanilan diger kaynak, stoklarin performans verileridir. Bu amagla
Borsa Istanbul Data Store'dan giinliik hisse senedi fiyat verileri satin almmistir.
Veriler, 1996 ve 2018 (subat aymna kadar) mali yillarinda BIST’teki tiim hisse
senetlerinin acilis ve kapanis fiyatlarindan olugmaktadir. BIST 100 endeksinin giinliik

performansi i¢in, invesing.com verilerinden ayrica bir set olusturulmustur.

Haber verilerinin bir etiketi mevcut degildir. Oncelikle, haberlerin etiketlemesi
amaciyla her hikaye kendi hisse senediyle eslestirilmistir. Her bir etkinlik giinii (t)
icin (haber Oykiileri i¢in referans giinii), ilgili hisse senedinin kapanis fiyati ve dnceki

kapanis fiyati seans bazinda eslestirilmis ve getiri orani belirlenmistir.
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Ocak 1996-Kasim 2015 doneminde, islemler iki islem seansinda yiiriitildigtinden bu
hesaplamalar her seans i¢in ayr1 ayr1 yapilmistir. Mutlak deger olarak en biiyiik etki,
o giinkii haber hikayesinin bir gdstergesi olarak ele alinmaktadir. Ayni prosediir bir
onceki giine de (t-1) uygulanmistir. Otomatik etiketleme yaklasiminda (t) ve (t-1)
getiri degerlerinin mutlak deger olarak en biiylik olaninin yonii, haber 6gesinin isareti

(kategorisi) ile ilgili olarak nihai karara ulastirmaktadir.

Kasim 2015-Subat 2018 donemi, seans ayrimi yerine, ilgili hisse senetleri i¢in giin igi
fiyat degisimlerini (kapanis fiyati1 — agilis fiyati) kapsamaktadir. Mutlak deger olarak
en biiylik etki, haber Oykiisiiniin bir gostergesi olarak dikkate alinmaktadir. Kisacast,
(t) ve (t-1) giinlerine ait getiri oranlari, mutlak degerler agisindan karsilastirilarak ve

haberlerin kutuplulugu belirlenmektedir.

3. METODOLOJi

Siniflandirma Yontemleri

Makine Ogrenmesinde simiflandiricilar, girdi verilerini gruplara, siniflara veya
kategorilere ayiran algoritmalar veya matematiksel islevlerdir. Bu tezde, haberlerin
duygularin1 belirlemek i¢in li¢ ana siiflandirici kullaniyoruz. Bu ¢alismada kullanilan
makine 6grenmesi algoritmalar1 sunlardir: Naive Bayes Siniflandirma, Karar Agaci

Smiflandirma ve Destek Vektor Makine Siniflamasi.

Naive Baves Siniflandirma (NB):

Naive Bayes, denetimli makine 6greniminde en etkili ve etkili algoritmalardan biridir.
Temel olarak, Naive Bayes Classification, her bir 6zelligin (yani, haber 6gesinin her

bir sozciigii) kendi konumundan bagimsiz olarak tiretildigini varsayar.

Karar Agacit Siniflandirma (DT):

Karar Agaclar1 makine 6grenme yontemlerindeki yaygin siniflandiricilardan biridir.

diigiimii ile baslar ve karar diigiimleri ve yaprak diigiimleri ile devam eder. Bu sirada
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ayrica bir karar kiitiigii de bulunabilir. Karar kiitiigii, etiketi tek ozellikli olarak
gosteren diigiimdiir. Ozelligin metinde olup olmadigina karar verir. DT lerin en biiyiik
avantaji karar modelini gorsellestirmek acgisindandir. Ote yandan, 6zellik kiimesinin
yiiksek sayida 0geye sahip olmasi DT’lerin zaman agisindan etkin olmamasi ile

sonuglanir.

Destek Vektor Makinesi:

Destek Vektor Makinesi (SVM), siiflandirilmis ve belirlenmis etiketli bir egitim
setinden girig-¢cikis haritalama algoritmalar1 iireterek siniflandirma ve aykir1 saptama
icin kullanilan denetimli bir 6grenme yontemidir. SVM’ler, en yakin siniflara en uzak
mesafeye sahip olan hiperdiizlemler kullanir. SVM, ayirma ¢izgisi i¢in “cekirdek”
terimini kullanir. Aywrma ¢izgisi dogrusal ise, dogrusal cekirdekli SVM olarak

adlandirilir. Bu konuya 6zel okuyucular Kecman (2005) bakabilir.

Ozellik Kiimesi

Metinsel analiz i¢in Ozellik kiimesi, baslangigta, haber metinlerinden elde edilen
kelime seti i¢cinde en az 50 kez goriinen tiim kelimelerden olusturulmustur. Bu islem
2100 farkli 6zellik 6gesi ile sonuglanmistir. Metnin vektorel gosterimi i¢in bu 6zellik
seti tim 6grenme modellerinde kullanilmistir. Asagidaki tabloda, kelime setinde en
stk goriilen ilk 50 sozciik gosterilmistir. Ozellik kiimesindeki dgeler, naive bayes

yontemi ile elde edilen sonuglara gore 6zellestirilip sayis1 diistiriilecektir.
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Tablo D.1-Ozellik Seti

Kelime Sikhik Kelime Sikhik
milyon 14292 biiyiik 2464
ylizde 9483 aldi 2241
bir 6718 trilyon 2206
icin 6481 sirket 2117
milyar 6305 grubu 2096
yeni 5137 yonetim 2070
ilk 4849 gecen 2027
yil 4719 ciro 1843
genel 4475 daha 1812
bin 4403 sat1s 1757
en 4149 enerji 1702
tiirk 4059 yapi 1609
kredi 4020 hava 1571
holding 3636 iretim 1516
dolar 3548 hedefliyor 1499
yatirim 3426 etti 1495
tirkiye 3366 ytl 1463
net 3094 anadolu 1458
lira 2975 kadar 1440
midir 2958 satin 1418
olarak 2905 halka 1406
tl 2902 sirketi 1388
is 2654 son 1386
kurulu 2521 toplam 1385
dolarlik 2511 aylik 1373
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Veri Egitimi ve Test Sonuclari

Bolim 2'de aciklandigi gibi, haber veri kaynagindaki ilk kisitlamalar, 1996-2018
yillart i¢in 29302 farkli haber hikayesi ile sonu¢lanmaktadir. Bu bdliimde ilk olarak,
haber verilerinin ilgili stokun performansina gore pozitif veya negatif olarak otomatik
etiketlenmesi yapilmistir.  Etiketlemede objektif olmak igin hisse senedi
performanslarini bir dlgiit olarak alinmustir. Ayrica, hikayelere karsi bagka kisitlar
getirilmigstir. SOyle ki, bir sirkete ait bir haber, s6z konusu hisse senedinin en az
%09,3’liikk bir artig gdstermesi ve borsanin genel performansindan daha iyi bir
performans gostermesi durumunda pozitif olarak etiketlenir. Benzer sekilde, bir hisse
senedi piyasadan daha kotii bir performansa sahipse ve fiyat1 %7,6 veya daha fazla
diiserse, Oykii, negatif olarak etiketlenir. Bu yiiksek esikler, piyasadaki fiyat
degisimlerinin, piyasa dinamikleri veya rastgele dalgalanmalarin sonuglar1 degil,
haberlerin bir sonucu olarak degismesi olasiligini giiclendirmek i¢in secilmistir.
Olumlu olanlara kiyasla yakin sayida oykii almak i¢in olumsuz haberler i¢in daha
diisiik esik kullanilmistir. Ek olarak, haber hikayeleri arasindan sadece kelime
sayisinin 18 ve daha iistii olan hikayeler ele alinmistir. Ozetle, tiim bu simirlamalar,

1.436 haber Oykiisii ve %47 oraninda negatif etiketli haberlerle sonu¢lanmistir.

Bu etiketli verilerden “Egitim” ve “Test” ler i¢in iki ayr1 set diizenlenmistir. Egitim
seti, rastgele segilen 1.436 haber Oykiisiiniin %80’inden olusmaktadir. Ogrenme
modelimizi bu egitim veri seti ile egitiyoruz. Ayrica, haber yayim tarihlerine iliskin
olarak 1436 oykiiyii baskaca iki boliime ayirilmistir. Bu kez, “egitim” verilerini 1996
ve 2015 yillar1 arasinda yayinlanan haber Oykiilerine gore, “test” verileri ise bu

tarihten sonra yayimlanan hikayelere gore olusturulmustur.

Sekil 2-5’deki grafiklerden goriilebilecegi gibi, tiim modeller benzer dogruluk
oranlarina sahiptir. Bu sonug ne kadar iyi ya da kotii oldugunu bu noktada 6nemli bir
sorudur. Etiketlenmis haber verileri popiilasyonunda %53’likk bir oranda pozitif
olmas1 nedeniyle, her zaman pozitif sonug veren bir algoritma %53 dogruluk oraniyla

sonuglanacagi agiktir. Bu nedenle, herhangi bir siniflandirict bu kritik noktadan daha
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fazla dogruluk sagladig: takdirde, en basit anlamda iyi bir siniflandirict olarak kabul

edilir. Bu noktadan bakildiginda, tiim modellerin bu esigi astig1 agiktir.
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Sekil D.2- Multinomial Naive Bayes Ogrenme Egrisi

Learning Curves (Bernoulli NB)
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Sekil D.3- Bernoulli Naive Bayes Ogrenme Egrisi
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Sekil D.4- Karar Agac1 Ogrenme Egrisi
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Sekil D.5- Destek Vektor Makinesi Ogrenme Egrisi

Sekil D.2-5’de capraz dogrulama puaninin yeni veriler ortaya ¢iktik¢a dalgalanma
gosterdigi aciktir. Bunun nedeni, modellerin egitim setindeki verilere asirt uymasi
(overfit), fakat iyi bir sekilde genellestirilmemesidir. Egitim setinde yiiksek dogruluk
orani olmasina ragmen, model yeni verilerle iyi ¢calismayabilir. Modeller, az miktarda

egitim verisi i¢in karmagsik yapidaki (yiiksek sayida) ozellik 6gesine bagli olarak
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yiiksek bir varyansa sahip gibi goriinmektedir. iki egri arasindaki bosluk bu sorunu
gostermektedir. Daha fazla egitim verisi veya daha basit bir model kullanmak bu
sorunun basit bir ¢oziimiidiir. Bu nedenle, 6nce rastgele se¢im yontemindeki egitim
seti oranin1 %80°den %90’a yiikseltilmis, hem de 6zellik kiimesindeki 6ge sayisi
2100°den 100’e indirmek suretiyle modellerin skorlarini yeniden test edilmesi
kararlagtirllmistir. Yeni oOzellik seti, Naive Bayes yonteminin en yliksek bilgi
kazanimi iceren sozciiklerinden secilmistir. Sonug olarak, yeni 6zellik seti en fazla

bilgi iceren 100 kelimeyle sinirlandirilmstir.

Tablo D.2- Yeni Ozellik Seti

Kelime Isaret Etki
stirtiyor Negatif 8.1
sanayi Pozitif 6.6
vurdu Negatif 6.5
geriledi Negatif 6.5
cikan Negatif 6.5
gormeye Pozitif 6.1
teknoloji Pozitif 6.1
diistii Negatif 5.8
cikardi Pozitif 5.4
artirim Negatif 5.0
bedelsiz Negatif 5.0
kars1 Negatif 5.0
agirlikl Negatif 5.0
az Negatif 5.0
ihale Pozitif 4.9

Tablo D.2, Naive Bayes metoduna gore baslangi¢ egitim veri setimizde yer alan en
bilgilendirici dzellikleri gdstermektedir. Ornegin, “siiriiyor” 6zelligi, 6zellik setinde

maksimum etkiye sahiptir. Bu kelime, olumsuz haber maddelerinde olumlu
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olanlardan 8 kat daha fazla goriilmektedir. Benzer sekilde, “sanayi” olumsuz

haberlere kiyasla olumlu haberlerde 6.6 kat daha fazla kullanilan bir 6zelliktir.

Modellerin karmagikligina yonelik degisiklikler yapildiktan sonra, asir1 benzeme
probleminin (overfitting) ¢oziildiigii ve dogruluk puanlarinin énemli dlgiide arttigt
goriilmiistiir. Asagidaki sekilde goriilecegi iizere, egitim ve ¢apraz dogrulama puan
cizgileri birbirine yaklastigindan, modeller ilk durumla karsilastirildiginda diisiik
varyans ortaya koymaktadir. Asagidaki grafikler, her modelin yeni 6grenme egrilerini
gostermektedir. Multinomial Naive Bayes siniflandiricisinin goreceli olarak daha iyi
skorlar sagladig1 ve baz1 dogrulama gruplarinda (agik yesil alan) dogruluk oraninin%

70'ine ulastig1 aciktir.
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Sekil D.6- Yeni Ogrenme Egrileri

Genel olarak, yeni veriler egitim setine eklendikce, bir modelin daha iyi sonuglar

vermesi beklenir. Bu nedenle veri setine koyulan kisitlamalar degistirilerek ¢apraz
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performanslar yeniden olgiilebilir. Yani, “kelime sayis1” kisitlamasinin (halihazirda
18) degistirilmesi veya etiketleme kisitlamalarinin farklilastirilmast (halihazirda -
%7.6; %9.3), negatif haber popiilasyonunun ayni seviyede (% 47) kalmasini

saglandig1 taktirde farkli dogruluk sonuglarinin elde edilebilecegi agiktir.

Asagidaki 6zet tabloda, Multinomial NB ve SVM siniflandiricilarinin dogruluk
puaninin belirli kisitlamalara gore nasil degistigini gosterilmistir. Bu analizde, test seti
2016-2018 yillar1 arasindaki haberler sabit tutulmustur. Tablodan goriilecegi lizere,
Multinomial NB modelinin, haber kelimelerinin 18 kelime ve daha fazla olmasi ve
ilgili hisse senedinin performansina iliskin sinirlarin -%9,10 ve %10,30 olmasi
halinde % 71.43'lik bir dogruluk orani sagladigi goriilmektedir. Karar Agact ve
Bernoulli NB dahil olmak iizere diger modeller, Multinomial NB simiflandiriciya

kiyasla nispeten daha diisiik puanlar vermektedir.

Tablo D.3- Farkh Kisitlar Altinda Modellerin Dogruluk Oranlar

Negatif | Haber | Egitim | Test | Kelime | Negatif | Pozitif | Multinomial | SVM
Popiilasyon | Sayist | Seti Seti | Sayist Siur Siur NB (Lineer)
48.18% 909 818 91 18 | -9.10% | 10.30% 71.43% | 53.57%
47.61% 899 809 90 18 | -9.20% | 10.30% 70.91% | 67.27%
48.58% 883 794 89 19 | -9.10% | 10.30% 70.91% | 56.36%
48.19% 855 769 86 20 | -9.10% | 10.30% 70.37% | 68.52%
47.89% 831 747 84 21 | -9.10% | 10.30% 70.37% | 68.52%
47.02% 889 800 89 18 | -9.30% | 10.30% 70.37% | 66.67%
48.38% 833 749 84 18 | -9.40% | 10.40% 70.37% | 66.67%
48.00% 873 785 88 19 | -9.20% | 10.30% 70.37% | 55.56%
47.43% 818 736 82 18 | -9.50% | 10.40% 69.81% | 67.92%
48.02% 756 680 76 18 | -9.70% | 10.50% 69.81% | 67.92%

Siniflandiricilarin, haber dykiilerindeki duygular: 1limli bir basari ile tespit etmeyi
ogrenebildiklerini goriilmiistiir. Birka¢c 6grenme yontemine kiyasla, Naive Bayes
siniflandiricilarindan daha iyi sonuglar elde edilmistir: dogruluk oraninda yaklasik
%70 ve F-Puani i¢in %80. Dogruluk puanlari ¢esitli yollarla gelistirilebilir. En basit
olan1 haber veri setini arttirmaktir. Bu husus, finans alanindaki diger dis kaynaklardan
veri alarak saglanabilir. Ayrica, finansal metin verileri sosyal medya ve forumlar
araciliryla da elde edilebilir. ikinci yol, etiketleme islemiyle ilgilidir. Bu ¢alismada
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kurdugumuz otomatik etiketleme yaklasimi, pazar algisini polaritenin belirleyicisi
olarak ele almaktadir. Bu yonteme ek olarak insan yorumcular yardimiyla daha tutarlt

etiketler toplanabilir.

4. FINANSAL HABERLERIN BIST STOK FiYATLARINA ETKIiSi

Bu boéliimde, ilgili literatiir incelenerek ve etkin piyasa hipotezi (EMH) ve formlarina
deginilmistir. Ardindan arastirmada kullanilan veri yapis1i ve metodoloji
aciklanmistir. Bir 6nceki boliimde kurdugumuz makine 6grenimi algoritmalarinin bir
sonucu olarak, haber materyalini matematiksel formata dontistiiriilmiis ve polaritesi
hesaplanip bu haber hikayeleri piyasa analizine bir girdi olarak uygulanmigtir. Hisse
senedi getiri verilerinin haberlerden nasil etkilendigini inceleyen farkli piyasa
modelleri kurularak olumsuz ve olumlu haberlerin kukla degigkenlerinin istatistiksel
olarak anlamli olup olmadigi ve bireysel stoklarin beklenen getirilerini agiklarken
teorik olarak tutarli olup olmadig: tartigilmaktadir. Son boliimde, haberleri olumlu
veya olumsuz olarak kategorize eden algoritmanin bu piyasada ticaret tesviki saglayip

saglamadig1 sorgulanmaktadir.

Ekonomik veriler Boliim 2'de kismen agiklanmistir. Bu boliimde, “Haber Verileri”
adi altinda yeni bir kukla (ikili) degisken olusturulmustur. Yani, bir hisse senedine ait
belirli bir giinde bir haber bulunuyorsa, Haber Verisi 1°dir, aksi halde 0’dir. Haber
verisinden bagka bir degisken daha tiiretilmistir. Bu kez, hisse senedi performansina
bagli olarak degil, Boliim 3'te olusturdugumuz makine 6grenmesi yontemine dayali
olarak “negatif” ve “pozitif” olarak baska bir degisken kullantyoruz. Negatif / Olumlu
Haber degiskeni, Multinomial Naive Bayes 6grenen tahminlerine bagh olarak ikili

degiskenlerden (0 veya 1) olusmaktadir.

1/8/2006-2/28/2018 donemi i¢in en c¢ok haberi bulunan firmalardan portfoy
olusturulmustur. Portfoyli secerken sirketlere bazi kisitlamalar uygulanmistir.
Bunlardan ilki, firmalarin kurulus tarihi ile ilgilidir. 2006’dan 6nce kurulan firmalar

segilmistir. Tkinci kisitlama ise firmalarmn sahip oldugu haber sayisi ile ilgilidir. Bu
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sefer, 300 adet haber ve iistii olan firmalar secilmistir. Bu kisitlamalar sonucunda

kalan 15 sirket asagida gosterilmistir.

Tablo D.4-Portfoy firmalar

IS_I:ISI?EH Sirket Haber Sayisi
AKBNK Akbank T. A.S. 682
ARCLK Arcelik A.S. 356
ASELS Aselsan Elektronik Sanayi ve Ticaret A.S. 348
BJKAS Besiktas Futbol Yatirimlar: Sanayi ve Ticaret A.S. 310
DENIZ Denizbank A.S. 552
FENER Fenerbahge Futbol AS. 310
FROTO Ford Otomotiv Sanayi A.S. 437
GARAN T. Garanti Bankasi A.S. 754
KCHOL Kog Holding A.S. 570
SKBNK Sekerbank T. A.S. 374
TCELL Turkcell Iletisim Hizmetleri A.S. 1025
THYAO Tiirk Hava Yollar1 A.O. 1215
TOASO Tofas Tiirk Otomobil Fabrikast A.S. 428
ULKER Ulker Biskiivi Sanayi A.S. 379
VESTL Vestel Elektronik Sanayi ve Ticaret A.S. 320

Risksiz getiri oran1 olarak kabul ettigimiz 2 yillik devlet tahvili getirisi, diger bir

degisken olarak modellerde kullanilmustir.

Tek Faktor Pivasa Modeli

MM:

Ri=c+ P R+ f,,Dn+t f,Dp+e

D,, : negatif haber kukla degiskeni

Dy

: pozitif haber kukla degiskeni
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B, ,, + hisse i i¢in market getiri orani katsay1si
B;,, +hisseiigin negatif haber kukla degigkeni katsayisi

B _— hisse 1 i¢in pozitif haber kukla degiskeni katsayisi

Asagidaki tabloda, Tek Faktor MM igin regresyon sonuglari, tiim hisse senetlerinin
beklenen getirilerinin beklenen piyasa getirisinden 6nemli Olclide etkilendigini
gostermektedir. Olumsuz ve olumlu haber kukla degiskenlerinin katsayilari,
istatistiksel olarak anlaml1 ve teorik olarak bireysel stoklarin beklenen getirilerindeki
degisimleri agiklarken tutarlilik gostermektedir. Genel olarak, olumsuz haberler
stoklarin beklenen getirilerinin azaltilmasinda etkili olurken, olumlu haberler
stoklarin beklenen getirisini artirmaktadir. CAPM ve panel data MM de benzer

sonuglara ulagsmistir.

101



Tablo D.5- Tek faktor model regresyon sonuglari

Ri = 0.0001 + 0.704Rm _ + 0.001Dp - 0.004Dn RZ=0.408
AKBNK stdev  (0.0003) (0.0166) (0.0008) (0.0009)
tratio  [0.302] [42.388] [1.600] [-4.686]
Ri=  0.0002 + 051Rm  + 0.006Dp - 0.005Dn RZ=0.266
ARCLK stdev  (0.0003) (0.0166) (0.0011) (0.0012)
tratio  [0.649] [30.706] [5.191] [-4.372]
Ri=  0.0007  + 0491Rm  + 0.007Dp - 0.008Dn  R’=0.055
ASELS stdev  (0.0007) (0.0408) (0.0025) (0.0033)
tratio  [1.044] [12.04] [2.887] [-2.316]
Ri= 0.0023 _ + 0381 Rm  + 0.004Dp - 0.016Dn R=0.083
BJKAS stdev  (0.0005) (0.0282) (0.0019) (0.002)
tratio  [4.637] [13.495] [2.088] [-8.068]
Ri= 0.0012  + 0363Rm __ + 001Dp - 0.007Dn R=0.089
DENIZ stdev  (0.0005) (0.0264) (0.0014) (0.0016)
tratio  [2.499] [13.763] [6.991] [-4.3]
Ri= 0.0006  + 0263Rm _ + 0.006Dp - 0.008Dn  R=0.059
FENER stdev  (0.0004) (0.0226) (0.0016) (0.0018)
tratio  [1.52] [11.616] [4.098] [-4.606]
Ri=  0.0006 + 045Rm  + 0.005Dp - 0.005Dn R’=0.184
FROTO stdev  (0.0003) (0.0188) (0.0011) (0.0012)
tratio  [1.911] [23.91] [4.67] [-4.085]
Ri= 0.0012  + 0.733Rm  + 0.00lDp - 0.002Dn R2=0.470
GARAN stdev  (0.0003) (0.015) (0.0007) (0.0008)
tratio  [4.281] [48.74] [0.84] [-2.384]
Ri= -0.000 + 0589Rm  + 0.002Dp - 0.003Dn R2=0.343
KCHOL stdev  (0.0003) (0.0157) (0.0008) (0.0009)
tratio  [-0.198] [37.51] [2.211] [-2.985]
Ri= 0.0015  + 0569Rm  + 0.004Dp - 0.007Dn R2=0.210
SKBNK stdev  (0.0004) (0.0216) (0.0013) (0.0016)
tratio  [4.041] [26.389] [2.829] [-4.43]
Ri= 0.0001  + 0445Rm  + 0.003Dp - 0.005Dn R=0.244
TCELL stdev  (0.0003) (0.0163) (0.0007) (0.0008)
tratio  [0.326] [27.238] [4.223] [-6.471]
Ri= 0.0004  + 0508Rm  + 0.006Dp - 0.004Dn R2=0.074
THYAO stdev  (0.0008) (0.0387) (0.0015) (0.0017)
tratio  [0.452] [13.131] [3.649] [-2.42]
Ri=  0.0006 + 0.54Rm  + 0.007Dp - 0.006Dn R2=0.244
TOASO stdev  (0.0003) (0.0191) (0.0011) (0.0013)
tratio  [1.826] [28.281] [6.414] [-4.837]
Ri= 0.0013  + 0438Rm _ + 0.007Dp - 0.005Dn R—0.188
ULKER stdev  (0.0003) (0.0183) (0.0011) (0.0014)
tratio  [4.154] [23.914] [6.429] [-3.817]
Ri= 0.0019  + 0557Rm  + 0.004Dp - 0.003Dn R>=0.192
VESTL stdev  (0.0004) (0.0218) (0.0014) (0.0017)
tratio  [4.983] [25.585] [2.784] [-1.893]
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Siiflandirilan Haber Verileri ile islem:

Bu boliimde, smiflandirilmis haber verileri farkli senaryolarda ticari islem igin
kullanilmaktadir. Tiim eylemler (kisa veya uzun pozisyon), bu {i¢ makine d6grenimi
siniflandiricisina dayali olarak alinir: Multinomial Naive Bayes, SVM (Lineer kernel)
ve DT. Yani, eger smiflandirict model bir haberi olumlu (olumsuz) olarak
siniflandirirsa, o zaman strateji olarak uzun (kisa) bir pozisyon alinmaktadir. Ayrica,
tiim pozisyonlarin, giin sonunda (t giinii) ilgili hissenin kapanis fiyati ile kapanacagi;
haberlerin piyasa acilisinin basinda yaymlandigi ve islem maliyetinin sifir oldugu
varsayllmaktadir. Ozetle, Strateji 1, t giinii agilis fiyat: ile isleme baslamay1 ve giin
sonunda pozisyonu kapatmay1 ongormektedir. Strateji 2 ve Strateji 3, glin t’de

yayinlanan haberlerin, (t-1) ve (t-2)’de bilindigini varsayarak pozisyon alir.

Tablo D.6- Strateji ve islem basina ortalama getiri

Strateji Zaman/Eylem Multinomial NB | SVM | DT

Ticarete baslama (t)

1 . . .
(acihs fiyat:) 0,05% 0,06% | 0,09%

2 Ticarete baslama (t-1) 0.35% 0.36% | 0.34%
(kapamnis fiyati)

3 Ticarete baslama (t-2) 0.62% 0,65% | 0.59%
(kapamnis fiyati)

Tiim stratejilerin her senaryoda 6nemli dlgilide pozitif getiri sagladig: agiktir. Bununla
birlikte, eger ticaret maliyeti hesaba katilirsa, ortalama getiriler strateji 1 icin islem
maliyetini karsilamayabilir. Bu sonug piyasada kamuya acik bilgilerle yiliksek kar elde

edilemeyecegini dngoéren yari-giiclii bir form (semi-strong form of EMH) dogrular.

Strateji-2 ve Strateji-3, anlamli bir sekilde pozitif getiri saglar, ancak haberler
aciklanmadan 6nce pozisyonlar alindigindan, bunlar miimkiin degildir. Bu stratejiler
tek bir sart altinda uygulanabilir: bu durum igeriden bilgi olmasi halidir. Yukaridaki

tablodan, igeriden bilgiye sahip bir tliccarin, bu makine 6grenme algoritmalarina
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dayanarak bir yillik siire zarfinda %449’a varan karlar1 gergeklestirebilecegini agikca

gostermektedir.

Sonug olarak, haberler (olumlu ya da olumsuz), bireysel stoklarin performansini
aciklarken istatistiksel olarak anlamli ve teorik olarak tutarlidir. Bununla birlikte,
makine Ogrenimi algoritmalarima dayanan ticaret stratejileri, iceriden 6grenilen

bilgiler olmadik¢a 6nemli bir kazang saglamamaktadir.

5. SONUC

Bu calisgmada, BIST'de islem goren sirketlere ait finansal haberler, ilgili hisse
senedinin giinliik stok performanslarina gore pozitif veya negatif olarak otomatik
olarak etiketlenerek c¢esitli makine oOgrenmesi yontemleriyle duygu analizi

yapilmaktadir.

Caligmadaki yeni yaklasimin bir sonucu olarak, etiketlenmemis verilerden degerli
bilgiler elde edilmis ve finansal haberler icin etkili kelimelerden olusan bir liste
olusturulmustur. Degerli olan bir diger sey, tiim siirecin otomatik olarak
yonetilmesidir. Bu ¢aligmada yapilan otomatik etiketleme yaklasimi, biiylik bir veri
seti olusturma konusunda bazi tesvikler sunmaktadir. Bu siirece eklenen diger 6nemli
husus, kutupsalligin belirleyicisi olarak pazar algisinin (hisse senedinin getiri yonii)

derlenerek objektif kararlar elde edilmesidir.

Siniflandiricilarin, haber dykiilerindeki duygular: 1limli bir basari ile tespit etmeyi
ogrenebildiklerini goriilmiistiir. Birkag 0grenme yontemine kiyasla, Naive Bayes
siniflandiricilarindan daha iyi sonuglar elde edilmistir: dogruluk oraninda yaklagik

%70 ve F-Puani i¢in ise %80.

Hisse senedi performansina gelindiginde hem olumsuz hem de olumlu haberlerin ilgili

hisse senedi fiyatlar1 iizerinde etkili oldugu goriilmiistiir. Ote yandan, iceriden

ogrenilen bilgiler disinda, kamuya acik bu bilgiden kar elde etmek zor oldugu,
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bununla birlikte, haberlerin yayinlanmasindan sonra ¢ok kisa bir siire i¢inde haber
duygusunun hayata gegirilebildigi taktirde, haber etiketlerinin finansal agidan 6nemli

bir girdi olacagi ¢cok muhtemeldir.

Her seyden once, daha sofistike 6zellik kiimesinin modellerin dogruluk puanlarini
artirabilecegi konusunda iyimserlik bulunmaktadir. Boudoukh ve dig. (2013),
haberler arasindan sirkete iliskin ilgili ve ilgisiz haberleri ayirt edebilmek i¢in
algoritmalar1 gelistirmeyi Onermektedir. Benzer sekilde, haber konu basliklarin

algoritmaya yeni bir sinif olarak eklenmesi diger bir iyilestirme noktas1 olacaktir.

Bu calismadaki duygu analizi, sektdr ayrimi gdzetmeksizin sirketlere 6zgii haberlere
dayanarak olusturulmustur. Firmalarin smiflandirilmas: (sektorlere ayrilmasi) ve
modele baska bir parametre olarak eklenmesi de modeli gelistirecek diger bir
husustur. Boylece baz1 kelimeler, kategorisine gére hem negatif hem de pozitif

isaretci olarak modelin dogru tahmin yapmasina fayda saglayacaktir.
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