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We will investigate the nonlinear effects of power amplifiers on large constellation Quadrature Amplitude Modulation (QAM) in this study. A more than potential feat to enhance transmission rates in next generation wireless networks is high order QAM along with mm-wave transmission. Meanwhile, different types of nonlinearities in the transmitter side may hamper the transmitter rate and decrease receiver performances. From literature, outermost constellation points of QAM schemes are usually more adversely affected by these deteriorations. To observe these effects, the Rapp and Saleh models that consider only amplitude deformation and amplitude in conjunction with phase deformation respectively are utilized. Error vector magnitude (EVM) of each QAM symbol is evaluated to discriminate error variances of each symbol. It is observed that in-phase and quadrature errors originating from the Rapp model can be assumed as independent. On the contrary, power amplifier with the Saleh model creates error such that in-phase and quadrature parts of the errors are not independent. According to our observations, the variances of in-phase and quadrature errors may not even be equal to each other. By accounting for all above issues, receivers that con-
sider unequal EVM distribution for both models are proposed and their performances are compared with those of other receivers that exert average EVM for decoding. In addition to these receivers, a practical receiver is proposed that works on quantized observations based on a look-up table that keeps log-likelihood ratios to reduce computational complexity. Furthermore in this work, mismatched achievable rates of the equivalent nonlinear channels are presented to evaluate decoding thresholds of the receivers.
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CHAPTER 1

INTRODUCTION

High order quadrature amplitude modulation (QAM) schemes such as 1024QAM, 4096QAM that lead to high spectral efficiency are considered for next generation wireless networks to facilitate mobile data growth [1], [2]. However, transmitted signal can be distorted heavily with large constellation QAM by the nonidealities such as local oscillator leakage, nonlinear characteristics of power amplifier etc. and these distortions may decrease receiver performance significantly.

Figure 1.1: 1024 QAM constellation points passed through a power amplifier with the Rapp model
In particular, larger constellations are more adversely affected by these nonlinearities. Outermost constellation points that have relatively more power are usually more distorted and this imperfection degrades the overall receiver performance. Figure 1.1 and Figure 1.2 are examples of received symbol constellations corresponding to 1024 QAM passed through power amplifiers that run with the Rapp and Saleh models respectively. These figures are obtained without thermal noise. The reason for the clouds around the symbols is only nonlinearity of the power amplifiers. From the figures, the outermost constellation points are more distorted by the power amplifier models since the clouds around the outermost constellation points are larger than the other clouds.

![Scatter plot](image)

Figure 1.2: 1024 QAM constellation points passed through a power amplifier with the Saleh model

In [3], 16QAM and the Saleh model were utilized in the transmitter and the distortion was modelled with zero mean circularly symmetric Gaussian distribution in order to use turbo equalization on the receiver side. For the high order QAM this is not a suitable model. From Figure 1.2 the variances of in-phase and quadrature errors may not be equal to each other and the correlation between in-phase and quadrature errors
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may exist. Furthermore, the error magnitudes vary from symbol to symbol depending on symbol’s power, i.e., symbol’s place on the constellation as it can be seen from Figure 1.1 and 1.2 and [3] does not consider it.

In order to linearize the structure, digital predistortion (DPD) can be performed in the transmitter side before the power amplifier [4]. Basically, the transmitted signal is modified by DPD based on nonlinearity characteristics. However, perfect linearization is not possible and as observed in various studies the nonlinearities still remain in the transmitted signal. For example, [5] and [6] attain significant enhancements for linearization, but perfect linearization cannot be reached. Due to this imperfect linearization, this heterogeneous variation of error across the clouds as in Figure 1.1 and Figure 1.2 remains even though DPD is utilized and is referred as nonuniform error vector magnitude (EVM) in [7].

In this thesis, achievable rates of the nonlinear channels that stem from power amplifier models are evaluated. These achievable rate expressions will be explained in next chapters. Furthermore, the receivers that take the error variance of each symbol into account for both power amplifier models are proposed. The performances of the proposed receivers and those of conventional receivers that work with average error variance of the received symbols are compared. Toward practical implementation, a receiver that quantizes observations and decodes according to a look-up table that contains log-likelihood ratios is proposed to reduce the computational complexity.

The contributions of this thesis can be summarized as:

- Achievable rates of nonlinear channels that create nonuniform EVM on the constellation are evaluated.
- Performances of receivers that consider nonuniform EVM are compared with those of conventional receivers that work with average EVM of the constellations.
- Performance of a receiver that quantizes observations and operate according to a look-up table is evaluated.
In this chapter transmitter and receiver side of the system model are to be explained. We consider a simplified model in which only the nonlinearity effect of the power amplifier is accounted for. Although there may be nonlinear effects originating from various stages such as mixers, local oscillators and power amplifier drivers, we combine all their effects into the power amplifier as an abstraction and refer to the problem as the power amplifier nonlinearity since it is usually the dominant factor. Receiver thermal noise is also discarded so as to focus only on the rate limitations due to transmit nonlinearities. In addition to these system impairments, antenna of the transmitter and that of the receiver are so close that path loss, fading, Doppler effect etc. do not exist in the model.

2.1 Transmitter Side

One can examine the schematic of the transmitter side in Figure 2.1.

![Figure 2.1: Transmitter Side](image)

Each block will be explained one by one.
2.1.1 Channel Encoder

The first block is channel encoder in the transmitter side. In this work, Low Density Parity Check (LDPC) codes whose performance limit and Shannon limit are close to each other were used [8].

2.1.2 Interleaver

Interleaver block is replaced after the channel encoder block. Interleaver takes the bit sequence produced by the encoder and gives an output bit sequence in a different order. Albeit error correction codes (ECC) diminish the errors, interleaver makes robust the communication system for burst error. The cost for using interleaver is that bit interleaved coded modulation (BICM) capacity comes close but does not always achieve the coded modulation capacity as stated in [9].

2.1.3 QAM Modulator

The modulation type is Quadrature Amplitude Modulation (QAM). In this thesis, 1024 QAM was used. The symbols were produced with unit average power, i.e., $E[|X|^2] = 1$, where $X$ is a random generated symbol from a fixed alphabet.

2.1.4 Gain Block

After the QAM modulator, there is a gain block which adjusts the transmit power. When the gain $G$ is small, we operate in the linear region of the power amplifier and error vector magnitude (EVM) is small, albeit the transmit power is low. Hence we make use of the parameter $G$ to determine the power backoff level and vary EVM.

2.1.5 Pulse Shaping

In the pulse shaping part we used a root raised cosine filter having unit energy with 0.25 roll-off factor, 5 samples per symbol and 201 taps in total. This choice of param-
eters ensures an operation close to an analog model which is necessary for observing the effects of power amplifier. Figure 2.2 illustrates the filter with given parameters.

![Root Raised Cosine Filter](image)

Figure 2.2: Root Raised Cosine Filter with 0.25 roll of factor, 5 samples per symbol and 201 taps

### 2.1.6 Power Amplifier

In the literature, there are many power amplifier models that can be categorized as either memoryless power amplifier or power amplifier considering memory. In this work, two common memoryless power amplifier models, Saleh and Rapp models, were utilized.

#### 2.1.6.1 Rapp Model

Rapp model is a class of AM-AM amplifier models. Namely, the Rapp model creates only amplitude distortion and the input-output characteristic can be expressed as [10]:

\[
S_{in}(t) = A_{in}(t) \cdot e^{j\phi_{in}(t)},
\]  

(2.1)
\[ S_{\text{out}}(t) = \frac{v \cdot A_{\text{in}}(t)}{1 + (v \cdot A_{\text{in}}(t)/A_0)^{2p}} \cdot e^{j\phi_{\text{in}}(t)} \]  \hspace{1cm} (2.2)

where \( S_{\text{in}}(t) \) is the input signal, \( A_{\text{in}}(t) \) and \( \phi_{\text{in}}(t) \) are the amplitude and the phase of the input signal respectively, \( S_{\text{out}}(t) \) is the output signal. The parameters \( v \) and \( A_0 \) set the saturation level of the model and \( p \) determines the nonlinearity characteristic relative to the input signal power. As obvious from (2.1) and (2.2), the Rapp model generates only amplitude distortion. In this work, \( v \) and \( A_0 \) are taken as one and one Volt to normalize the saturation level and \( p \) is set equal to two according to [11]. Nonlinear characteristic of the Rapp model can be seen from Figure 2.3 for the given parameters.

2.1.6.2 Saleh Model

Saleh model is another common power amplifier model which considers not only AM-AM distortion but also AM-PM distortion. For this model, the input-output re-
lation characteristic can be modelled as [12]:

\[ S_{in}(t) = A_{in}(t) \cdot e^{j\phi_{in}(t)}, S_{out}(t) = G(t) \cdot e^{j\phi_{in}(t)} \cdot e^{j\Phi(t)}, \]  

\( (2.3) \)

\[ G(t) = \frac{g_0 \cdot A_{in}(t)}{1 + (A_{in}(t)/A_0)^2}, \Phi(t) = \frac{\alpha \cdot A_{in}^2(t)}{1 + \beta \cdot A_{in}^2(t)}, \]  

\( (2.4) \)

where \( S_{in}(t) \) is the input signal, \( A_{in}(t) \) and \( \phi_{in}(t) \) are the amplitude and the phase of the input signal respectively, \( S_{out}(t) \) is the output signal. \( G(t) \) is magnitude of \( S_{out}(t) \) and \( \Phi(t) \) represents the phase distortion in radian. The parameters \( g_0 \) and \( A_0 \) determine the amplitude distortion and are taken as 1 and 2 for this work that are standart values [13]. The parameters \( \alpha \) and \( \beta \) determine the phase distortion and are taken as \( \pi/4 \) and 0.25 for this work. By setting these parameters into (2.3) and (2.4), nonlinear characteristics of the power amplifier model are observed as in Figure 2.4. As deduced from Figure 2.4, signals having more power are affected more by nonlinear characteristics of the power amplifier.
2.1.7 Power Amplifier Parameters

Power amplifier parameters are crucial especially for designing the input signal. Let us define a parameter $P_{sat}^{out}$ which is the maximum output power given by a power amplifier and define $P_{sat}^{in}$ which is the minimum output power required to obtain $P_{sat}^{out}$. After defining these parameters, input backoff ($IBO$) and output backoff ($OBO$) can be written as [14]:

$$IBO = \frac{P_{sat}^{in}}{P_{in}},$$

(2.5)
where $P_{in}$ and $P_{out}$ are input signal power and output signal power. From (2.5) and (2.6), these parameters can be seen as a tradeoff between nonlinear distortion and signal power. Namely, if $IBO$ or $OBO$ increases, power of a signal and distortion will decrease and vice versa.

2.2 Receiver Side

In this section, the receiver side of the model is going to be explained. One can examine the schematic of the system model’s receiver side in Figure 2.5. The matched filter is the time reverse of the pulse shape filter. Since the pulse shape filter that was used in this work is real and even symmetric, the matched filter is the same pulse shape filter as in Figure 2.2. After the matched filter block, the demodulator block which calculates log likelihood ratio (LLR) values can be seen. In this work, 1024 QAM demodulator block was used. After the matched filter, deinterleaver is followed by a LDPC Decoder.
In this thesis, the error originating from the nonlinearity of the power amplifiers is modelled as an additive white Gaussian noise the same as thermal noise. Indeed, if the receiver knows the nonlinear characteristic exactly, a maximum likelihood sequence detector will operate perfectly. In other words, it produces no bit error in the absence of other destructive effects since the system model is deterministic. Such a detector is currently above practical reach. Therefore, the effects of neighboring symbols on a particular symbols are regarded as random noise instead of computing the error terms due to these effects. Based on this approach, we develop channel models.

The nonlinear channels have negative effects on signals in time domain such as warping and nonlinear inter-symbol interference (ISI) and in frequency domain such as out-of-band radiation \[15\]. In this work, we mainly focus on warping and nonlinear ISI effects to be further explained in this chapter.

### 3.1 Warping and Nonlinear ISI

Warping and nonlinear ISI are mainly responsible for the distortion. Figure \[1.1\] is an example of received symbols’ constellation corresponding to 1024 QAM passed through a power amplifier with the Rapp model. Due to saturated power of the amplifier, corner constellation points, i.e., constellation points having more power relatively, are closer to each other than the inner constellation points. This kind of constellation is referred to as a warped constellation \[16\].
Nonlinear ISI can occur since the matched filter may not be matched with the transmitted pulse shape after passing through a nonlinear device. In order to clarify this point, consider the scenario with a power amplifier of linear gain $g$:

$$y(t) = g \sum_n x_n h(t - nT),$$  \hspace{1cm} (3.1)

which is expressed in terms of the transmitted signal with symbols $x_n$ and root raised cosine pulse $h(t)$. The output of the matched filter can be written as

$$r(t) = y(t) * h(-t) = g \sum_n x_n \tilde{h}(t - nT),$$  \hspace{1cm} (3.2)

where $\tilde{h}(t)$ is a Nyquist pulse and ISI will not exist if the signal is sampled with sampling period $T$ and ideal synchronization $[17]$. Let us analyze the same scenario with a nonlinear power amplifier. The power amplifier characteristic, say function $f$, can be any function that has nonlinearity. Owing to nonlinearity, (3.1) and (3.2) become

$$y(t) = f \left( \sum_n x_n h(t - nT) \right),$$  \hspace{1cm} (3.3)

$$r(t) = y(t) * h(-t) = f \left( \sum_n x_n h(t - nT) \right) * h(-t).$$  \hspace{1cm} (3.4)

It can be observed from (3.4) that the presence of Nyquist pulse shaping and ideal sampling cannot eliminate ISI perfectly due to transmit nonlinearities. This ISI can be modelled with Volterra series that are general nonlinear polynomial expansions $[18]$. For discrete time, the Volterra equation can be written as $[18]$

$$y_n = \sum_i g_i x_{n-i} + \sum_i \sum_j \sum_k g_{i,j,k} x_{n-i} x_{n-j} x_{n-k}^* + \ldots$$  \hspace{1cm} (3.5)

where $y_n$ is the output at time $n$, $x_n$ is the input at time $n$, $g_i$ is a coefficient of linear tap $x_{n-i}$ and $g_{i,j,k}$ is a coefficient of third order tap $x_{n-i} x_{n-j} x_{n-k}^*$. To clarify ISI terms, (3.5) can be rewritten as

$$y_n = \underbrace{g_0 x_n}_{\text{transmitted symbol}} + \sum_{i \neq 0} g_i x_{n-i} + \sum_i \sum_j \sum_k g_{i,j,k} x_{n-i} x_{n-j} x_{n-k}^* + \ldots$$  \hspace{1cm} (3.6)

Nonlinear equalizers, either adaptive $[19]$ or non-adaptive $[20], [21]$ are proposed in the receiver side to handle nonlinear ISI in (3.6). In this work, nonlinear ISI is considered as an additive noise with a mismatched distribution function by the receivers which will be explained in later parts.
3.2 Nonlinear Channel Model for the Rapp Model

We employed a simple model for the relation between the transmitted and received symbols that is dominantly utilized in literature [22], [23], [24], albeit many other models can be proposed. The warping is modeled with a single scalar and all the remaining effects are incorporated into a noise term as in

\[ y = \alpha x + w, \]  
(3.7)

where \( x \) is the vector of transmitted \( M \)-QAM symbols, \( y \) is the vector of sampled observations, \( w \) is the error vector and \( \alpha \) is the warping coefficient. For the model given in (3.7), EVM can be calculated for \( N \) dimensional \( x \) and \( y \) vectors as [25]

\[ \text{EVM} = \sqrt{\frac{\sum_{k=1}^{N} |y_k - \alpha x_k|^2}{\sum_{k=1}^{N} |\alpha x_k|^2}}, \]  
(3.8)

where the numerator reflects error variance and the denominator performs normalization. The least squares solution of (3.7) gives the parameter \( \alpha \) such that

\[ \alpha = \frac{y^H x}{||x||^2}. \]  
(3.9)

The parameter \( \alpha \) will be a real scalar if the model operates in the linear region of a power amplifier since the Rapp model considers only amplitude distortion and phase of the input signal and that of the received signal are equal to each other. On the contrary, if the model operates in the nonlinear region, the parameter \( \alpha \) will become a complex scalar due to nonlinear ISI.

(3.7), (3.8) and (3.9) can be used for finding the average EVM of the model. However, since EVM varies from symbol to symbol, EVM of each constellation point must be evaluated separately. To do that, one cannot simply transmit a vector consisting only of the symbol \( a_i \) in which \( i \) changes from 1 to \( M \) for \( M \)-ary QAM scheme since this would mask the ISI which is randomly formed by the randomly generated neighboring symbols and the transmit nonlinearities. For this purpose, very long vectors of \( x \) and \( y \) are first generated and a subvector of \( y \), that is \( y_i \), is arranged for indices with symbol \( a_i \) being the transmitted symbol. To clarify this point, suppose \( x \) is produced randomly with

\[ x = \left( \begin{array}{c} a_{20} \ a_{14} \ a_M \ a_i \ \ldots \ \ a_i \ a_{150} \end{array} \right)_{1 \times N}^T. \]

In the receiver side, the observation samples corresponding to \( a_i \) can be written as a vector form such that
\[ \mathbf{y}_i = \left( y_{i1} \ y_{i2} \ y_{i3} \ y_{i4} \ \ldots \ y_{iK_i} \right)_{1 \times K_i}^T, \] with \( K_i \) being the number of \( a_i \) in \( \mathbf{x} \). Obviously, the members of \( \mathbf{y}_i \) are not equal to each other. After this clarification, the relation between \( a_i \) and \( y_i \) can be written as

\[ y_i = \alpha_i \mathbf{x}_i + \mathbf{w}_i, \quad (3.10) \]

where \( \mathbf{x}_i \) is the vector which consists of only \( a_i \) and \( \mathbf{w}_i \) is the error vector corresponding to \( a_i \). The least squares solution for \( \alpha_i \) can be expressed as

\[ \alpha_i = \frac{\mathbf{y}_i^H \mathbf{x}_i}{||\mathbf{x}_i||^2}. \quad (3.11) \]

The least squares solution minimizes the norm of \( \mathbf{w}_i \) and guarantees that \( \mathbf{x}_i \) and \( \mathbf{w}_i \) are orthogonal. The variance can be found by

\[ \sigma_i^2 = \frac{\sum_{n=1}^{K_i} |y_{i,n} - \alpha_i x_{i,n}|^2}{K_i}, \quad (3.12) \]

where \( y_{i,n} \) and \( x_{i,n} \) are the \( n^{th} \) elements of the vectors \( \mathbf{y}_i \) and \( \mathbf{x}_i \) respectively and \( \sigma_i^2 \) is a measure of error magnitude, that is the variance of error around symbol \( a_i \). For \( M\)-QAM transmission, we have \( M \) distinct \( \alpha_i \) and \( \sigma_i^2 \) values that can be used on the receiver side.

### 3.3 Nonlinear Channel Model for the Saleh Model

The channel for the Saleh model is slightly different than the channel for the Rapp model with three main reasons. The first reason is that the received symbols which can be seen in Figure 1.2 are rotated when the Saleh model is used for the power amplifier. The second reason is that the variances of in-phase distortion and quadrature distortion may not be equal to each other. In addition to this, distortions of in-phase and quadrature parts may be correlated especially for the outermost constellation points.

To express the rotation in Figure 1.2 one can utilize (3.10) with a complex \( \alpha_{x_i} \). In other words, to express the rotation it requires two unknown values that correspond to magnitude and phase of complex \( \alpha_{x_i} \). A \( 2 \times 2 \) matrix can also yield the rotation and this matrix is called the rotation matrix \([26]\). One can see the rotation of the
1024QAM constellation from Figure 3.2. Figure 3.2 is obtained by either utilizing a complex $\alpha$ or a rotation matrix.

In this thesis, a $2 \times 2$ matrix is preferred. Despite not sought here, other types of distortions such as I-Q imbalance can also be expressed with a $2 \times 2$ matrix [27]. Therefore, (3.10) can be revisited as

$$
\begin{bmatrix}
y_I \\
y_Q
\end{bmatrix} = 
\begin{bmatrix}
\alpha_{11} & \alpha_{12} \\
-\alpha_{12} & \alpha_{11}
\end{bmatrix}
\begin{bmatrix}
x_I \\
x_Q
\end{bmatrix} + 
\begin{bmatrix}
w_I \\
w_Q
\end{bmatrix}.
$$

(3.13)
Figure 3.2: Rotation of the 1024QAM constellation with the complex $\alpha$ or the rotation matrix

To express all transmitted and received symbols (3.13) can be manipulated as

$$
\begin{bmatrix}
y_I^1 \\
y_Q^1 \\
y_I^2 \\
y_Q^2 \\
\vdots \\
y_I^N \\
y_Q^N
\end{bmatrix}
= 
\begin{bmatrix}
x_I^1 & x_Q^1 \\
x_I^2 & x_Q^2 \\
\vdots & \vdots \\
x_I^N & x_Q^N
\end{bmatrix}
\begin{bmatrix}
\alpha_{11} \\
\alpha_{12}
\end{bmatrix}
+ 
\begin{bmatrix}
w_I^1 \\
w_Q^1 \\
w_I^2 \\
w_Q^2 \\
\vdots \\
w_I^N \\
w_Q^N
\end{bmatrix}.
\tag{3.14}
$$

In finding $\alpha_{11}$ and $\alpha_{12}$, we use the least squares solution. $\alpha_{11}$ and $\alpha_{12}$ can be found as

$$
\begin{bmatrix}
\alpha_{11} \\
\alpha_{12}
\end{bmatrix}
= (X^T X)^{-1} X^T \tilde{y},
\tag{3.15}
$$

where $X = 
\begin{bmatrix}
x_I^1 & x_Q^1 & x_I^2 & x_Q^2 & \ldots & x_I^N & x_Q^N \\
x_Q^1 & -x_I^1 & x_Q^2 & -x_I^2 & \ldots & x_Q^N & -x_I^N
\end{bmatrix}^T$

and

$$
\tilde{y} = 
\begin{bmatrix}
y_I^1 \\
y_Q^1 \\
y_I^2 \\
y_Q^2 \\
\vdots \\
y_I^N \\
y_Q^N
\end{bmatrix}^T.
$$
In this work our aim is to find a rotation matrix and a covariance matrix for each symbol. In other words, we obtain $M$ rotation matrices and $M$ covariance matrices. To do this, one cannot simply transmit a vector consisting of $a_i$'s only with the same reasons that are explained for the Rapp model. Therefore, very long vectors of $x$ and $y$ are generated. Suppose there are $K_i$ observations corresponding to symbol $a_i$.

From (3.14), one can write the relation between $a_i$ and its observations such that

$$
\begin{bmatrix}
y^I_{i1} \\
y^Q_{i1} \\
y^I_{i2} \\
y^Q_{i2} \\
\vdots \\
y^I_{iK_i} \\
y^Q_{iK_i}
\end{bmatrix} =
\begin{bmatrix}
a^I_i \\
a^Q_i \\
a^I_i \\
a^Q_i \\
\vdots \\
a^I_i \\
a^Q_i
\end{bmatrix}
\begin{bmatrix}
a_{i,11} \\
a_{i,12}
\end{bmatrix} +
\begin{bmatrix}
w^I_{i1} \\
w^Q_{i1} \\
w^I_{i2} \\
w^Q_{i2} \\
\vdots \\
w^I_{iK_i} \\
w^Q_{iK_i}
\end{bmatrix}$$

(3.16)

where

$$
\begin{bmatrix}
y^I_{i1} & y^Q_{i1} & y^I_{i2} & y^Q_{i2} & \cdots & y^I_{iK_i} & y^Q_{iK_i}
\end{bmatrix}^T
$$

is the observation vector of $a_i$ and

$$
\begin{bmatrix}
w^I_{i1} & w^Q_{i1} & w^I_{i2} & w^Q_{i2} & \cdots & w^I_{iK_i} & w^Q_{iK_i}
\end{bmatrix}^T
$$

is the error vector. (3.15) can be rewritten for (3.16) as

$$
\begin{bmatrix}
a_{i,11} \\
a_{i,12}
\end{bmatrix} = (X_i^T X_i)^{-1} X_i^T \tilde{y}_i
$$

(3.17)

As explained for (3.15), $X_i$ and $\tilde{y}_i$ are the corresponding matrix and the corresponding vector for (3.16).

Variance of $a_i$'s in-phase part can be calculated as

$$
(\sigma^2_{i,I}) = \frac{\sum_{k=1}^{K_i} |y^I_{ik} - a_{i,11}a^I_i - a_{i,12}a^Q_i|^2}{K_i},
$$

(3.18)

where $\sigma^2_{i,I}$ is a measure of error magnitude of in-phase distortion, i.e., variance of in-phase error around symbol $a_i$. For quadrature part, $\sigma^2_{i,Q}$ can be found in the same manner. Another inference from Figure 3.1 is that a correlation between in-phase and quadrature distortions may exist as observed for the constellation point B. The correlation coefficient, $\rho_i$, for $a_i$ can be found as

$$
\rho_i = \frac{(w^I_i)^T w^Q_i}{K_i}.
$$

(3.19)
where $w_1^I = \left[ w_{i,1}^1, w_{i,2}^1, \ldots, w_{i,N'}^1 \right]^T$ and $w_1^Q = \left[ w_{i,1}^Q, w_{i,2}^Q, \ldots, w_{i,N'}^Q \right]^T$.

For $M$-ary QAM, the nonlinear channels can be represented with $M$ distinct $\alpha_{x_i}$, $\sigma_{x_i}^2$ and $\alpha_{i,11}$, $\alpha_{i,12}$, $\sigma_{i,1}^2$, $\sigma_{i,Q}^2$ and $\rho_i$ for the Rapp and Saleh models respectively.

### 3.4 A Reduced Model for the Rapp model

Instead of considering each symbol’s error magnitude and warping coefficient, one can also split the constellation and consider average error magnitudes or EVMs of each region. In this work, we also split the constellation as in Figure 3.3. Although, it seems that the constellation is split into 16 regions, three regions with identical characteristics appear due to symmetry. EVMs and warping coefficients of these regions can be found as they are explained in Chapter 3.2 and the receiver’s performance that considers error magnitudes and warping coefficients of these regions will be presented in later parts.

![Partition of the constellation](image)

Figure 3.3: Partition of the constellation

It is worthwhile to emphasize that the constellation can also be split into more than or less than 16 regions. It may determine performance of the receiver. For this work, it is split into 16 regions.
In this part, achievable rate expressions of the nonlinear channels are presented.

4.1 Mismatched Achievable Rates

For this section, the channels are defined between transmitted symbols before the pulse shaping block in Figure 2.1 and received symbols after the pulse matched filter block in Figure 2.5 with perfect sampling. The achievable rate for input symbols with uniformly distributed input is given as

$$R = \log_2 M - E \left[ \log_2 \left( \frac{\sum_{x' \in A_X} p(Y|x')} {p(Y|X)} \right) \right],$$

(4.1)

where $A_X$ is the alphabet for the input. However, (4.1) is difficult to obtain analytically since the closed forms of $p(y)$ and $p(y|x)$ may be hard to calculate or not even exist. Therefore, the expectation in (4.1) can be calculated by Monte Carlo simulations.

Figure 4.1 depicts how one can calculate the expectation in (4.1) for the AWGN channel. This procedure is repeated many times and the mean of logarithm expressions must be taken to obtain the expectation.

Statistical distributions of the errors in (3.10) and (3.16) are not exactly Gaussian distribution. Moreover, they may not have known analytic expressions. Figure 4.2 and 4.3 show the errors’ histograms which are observed around the in-phase parts of 5+5j and 27+27j for both Rapp and Saleh models. These two points are particularly chosen since 5+5j is a sample of inner constellation points and the other is one of the
Figure 4.1: Calculation of the expectation in (4.1) for AWGN channel outermost constellation points. From the figures, the resultant histograms do not fit with the Gaussian curves.

In the literature, some studies utilize the distribution function close to $p(y|x)$ instead of the exact $p(y|x)$. This approach is referred to as mismatched decoding and the approximate distribution function is called the mismatched PDF. Basically, a receiver decodes observations by using a mismatched likelihood function instead of an exact likelihood function. It is worthwhile to note that the receiver does not have any assumptions about statistics of observations. Observations are decoded according to the mismatched likelihood function by the receiver. In [29] and the references therein, mismatched decoding has been applied to various scenarios including ISI channels and some capacity bounds are found for this decoding as in [30]. From this point of view, the mismatched achievable rate becomes a lower bound to (4.1)

$$R_1 = \log_2 M - E_{X,Y} \left[ \log_2 \left( \frac{\sum_{x' \in A_X} \tilde{p}(Y|x')} {\tilde{p}(Y|X)} \right) \right], \quad (4.2)$$

where $\tilde{p}(y|x)$ is a mismatched PDF. Interesting point for (4.2) is that expectation is taken over exact statistics of $X$ and $Y$, although PDF is mismatched. Expectation in (4.2) can be found by Monte Carlo simulations as found in (4.1) and Figure 4.4 illustrates procedures for finding the expectation.

For the channel model corresponding to the Rapp model, the mismatched PDF of a
Figure 4.2: Histograms of in-phase part of error distributions around 5+5j and 27+27j for the Rapp model

particular symbol \( x_i \) can be taken as

\[
\tilde{p}(y|x_i) = \frac{1}{\pi \sigma_i^2} e^{\exp\left(-\frac{\|y - \alpha x_i x_i\|^2}{\sigma_i^2}\right)},
\]  
(4.3)

whereas, the mismatched PDF for the Saleh model of a particular symbol \( x_i \) can be written as

\[
\tilde{p}(y|x_i) = \frac{1}{\sqrt{(2\pi)^2|K_i|}} e^{\exp\left(-\frac{1}{2}(y - M_i x_i)^T K_i^{-1} (y - M_i x_i)\right)},
\]  
(4.4)

where \( y \) and \( x_i \) are 2 \times 1 vectors such that \( y = \begin{bmatrix} y^I & y^Q \end{bmatrix}^T \), \( x_i = \begin{bmatrix} x_i^I & x_i^Q \end{bmatrix}^T \), \( M_i \) is the 2 \times 2 rotation matrix of symbol \( x_i \) and \( K_i \) is the 2 \times 2 covariance matrix such that

\[
K_i = \begin{bmatrix}
\sigma_{i,I}^2 & \rho_i \\
\rho_i & \sigma_{i,Q}^2
\end{bmatrix}.
\]
4.2 Achievable Rates Based on Log Likelihood Ratios

In this part, the channels are defined between $b_k$, the bits after channel encoder block in Figure 2.1, and $l_k$, the deinterleaved LLR values after the deinterleaver block in Figure 2.5. The schematic of the channels is presented in Figure 4.5.

LLR expression can be written as [31]

$$l_k = \log_2 \left( \frac{P(b_k = 0 | y)}{P(b_k = 1 | y)} \right), \quad (4.5)$$

where $b_k$ is $k^{th}$ bit for an observation $y$. (4.5) requires too many computations in particular for high order QAM. For 4096QAM, 2048 summations are needed for both the denominator and the numerator in (4.5) for just one bit. Therefore, approximate LLR is utilized in this work without loss of generality. For the Rapp model, approximate
Figure 4.4: Calculation of the expectation in (4.2) for mismatched decoding

LLR can be written as

\[
l_k = \log_2 \left( \frac{\max_{x_i \in X_{0,k}} \frac{1}{\sigma_i^2} \exp\left(-\frac{\|y - \alpha x_i\|^2}{\sigma_i^2}\right)}{\max_{x_i \in X_{1,k}} \frac{1}{\sigma_i^2} \exp\left(-\frac{\|y - \alpha x_i\|^2}{\sigma_i^2}\right)} \right)
\]  

(4.6)

and for the Saleh model it can be rewritten as

\[
l_k = \log_2 \left( \frac{\max_{x_i \in X_{0,k}} \frac{1}{\sqrt{(2\pi)^2 |K_i|}} \exp\left(-\frac{1}{2} (y - M_i x_i)^T K_i^{-1} (y - M_i x_i))}{\max_{x_i \in X_{1,k}} \frac{1}{\sqrt{(2\pi)^2 |K_i|}} \exp\left(-\frac{1}{2} (y - M_i x_i)^T K_i^{-1} (y - M_i x_i))\right) \right),
\]

(4.7)

where \(X_{0,k}\) and \(X_{1,k}\) are sets of symbols with bit 0 and 1 respectively at the given bit position \(k\). As inferred from Chapter 2, standard gray encoded BICM scheme is utilized in this work, since BICM structure is practical and robust for burst errors. As stated in [32], the achievable rate of a BICM scheme can be written as

\[
R_2 = \sum_{k=1}^{\log_2 M} H(B_k) - H(B_k | L_k),
\]

(4.8)

where \(H(B_k)\) and \(H(B_k | L_k)\) are the entropy and the conditional entropy corresponding to the \(k\)th bit. Since \(b_k\) is generated uniformly, \(R_2\) may be written as

\[
R_2 = \sum_{k=1}^{\log_2 M} 1 - H(B_k | L_k).
\]

(4.9)
Figure 4.5: The channel schematic for Section 4.2

\begin{equation}
H(B_k|L_k) = - \int f(l_k) \sum_{b_k} p(b_k|l_k) \log_2(p(b_k|l_k)) dl_k. \tag{4.10}
\end{equation}

Since $B_k$ is a binary random variable, one can express the summation in (4.10) with the binary entropy function

\begin{equation}
H_b(p) = -p \log(p) - (1 - p) \log(1 - p) \tag{4.11}
\end{equation}

so that (4.10) can be rewritten as

\begin{equation}
H(B_k|L_k) = \int f(l_k) H_b(\P(b_k = 0|l_k)) dl_k, \tag{4.12}
\end{equation}

where $\P(b_k = 0|l_k) = \frac{2^k}{1+2^k}$. In this work $H(B_k|L_k)$ is found through Monte Carlo integration since a closed form formula of $f(l_k)$ is not available.
CHAPTER 5

QUANTIZATION OF OBSERVATIONS AND SIMULATION RESULTS

In this chapter, quantization of observations are explained and then simulation results are presented.

5.1 Quantization of Observations

Obtaining LLR values for high order $M$-ary QAM are too complex since $M/2$ evaluations are performed to maximize the numerator and denominator of (4.6) and (4.7) for each bit. To reduce the computational complexity, we quantize the observations.

The observations are mapped to a quantization region according to the in-phase and quadrature magnitudes. There are $(m\sqrt{M})^2$ identical quantization regions where $M$ shows modulation order and $m$ is the resolution parameter. To illustrate, there are $(128)^2$ identical squares for 1024QAM and $m = 4$. The receivers arrange the quantization region by knowing $M$ center of mass values of the received symbols’. Suppose that $b = \max_{i=1,2,...,M} (|c_{ij}|)$ where $c_{ij}^I$ and $c_{ij}^Q$ are in-phase and quadrature value of the center of mass corresponding to transmitted symbol $a_i$ respectively. Then, each quantization region will cover a $\frac{2b}{m\sqrt{M}} \times \frac{2b}{m\sqrt{M}}$ square as depicted in Figure 5.1 that is a hypothetical figure. From Figure 5.1 all quantization regions are uniform and identical except outermost quantization regions. Outermost quantization regions extend infinity to guarantee that all observations are assigned to a quantization region. Unlike the observations as in Figure 1.1 and Figure 1.2 the quantization regions are not rotated or
warped. Some quantization regions may be unnecessary since any observation may not be mapped to any quantization region. Optimization of the quantization regions is beyond this thesis and it can be seen as a future direction.

We desire that each quantization region has pre-computed LLR values. To do this, the points that are in the middle of each quantization region are determined. Then, the points are put into (4.6) and (4.7) for the channel of the Rapp and Saleh models respectively. (4.6) and (4.7) give LLR values of each quantization region to the receiver to form look-up table. As a result, instead of calculating (4.6) and (4.7) over and over, for each observation the quantization region is determined and the receiver reads LLR values from the look-up table.

5.2 Simulation Results

Simulation results contains performances of the receivers, achievable rates of the channels and performance of the receiver that quantizes the observations. For the simulation results, LDPC encoder produces 64800 bits in which the number of input bits for the encoder is 64800r, r being the code rate. Each packet contains 64800 bits and 100 packets are transmitted to obtain simulation results.
5.2.1 Simulation Results For the Rapp Model

Three receiver models are compared in this part. The receiver that considers average $\alpha$ and $\sigma^2$ of the constellation is called the conventional receiver. The receiver that considers average $\alpha$ and $\sigma^2$ of three regions that is depicted in Figure 3.3 is called the 3-region receiver. The last receiver that considers $\alpha$ and $\sigma^2$ for each symbol is called the 1024-region receiver.

Figure 5.2 shows the six achievable rate plots as a function of the output signal power from the power amplifier. In order to determine the output back-off level, the output signal power is normalized with the maximum output power of the amplifier. From Figure 5.2, the achievable rates clearly increase when more regions are utilized by the receiver. It is also observed that achievable rates diminish with increasing the output power by incrementing the parameter G since distortion due to the nonlinearity become more effective when signal power increases. It may seem as a contradiction with [33] but Figure 5.2 does not show SNR or signal to distortion ratio. As a matter of fact, it presents the normalized output powers that restricts the rates due to the nonlinearity. For example, if one desires 8 bits/sec/Hz transmission rate for R1 of the 1024-region receiver, the normalized output power cannot exceed -3.4 dB whether the thermal noise is added or not.

In addition to these comments, as we expect from data processing inequality [34], $R_1$ is bigger than $R_2$ for all receiver types. Yet, $R_1$ and $R_2$ are very close to each other at high spectral efficiencies. When the normalized power is low, we operate in the linear region and the EVM is low. This helps obtaining high spectral efficiency and the achievable rates ($R_1$ and $R_2$) are the largest possible (10 bits/sec/Hz for 1024 QAM) and the same. On the opposite end, nonlinearity becomes effective and we start observing a difference between $R_1$ and $R_2$. This is the reason why $R_1$ and $R_2$ diverge at low spectral efficiency.

BER performances of the receivers with code rate 0.9 and 0.8 are plotted in Figure 5.3 with respect to the normalized output power again. -6.2 dB is the minimum output power among the six cases for error free communication. Therefore Figure 5.3 starts with -6.2 dB. When a point is missing it means that the simulations did not
Figure 5.2: Achievable Rates of the channel for the Rapp model

produce any bit errors. From Figure 5.3, the best performance can be obtained by the 1024-region receiver as expected. For rate 0.9, it has an advantage of roughly 0.8 dB and 1.4 dB over the 3-region receiver and the conventional receiver respectively. For rate 0.8, it will become approximately 0.6 dB and 1.4 dB gain compared with the other receivers. Although the 1024-region receiver has the best performance, its computational complexity is high since it finds and uses 1024 $\alpha$ and $\sigma^2$ values for the decoding. Therefore, partitioning the constellation can be seen as a compromise between complexity and performance.

One may deduce decoding thresholds from Figure 5.3 that can be compared to achievable rates. For example, the decoding threshold for code rate 0.9 with 1024 regions is -4.85 dB. We observe a 0.7 and 0.5 dB offsets in relation to R1 and R2 for the same case. Table 5.1 and 5.2 present decoding thresholds and offsets of the all receivers when the rates are 0.9 and 0.8. The observed offsets are in line with other BICM studies in the literature.
Figure 5.3: BER curves of the receivers with rate 0.8 and 0.9

<table>
<thead>
<tr>
<th>Rec. Type</th>
<th>Output Power corresponding to 9 bits/sec/Hz of $R_1$ and $R_2$</th>
<th>Decoding Thr. (0.9)</th>
<th>Offsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv.</td>
<td>-5.49, -6.1</td>
<td>-6.22</td>
<td>0.73, 0.12</td>
</tr>
<tr>
<td>3-region</td>
<td>-4.64, -5.02</td>
<td>-5.73</td>
<td>1.09, 0.71</td>
</tr>
<tr>
<td>1024-region</td>
<td>-4.14, -4.33</td>
<td>-4.86</td>
<td>0.72, 0.53</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of the receiver performances and achievable rates with $r = 0.9$

5.2.2 Simulation Results For the Saleh Model

For this part, three scenarios are considered. In the first scenario, the receiver regards the distortion as a circularly symmetric Gaussian noise term with a single rotation matrix $M$ and a single variance value $\sigma^2$. The correlation between in-phase and quadrature errors is ignored. In this scenario the receiver is called the conventional receiver. In the second scenario, once again the receiver discards the correlation of the errors but rotation matrix $M_i$ and variance $\sigma^2_i$ for each symbol $x_i$ are considered by the receiver. It is also noted that the receiver distribute the variance $\sigma^2_i$ equally for both in-phase and quadrature parts. This latter receiver is called the receiver without correlation. In the last scenario, the receiver utilizes $M_i$, $(\sigma^2_i)^I$ and $(\sigma^2_i)^Q$ for each constellation symbol and the correlation is regarded. The receiver in the last scenario
Table 5.2: Comparison of the receiver performances and achievable rates with $r = 0.8$

<table>
<thead>
<tr>
<th>Rec. Type</th>
<th>Output Power corresponding to 8 bits/sec/Hz of $R_1$ and $R_2$</th>
<th>Decoding Thr. (0.8)</th>
<th>Offsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv.</td>
<td>-5.01, -5.41</td>
<td>-5.43</td>
<td>0.42, 0.02</td>
</tr>
<tr>
<td>3-region</td>
<td>-4.11, -4.51</td>
<td>-4.52</td>
<td>0.41, 0.01</td>
</tr>
<tr>
<td>1024-region</td>
<td>-3.35, -3.81</td>
<td>-3.91</td>
<td>0.56, 0.10</td>
</tr>
</tbody>
</table>

is called the proposed receiver.

The achievable rates of the channel for the Saleh model are plotted in Figure 5.4 with a function of normalized output power that is defined in Section 5.2.1. From Figure 5.4, the achievable rates increase when the receivers consider the correlation and the variances of in-phase and quadrature parts separately. As before, achievable rate diminishes with increasing the output power by incrementing parameter $G$ and $R_1$ is greater than $R_2$.

Figure 5.4: Achievable Rates of the channel for the Saleh model

Figure 5.5 shows the BER performances of the receivers with a code rate of 0.9 with respect to the normalized output power again. For error free communication the mini-
mum output power is roughly -14.05 dB among the three receiver types. From Figure 5.5, the proposed receiver has the best performance. For rate 0.9, it has an advantage of roughly 4 dB and 2 dB over the conventional receiver and the receiver without correlation respectively at BER $10^{-3}$.

Decoding thresholds can also be deduced from Figure 5.5. In order to compare receivers performances, these thresholds can be analysed with the achievable rates in Figure 5.4. To illustrate, the decoding threshold of the proposed receiver with a code rate 0.9 is -9.08 dB. There is a 0.91 dB offset in relation to achievable rate 9 bits/sec/Hz requiring -8.17 dB output power. For the receiver without correlation, the threshold and the offset become -11.94 and 2.02 dB respectively. Lastly, the threshold for the conventional receiver is -14.05 dB and 2.82 dB offset can be observed. As a result, offset increases when receiver ignores the effects such as correlation and unequal error magnitude distribution. Table 5.3 summarizes all decoding thresholds and performances of the aforementioned receivers. We observe a significant performance (5 dB) given with the proposed receiver over the conventional receiver.

![Figure 5.5: BER curves of the receivers with rate 0.9](image-url)
### Table 5.3: Comparison of the receiver performances and achievable rates with $r = 0.9$

<table>
<thead>
<tr>
<th>Rec. Type</th>
<th>Output Power corresponding to 9 bits/sec/Hz of $R_1$ and $R_2$</th>
<th>Decoding Thr. (0.9)</th>
<th>Offsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv.</td>
<td>-11.23</td>
<td>-14.05</td>
<td>2.82</td>
</tr>
<tr>
<td>Wto. Cor.</td>
<td>-9.92</td>
<td>-11.94</td>
<td>2.02</td>
</tr>
<tr>
<td>Proposed</td>
<td>-8.17</td>
<td>-9.08</td>
<td>0.91</td>
</tr>
</tbody>
</table>

#### 5.2.3 Simulation Results for Receivers with Quantization

The performance of the receiver working with quantization based on look-up table is presented and compared with those of the aforementioned receivers in the previous sections. The resolution parameter, $m$, is taken as 2 and 4 and the code rate is taken as 0.9 for the simulations.

Figure 5.6 indicates the receivers’ performances that are compared for the Rapp model. From Figure 5.6 when $m$ increases, the performance of the 1024-region receiver with look-up table becomes closer to that of the 1024-region receiver without quantization.

![Figure 5.6: BER curves of the receivers for the Rapp model](image)

Furthermore, when the performance of the 1024-region receiver with quantization is
compared with the 3-region and the conventional receiver’s performances, the 1024-region receiver with quantization may be better off even for small \( m \). For example when \( m = 2 \) at BER \( 10^{-4} \), the 1024-region receiver with quantization has 0.2 dB and 0.9 dB advantage over the unquantized 3-region and the conventional receivers respectively. When \( m = 4 \), this advantage becomes 0.5 dB and 1.2 dB.

Figure 5.7 shows the receivers’ performances for the channel of the Saleh model. From Figure 5.7, the performance of the proposed receiver with quantization is improved by increasing \( m \). Its performance approaches to the proposed receiver’s performance without quantization when \( m \) increases. The proposed receiver with quantization has 0.8 dB and 3.1 dB over the correlation and the conventional receivers respectively, when \( m = 2 \) at BER \( 10^{-4} \). For \( m = 4 \), this superiority becomes 2.1 dB and 4.4 dB at BER \( 10^{-4} \).

It is worthwhile to note that the receivers with quantization set up the look-up table only once before detection operations and this reduces the computational complexity. For this work, the receivers with quantization calculate 4096 and 16384 LLR values for 1024QAM with \( m = 2 \) and \( m = 4 \), respectively. The conventional, the 3-region and without correlation receivers can also work with quantization, but this leads to
performance loss and quite low performance.
In this thesis, effect of power amplifier nonlinearity is investigated. A power amplifier can distort transmitted signal that has high power relatively and this distortion degrades performance of a receiver. Due to this distortion, it is observed that the clouds exist around QAM symbols on the constellation and EVM of each symbol varies from symbol to symbol, that can be modelled by a variance term along with a scaling coefficient.

In this thesis, two power amplifier models that are Rapp and Saleh models are utilized to analyze and model the errors due to the nonlinearity. For the Rapp Model, the in-phase and quadrature parts of the error around particular constellation point can be assumed as independent and the error variance can be equally distributed to in-phase and quadrature parts. A practical BICM receiver that considers each symbol’s error variance and power amplifier gain has the best performance among the other receivers. Instead of finding error variance for each symbol, the power amplifier gains and the error variances can be calculated for the regions by splitting the constellation as in this thesis. According to the simulation results, although complexity can be seen as the cost due to finding error variances and power amplifier gains for each symbol, the receiver that has the best performance can enhance the error rates and operate close to achievable rates.

The Saleh model is employed to examine phase distortion in conjunction with amplitude distortion. On the contrary the Rapp model, the Saleh model leads to correlation between in-phase and quadrature branches. Moreover, the Saleh model creates the errors such that variances of in-phase and quadrature parts are not equal to each other.
The simulation results show that the receiver considering the correlation and unequal in-phase/quadrature error variances outperforms other receiver schemes.

The achievable rates of the nonlinear channels are presented for both models. The achievable rates increase by considering each symbol’s EVM. The receivers having the best performances can also operate close to the corresponding achievable rate values.

To avoid computational complexity in finding log-likelihood ratios, the receivers that quantize the observations based on look-up table are also proposed. Simulation results show that receivers with quantization operate with low complexity and outperform the conventional receivers.

For future works, factor graphs can be employed for detection of each symbol by considering each symbol’s ISI channel separately and the resultant performance can be compared with nonlinear Volterra equalizers. Moreover, the detection schemes that are proposed in this work can be adapted for massive multiple input multiple output systems with different scenarios.
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