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iv
Capturing perfect photos is a challenging task that requires good composition and timing. Failure to achieve them may result in 'missing the moment'. For example, when shooting photos at sunset the sun quickly disappears behind the horizon. In this thesis, a new image editing algorithm is defined to let the user change the sun position in a photo. This is the first study in the literature which tries to solve this particular image editing problem. The algorithm can be divided into three parts. First, the image pixels are segmented into different categories, namely the sky, clouds, sun, horizon, and the foreground. Then, a real-time rendered sky is replaced with the old sky to allow changing the position of the sun. A color transfer algorithm is used to cope with the differences that cannot be accurately deduced from a single photo such as exposure, atmospheric parameters, and the camera response curve. Furthermore, techniques for relighting the cloud and foreground pixels are proposed. Finally, these relighted pixels are blended together by using the labels from the segmentation part of the algorithm to generate the final image. The proposed image editing technique works in real-time to provide instant feedback to the user. It also provides intuitive user controls to allow overriding and fine-tuning various automatically detected parameters.
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LIST OF ALGORITHMS

ALGORITHMS

Algorithm I Sun segmentation algorithm. . . . . . . . . . . . . . . . . . . . 25
Abbreviations

BRDF  Bidirectional Reflectance Distribution Functions
CNN  Convolutional Neural Network
CRF  Conditional Random Field
FCN  Fully Convolutional Network
GMM  Gaussian Mixture Model
HDR  High Dynamic Range
LDR  Low Dynamic Range
CHAPTER 1

INTRODUCTION

Capturing the perfect photo is the ultimate aim of every professional and amateur photographer. Perfect photos are often taken when the alignment of many different aspects like the orientation and position of the foreground objects as well as an aesthetic and meaningful background are established. Obtaining the desired composition for the foreground objects are generally easier than obtaining a good composition for the background. Especially, in outdoor scenes, the background is typically dynamic and cannot be changed at the will of the photographer. In particular, photographs containing the sun are difficult to capture due to the constant motion of the sun in the sky and the appearance changes induced by this motion in the foreground. As an example, a photographer may desire to capture a partial sunset together with a particular dynamic foreground composition. However, despite the foreground being ready, there may still be some time for the sun to reach the desired elevation. In this case, the photographer must either wait for this moment risking the distortion of the foreground or settle for an image with a non-ideal background. Furthermore, when the scene is ready to be captured the photographer must make fast decisions to avoid missing the perfect picture.

There are many image editing tools that allow post-processing a captured photograph to obtain the desired look-and-feel. There are many filters in popular image editing software such as Photoshop to introduce various effects [28]. Similarly, popular photo sharing platforms, such as Instagram[1] allow the user to apply various effects to their pictures. In the literature, there are also many image editing techniques that enable advanced effects such as image based material editing [20], inserting new objects into

photographs [22], and replacing the sky of an existing photograph [35].

This thesis proposes a similar advanced image editing algorithm particularly targeting an aspect of image editing that has been hitherto overlooked. The proposed approach involves making modifications to the position of the sun as a post-processing effect. The input to the algorithm is a single photograph. The user can make adjustments by selecting the sun and changing its position in the sky. The proposed approach allows not only simple changes but also drastic modifications such as setting the sun behind the horizon, bringing back up a partially set sun, changing its both azimuthal and elevation angles, entirely removing the sun, or adding the sun to a picture that is devoid of it. Such modifications entail overall changes to the photograph so that the entire photograph is consistent with respect to the new sun position. This thesis attempts to show that such advanced image editing effects are not only possible but can be applied in real-time to allow a fully interactive solution.

At the heart of the proposed algorithm lies a two-step sky segmentation in which a coarse labelling of sky pixels is obtained in the first step [35] followed by sky refinement [31] in the second. This segmentation permits re-rendering of the sky regions using an atmospheric scattering algorithm [16]. The result of this rendering is smoothly blended using a color transfer algorithm [29] with the original sky to stay faithful to the original picture. The foreground regions of the original sky (i.e. clouds) are extracted, relighted with respect to the new sun position, and blended back onto the image. Furthermore, the foreground regions of the original photograph are also relighted to obtain a consistent look with respect the current sun position. All of these operations are performed in real-time to allow instant feedback to the user. The proposed algorithm is mostly automatic. However, intuitive controls are provided to the user to override certain parameters that are automatically extracted and provide fine-tuned control on the appearance of the final image.

To summarize, the primary contributions of this thesis are:

- First image-based sun position modification algorithm in the literature,
- Realistic handling of various appearance effects that stem from updating the sun position,
• A real-time implementation allowing all modifications to be fully interactive.

The rest of the thesis is organized as follows. Chapter 2 first describes the previous image editing studies and then overviews the fundamental algorithms that are used in the current study. In Chapter 3, the proposed algorithm is explained in detail. This is followed by the experimental results shown in Chapter 4. Limitations of the suggested approach are described in Chapter 5. Finally, the conclusions and potential future improvements are given in Chapter 6.
CHAPTER 2

RELATED WORK

Image editing is an extensively studied subject within the computer graphics literature, and as a result, a large body of research exists that may serve as the background for this thesis. In this chapter, this literature is organized into two categories. In the first category, image editing techniques that are related to the presented work are discussed. In the second category, various techniques that serve as the building blocks of the proposed method are reviewed.

2.1 Image Editing

Image editing refers to the notion of processing an input image to produce an output image with desired characteristics. Such processing may occur at the global level changing the entire appearance of the image or may be confined to local regions [27].

There are many image editing algorithms that are proposed in the literature. In Poisson image editing [27], different editing tools are used with guided interpolation by solving the Poisson equations. These tools vary from seamlessly transporting a part of one image between images to changing the affect of the texture, the illumination or making a texture tileable.

Khan et al. [20] devised an algorithm to change the BRDF of an object inside an high dynamic range image and relight it with respect to its surroundings in the image. This process is tailored to highly exploit the tolerance of human vision. The algorithm can be divided into several parts of finding the object shape, calculating the environ-
Figure 2.1: Poisson image editing allows the user to transport a part of one image to another seamlessly. Image taken from [27].
Figure 2.2: The material properties of the object in the input image on the left can be changed to be a transparent object or have a different BRDF. Image taken from [20].

ment lighting and with the new material properties relighting of the object. Firstly, the sigmoidal compression is used to capture the depth of the object pixels. Then, by using the screen space gradients of the depth values, the normal of the object is approximated. Furthermore, in order to find the lighting properties of the environment, the mesh pixels are removed and a hole filling algorithm is used to fill these pixels with other pixels from the image. The center of the new image without the object is placed into a two dimensional cartesian space and then warped to create a hemisphere which has the same center. This hemisphere is duplicated in the other side to create the HDR environment map. Finally, the BRDF of the image is changed and the lighting is sampled from the calculated HDR environment map. Also, a texture can be wrapped around the object with the gradient field calculated at the first step.

Konstantinos [30] used convolutional neural networks to find the shape, material and illumination of an object inside an image. A CNN is trained to find the reflectance map of the objects inside an image. Reflectance map is the mapping of surface orientation and properties of an object to its appearance. This is done with the assumptions of constant material, distance light source and viewer.

Shih et al. [32] proposes an algorithm to change the time of day of a photo. This algorithm uses a data-driven approach. The color transfer from one frame of the video (for example sun rise) to another (night) is learned by a model. A matching time lapse video is found for the input image and the affine color transfer for that frame is applied to the input image. The overall algorithm is depicted in Figure 2.4.

As one of the more related algorithms to the current thesis, Tsai et al [35] proposed an algorithm to change the sky with another one from a suitable image. First, the scene is segmented by an FCN. Afterwards, with a online classifier, the result of
Figure 2.3: Using the input image in the top left, the reflectance maps (right side) can be found. Then the appearance of the cars can be changed by changing the reflectance maps of the objects. Image taken from [30].

Figure 2.4: The overall algorithm of the Data-driven Hallucination of Different Times of Day from a Single Outdoor Photo. Image taken from [32].
the FCN is refined to match with the input resolution. Then, by using the semantic information about the image, images with a matching sky box are found to be used as a replacement for the sky in the original image. To correctly update the color of the foreground, the semantic data from both images is used. Every pixel is updated with the mean colors of the pixels from the other images which are at the same labels. Soft blending of multiple label levels are also used in this relighting process to increase the visual quality.

2.2 Background

In this section, various techniques that are used in the current thesis and therefore serve as its backround are reviewed.

2.2.1 Scene Segmentation

Segmentation of an image into predefined labels is one of the problems that Computer Vision algorithms try to solve. Nowadays, learning based techniques dominate the computer vision research with their state-of-the-art performance on several benchmarks. In this section, Fully Convolutional Networks (FCN) [24], Grabcut [31], and color based cloud segmentation techniques [29] will be discussed.
2.2.2 Fully Convolutional Neural Networks

Convolutional neural networks are commonly used to solve semantic segmentation problems where the task is to predict a category label for each pixel in a given image. Long et al. [24] used Fully Convolutional Neural Networks for the scene segmentation problem. These networks significantly increase the performance and robustness of the per pixel scene segmentation tasks. However, the output resolution is defined in the model and constant for every input image. The model and the overall algorithm of [24] can be seen in Figure 2.6.

2.2.3 Grabcut

Boykov et al. [15], in their seminal paper, define the segmentation problem as an energy minimization problem. Firstly, the image is transformed into a graph with the following rules. The initial foreground and background pixels are the sink nodes of the graph. Every other pixel in the image is inserted as an intermediate node. Connection between every pixel and their neighbours are defined as the edges in the graph. Then, for every node a probability of being in whether the foreground and background labels is computed. The energy of the edges which are the edge weights are then defined as the difference of these probabilities of the edge nodes. Thus, one can define finding the best segmentation of the images as finding the minimum cut for this graph. Finally, a globally satisfying graph cut can be found in linear time with max-flow/min-cut algorithm [18]. Rother et al. [31] improved the graph cut
segmentation algorithm and named it Grabcut. Firstly, the gray scale color spaced used in the original method is replaced with Gaussian Mixture Model (GMM). A GMM value is calculated as a Gaussian mixture for both background and foreground. The algorithm starts with the bounding box for the foreground object as an user input. Then, the GMM values for labels are initialized with respect to the pixels that are inside and outside of this rectangle. For every iteration, the min cut is found and the result is used to better estimate the values of these GMM’s. Finally, if there are errors in some areas of the image, user can draw some strokes to change values of some pixels. Then by using this information the minimum cut algorithm is run once more and the result is the final segmentation of the foreground and the background pixels.
2.2.4 Cloud Segmentation

Cloud segmentation is used frequently at the atmospheric observation algorithms. Robust segmentation of the clouds in an image is essential at the weather analysis processes. The most robust algorithms to solve this problem usually uses color based techniques.

Long et al. [23] calculates the ratio of red and blue channels. Then this value is compared against a threshold to determine whether a pixel is cloud or not. Heinle et al. [19] uses the difference of the red and blue channels to label the pixels. Souza et al. [34] computes the Saturation of the pixel color and use it to find the label. Finally, Dev et al. [17] uses a learning based approach to segment clouds without the fine tuning that the older techniques needed.

2.2.5 Sky Rendering

Accurate capture of atmospheric scattering effects is the key to render realistic skies and big landscapes. Lots of different techniques are published to capture the scattering effect of light while passing through a dense medium. The scientific notation from [16] is used.

Earth’s atmosphere layer is a thick spherical layer around the planet. It has a different density of air molecules at every height and it is responsible for the atmospheric effects that is visible everyday and every hour. When light passes through a medium, two things happen. It can get absorbed or it can get scattered away in a different direction. Air molecules and aerosol particles are the two main medium that is the reason of these effects in our atmosphere.

The light that is scattered away at $\theta$ degrees away, can be found by the product of scattering coefficient $B^s$ and phase function $P$. For the air molecules, Rayleigh theorem states that:

$$B^s_r(h, \lambda) = (5.8, 13.5, 33.1)$$

$$P_r = \frac{3}{16\pi}(1 + \pi^2)$$

(2.1)  
(2.2)
Notice that the blue component of the scattered light is more than the other components. This is the reason for the sky appearing blue to our eyes. This happens most when the sun is at the top of the sky. However, when the sun is rising or setting, the most scattered wavelengths cannot reach our eyes resulting in an orange hue at these times of the day. Also the lack of an atmosphere results in a sky where only the direct sun light is visible. This is indeed the case at the moon surface as can be seen in Figure 2.9.

Figure 2.9: Blue is the dominant color that is scattered at the sky. Meanwhile, absence of a atmospheric layer results in a black moon sky. From left to right, images are taken from [8], [11].

For aeresol particles, Mie theorem defines the $B^s$ and $P$ as:

\[
B^s_m(h, \lambda) = B_M(0, \lambda)exp(-h/H_M)
\]  

\[
P_m = (3/8\pi)(1 - g^2)(1 + \mu^2)/(2 + g^2)(1 + g^2 - 2g\mu)^{3/2}
\]

With these information, the light that is scattered to eye position $x$ from the position $x_0$ can be defined. This $x_0$ can be at the surface of the planet or a point at the sky. $v$ is the direction from $x_0$ to $x$ and $s$ is the direction of sun direct light.

First the absorption function $T(x, x_0)$ for the light that comes from $x_0$ to $x$ is defined as:

\[
T(x, x_0) = \exp \left( - \int_x^{x_0} B^s(y)dy \right).
\]
Note that the amount of sun light is $L_{sun}$. $L_0$ which is the contribution of direct sun reflected at the position $x_0$ and arrived at $x$ is defined as follows:

$$L_0(x, x_0) = T(x, x_0)L_{sun},$$ (2.6)

and $R$ be the sum of every light that is reflected from $x_0$ and arrived at the $x$:

$$R(x, x_0) = T(x, x_0)(a(x_0)/\pi) \int_{2\pi} L(x_0, w, s) w.n(x_0)dw.$$ (2.7)

Also, the sum of the scattered light from $x0$ to $x$ in the direction $v$ is defined as $S$ as follows.

$$S(x, v, s) = \int_{x0}^{x} T(x, y) \left( \int_{4\pi} B^s(y)P(v, w)L(y, w, s)dw \right) dy.$$ (2.8)

Finally, with all this formulas, total light that is reflected to $x$ from $x_0$ namely $L(x, x_0)$, can be defined as:

$$L(x, v, s) = L_0(x, v, s) + R(x, v, s) + S(x, v, s).$$ (2.9)

Computationally, the most expensive term is $S$, as it requires the result of every scattering event along the way to $x$. Now, the proposed methods in the literature to solve $L$ will be investigated.

### 2.2.5.1 Rendering Single Scattering Visible from Space

Nishita et al. [26] is the first to propose an algorithm for atmospheric rendering. This work tries to solve the single scattering equation for the air particles with a numerical approximation. The atmosphere layer is discretized as thin spherical layers. Two directions for light is taken into account. The direction from $x$ to $x_0$ and from $x_0$ at $s$ direction to sun. The inner integral in $S$ is computed iteratively. The result is the ability to render the earth and the sea from space.
2.2.5.2 Rendering Multiple Scattering

In the following years, Nishita improved his algorithm to account for multiple scattering and the ability to view from inside the atmosphere layers.

In order to cope with the high order of integral to render the multiple scattering effect, Nishita et al. [25] proposed to divide the sky into voxels in which every voxel is defined as a viewing direction to sky with respect to the viewer. Then, the scattering effects at every reflection of the light ray is incrementally updated with respect to the previous scattering.

2.2.5.3 Sky Rendering in a Real time Game Engine

In a real-time game engine, Wenzel et al. [36] was one of the first to render realistic atmospheric scattering effect taking into account the Mie and Rayleigh in-scattering. A $128 \times 128$ grid is generated for the sky and the formula $L$ is computed at this resolution. This computation is done in pixel shaders at the GPU. This data is independent of camera direction and only gets updated once the sun direction changes. This pro-
2.2.5.4 Precomputed Atmospheric Scattering

Bruneton et al. [16] introduced their work to precompute the multiple scattering of atmospheric particles at a four dimensional spatial space. The results can be obtained in real-time and unlike previous methods, the height of the camera from the ground is taken into account. This enables the algorithm to render the atmospheric scattering at every height, from ground to space.
2.2.6 Color Transfer

Transferring the characteristics of one image to another is a widely encountered problem in many areas. These techniques can be used to enhance a photo to be more appealing to the human perception. Also, one can use to generate new photos by merging two photos together.

One of the pioneering color transfer techniques was proposed by Reinhard et al. [29]. In this method, the goal is to transfer the colors of one image to the second image. First, both images are converted into the \( L_\alpha\beta \) color space. Per channel mean and standard deviation of the two images are calculated. Denoting the mean of the images as \( M_0 \) and \( M_1 \) and the standard deviations as \( S_0 \) and \( S_1 \). \( R \) is the ratio of the standard deviation of the second image and the first image.

\[
R = \frac{S_1}{S_0} \tag{2.10}
\]

In order to transfer the first image into the second image, the following equation is used: Let the initial pixel value of the images in \( L_\alpha\beta \) space are \( L_0 \) and \( L_1 \). The mean of the first image is subtracted from every pixel in the first image. Then, the intermediate pixel values found at the last step is multiplied by \( R \). Finally, the mean of the second image is added to the current values of pixels:

\[
L' = ((L_0 - M_0)R) + M_1 \tag{2.11}
\]

This operation is applied to each color component and the result is converted back to the red green blue (RGB) color space.
The proposed algorithm takes two inputs which are the input image to be edited and a user-click representing the position of the sun. The editing process is accomplished in three stages. These are

- The segmentation of the scene into labels such as sky, clouds, foreground, sun and the horizon,
- Sky rendering based on the new position of the sun,
- Relighting of the foreground and the clouds to make them consistent with the new sun position.

An overview of the proposed algorithm is shown in Figure 3.1. Also, the notation used throughout the algorithm can be seen in Table 3.1.

### 3.1 Image Segmentation

In order to correctly change the appearance of the image, the scene should first be segmented into its categories with meaningful labels. The different object categories important for this thesis are the sky, sun, clouds, foreground and the horizon (Figure 3.2).
Figure 3.1: Overview of the proposed algorithm. Input image taken from [1].

Figure 3.2: An input image and the corresponding segmentation. Input image taken from [1].

Each category requires a different segmentation approach as explained below.

### 3.1.1 Sky Segmentation

The proposed algorithm starts with finding a binary mask for the sky pixels. This mask will be used for further segmentation steps as well as the relighting the entire
Table 3.1: List of the terms used in the proposed method

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>Crude Sky Mask</td>
<td>WxHx1</td>
</tr>
<tr>
<td>$M^u$</td>
<td>Upsampled Crude Sky Mask</td>
<td>WxHx1</td>
</tr>
<tr>
<td>$M^{u,r}$</td>
<td>Refined Sky Mask</td>
<td>WxHx1</td>
</tr>
<tr>
<td>$C^m$</td>
<td>Cloud Mask</td>
<td>WxHx1</td>
</tr>
<tr>
<td>$C^s$</td>
<td>Cloud Softness Mask</td>
<td>WxHx1</td>
</tr>
<tr>
<td>$C$</td>
<td>Original Cloud Color</td>
<td>WxHx3</td>
</tr>
<tr>
<td>$C^r$</td>
<td>Relighted Cloud Color</td>
<td>WxHx3</td>
</tr>
<tr>
<td>$C_{soft}^r$</td>
<td>Relighted Soft Cloud Color</td>
<td>WxHx3</td>
</tr>
<tr>
<td>$C_{thick}^r$</td>
<td>Relighted Thick Cloud Color</td>
<td>WxHx3</td>
</tr>
<tr>
<td>$S$</td>
<td>Original Sky Color</td>
<td>WxHx3</td>
</tr>
<tr>
<td>$S^r$</td>
<td>Re-rendered Sky Color with Color Transfer</td>
<td>WxHx3</td>
</tr>
<tr>
<td>$B^r$</td>
<td>Relighted Background Color</td>
<td>WxHx3</td>
</tr>
<tr>
<td>$I^r$</td>
<td>Final Image</td>
<td>WxHx3</td>
</tr>
</tbody>
</table>

Table 3.1: List of the terms used in the proposed method

image with the new sun position.

### 3.1.1.1 Coarse Sky Segmentation

To segment the sky pixels of the input image, a fully convolutional network (FCN) that represents the state-of-the-art for semantic segmentation is used [24]. The already trained model of [38] and [39] is used. The output of this is the probability map for each pixel of the input image, $P(i, j, k)$, where $i$ and $j$ are the pixel coordinates and $k$ is the label index. For every pixel, the most probable label index $\bar{K}_{i,j}$ is defined as follows:

$$\bar{K}_{i,j} = \arg \max_k P(i, j, k)$$  \hfill (3.1)

The coarse sky mask, $M(i, j)$, is then defined as follows:

$$M(i, j) = \begin{cases} 
1 & \text{if } \bar{K}_{i,j} = K_{\text{sky}}, \\
0 & \text{otherwise}.
\end{cases}$$ \hfill (3.2)

For computational efficiency, the FCN produces the segmentation results in $384 \times 384$.
resolution. Therefore, the sky mask computed in Equation 3.2 has also low resolution. This mask is upsampled to produce, $M_u$, which is the sky mask in the original image resolution. However, this upsampling process results in a crude sky mask that must be refined. A sample result of this algorithm is depicted in Figure 3.3.

![Input image and the crude sky mask](image)

(a) Input image  
(b) Upscaled crude sky mask

Figure 3.3: Input image and the crude sky mask gathered with the FCN algorithm. Mask is scaled to the size of the input image. Input image taken from [1].

### 3.1.1.2 Sky Mask Refinement

In order to refine the sky mask various techniques were tested. Initially, custom heuristics based on detecting edges in the original image in the neighbourhood of the crude sky mask contours were employed. However, these did not provide satisfactory results in different images in a consistent manner. Next, experiments were conducted to use a dense conditional random field (CRF) [21]. This algorithm uses the initial segmentation results as unary potentials and computes pairwise potentials between all pairs of pixels. However, the outputs of this algorithm were not satisfactory in all cases as well. The best results were obtained using Grabcut segmentation [31]. Grabcut takes the original image as well as a screen-space bounding box of the foreground. This bounding box is computed using the minimum and maximum pixel coordinates of $M_u$ matrix. The results after the Grabcut refinement are shown in Figure 3.4.
Figure 3.4: Using the input image and the foreground rectangle information as inputs, Grabcut refines the coarse sky mask generated by FCN. Input image taken from [1].

However, in pictures that have complex skylines, using the bounding box only may result in incorrect segmentation. For these cases, an interface is provided for user to draw strokes on the background to assist Grabcut in segmentation. The results of this approach are shown in Figure 3.5.

Figure 3.5: An example showing a wrong segmentation with the bounding box of FCNN segmentation and the correction from user stroke. Input image taken from [2].
3.1.2 Horizon Line Detection

Detecting the horizon line is critical for the correct rendering of the sky when the position of the sun is changed by the user. For instance, when the sun is set, the most intense orange hues will be visible around the horizon in the regions close to the sun. Therefore if the horizon line is detected in an incorrect position this colouring effect will take place in an incorrect location. To find the horizon line, first an edge detection is performed along the vertical axis of the upsampled and refined sky mask, $M^{u,r}$:

$$F(i, j) = |M^{u,r}(i, j) - M^{u,r}(i, j - 1)|,$$  

(3.3)

where $F(i, j)$ represents the binary edge mask. The horizon line is assumed to be at the $j$ coordinate which has the maximum number of edge pixels in this coordinate:

$$\arg \max_j \sum_{i=0}^{\text{width}-1} F(i, j).$$  

(3.4)

This algorithm works well for landscape images (Figure 3.6) but may fail in images where objects that occlude the horizon are close to the camera (e.g. a building with a flat-roof). To cope with this, a user interface control is provided to allow the user to modify this incorrect horizon line.

Figure 3.6: Computed horizon line position for several inputs. From left to right images are taken from [5], [6], [7].

3.1.3 Sun Segmentation

In the previous part, the cloud mask is found by using the ratio of red and blue channels. This techniques also labels the sun pixels as cloud because of the high red
channel values at the sun pixels. To cope with this, the set of sun pixels should be found. Flood fill algorithm is used to label the sun pixels [33].

At the beginning of the application, user clicks the sun to move it. The flood fill algorithm starts with that pixel. Let the first pixel be $P_0$. Three structures are used. Firstly, a stack $S$ to hold the non processed neighbours, an array $F$ which holds the pixels already labelled as sun and a set $P$ to hold the already processed pixels are defined. $F$ and $S$ is initialized with $P_0$. Then, at every iteration, a pixel is popped from $S$. If the luminance difference between $P_0$ and itself is lower then a threshold $M$, it is pushed into $F$. Also, in that case every neighbour which is not processed before is pushed into the $S$. Finally, current pixel is inserted into the processed set $P$. The algorithm is finished when the $S$ is empty and $F$ denotes the sun pixels. This technique can be seen in Algorithm 1.

<table>
<thead>
<tr>
<th>Algorithm 1: Sun segmentation algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $I$: input image, $P_0$: coordinate of the starting pixel</td>
</tr>
<tr>
<td><strong>Output:</strong> $F$: set of sun pixel coordinates</td>
</tr>
</tbody>
</table>
| **Function** SegmentSun($I$):
|  1. **while** $P$ is not empty **do**
|  2. | **if** $|I(current) - I(P_0)| < M$ **then**
|  3. | $F.push(\text{neighbour})$
|  4. | **for** neighbour $\leftarrow current.\text{neighbours}$ **do**
|  5. | | **if** $P.contains(\text{neighbour})$ is false **then**
|  6. | | | $S.push(\text{neighbour})$
|  7. | | **end**
|  8. | **end**
|  9. | $P.push(\text{current})$
| 10. | **end**
| 11. | **return** $F$ |
Figure 3.7: Sun segmentation mask in the second image is calculated with a flood fill algorithm from the first image and the user click on the sun. Image taken from [1].

3.1.4 Cloud Segmentation

In order to blend and relight the cloud pixels successfully, a cloud mask should be calculated. The segmentation technique from [23] is used to determine whether that pixel is cloud or not. The output of this method is a binary mask. First, the ratio of red and blue channels of the sky pixels are found. Then, the pixel is segmented as cloud if this ratio is bigger than a threshold $m_{\text{min}}$. The output mask $C^m$ is defined as follows:

$$C^m = \begin{cases} 1 & \text{if } (r/b) > m_{\text{min}}, \\ 0 & \text{otherwise}. \end{cases}$$

(3.5)

The reflectance of the cloud pixels change rapidly with respect to their density. Thick clouds does not let the light pass through itself, so their bluish appearance governed by the light that is scattered between the clouds and the viewer. Using this observation, it can be assumed that while the soft clouds will be bright, the color of the thick cloud pixels will be more like a darker blue sky. To correctly relight thick cloud pixels, a per pixel softness map is needed. To find this softness mask $C^s$, just like the cloud mask, the ratio of the red and blue channels are used. However, this time, $C^s$ is a gray scale mask, where the 0 value indicates that the ratio is at the minimum threshold $m$ while a value bigger than 1 indicates that the ratio is equal or bigger than a maximum threshold which is defined as $m_{\text{max}}$. The calculation of the $C^s$ is as follows:

$$C_s = ((r/b) - m_{\text{min}})/(m_{\text{max}} - m_{\text{min}})$$

(3.6)
3.2 Sky Rendering

At this point, horizon line and the sun position is found. Using this information a camera can be calibrated to match the sky rendering algorithm to the original image as explained below.

3.2.1 Assumptions about the Input Image

Several assumptions are made about the camera that captured the input image. A fixed field of view for the sky rendering algorithm is used throughout the algorithm. When this assumption does not match with the reality, the shape of the scattering effect around the sun can be different than the original image. Also, the elevation of the camera from the ground is set to 0 throughout the technique.

3.2.2 Calibration and Blending

With the information gathered from photo and the assumptions made in Section 3.2.1, the camera and sun direction properties of the sky rendering algorithm can be adjusted. First, the sun position is found by getting the center pixel of the sun mask. Then, the camera is rotated up or down till the horizon line in the rendered sky
matches with the horizon in the image. The result of this calibration can be seen in Figure 3.9.

At this point, the rendered sky can be blended with the first image by using the refined sky mask $M^{u,r}$. Note that this blending also uses the cloud mask $C$ so that the cloud pixels are used from the original image. The result of this operation can be seen in Figure 3.10.

### 3.2.3 Matching Camera Properties

There are information about the image that can not be deduced from one photo. They are, exposure, camera response curve, and densities of atmospheric particles. To cope
with this, Reinhard’s Color Transfer algorithm [29] is used to match the visual of rendered sky with the input image. Unlike the original algorithm, only the pixels that were segmented as sky pixels are used. This ensures that, without any sun movement, the new image looks as similar as possible to the old one. The result of the color transfer can be seen in Figure 3.11.

![Images](a) Input image  (b) Rendering result  (c) Result with color transfer

Figure 3.11: Reinhard et al.’s color transfer algorithm [29] is used to reduce differences with the rendered and original sky. Input image taken from [1].

### 3.3 Foreground and Cloud Relighting

When the sun is moved by user and the appearance of the sky is changed, the color of foreground and cloud pixels should be changed to match with the new lighting environment. Foreground and cloud pixels are treated differently because of their differences in surface shape and reflectance.

#### 3.3.1 Foreground Relighting

Let $\bar{S}$ and $\bar{F}$ represent the mean colors of the sky and foreground regions in the original picture, respectively. Denote their per-component ratio by $Q = \bar{S}/\bar{F}$. After updating the sky color as explained in Section 2.2.5.4, the mean foreground color is recomputed to preserve this ratio, i.e. $\bar{F}' = Q \times \bar{S}'$ where $\times$ represents per-component multiplication. To achieve this, each foreground pixel is scaled by the factor of $\bar{F}'/\bar{F}$.

$$F' = (\frac{\bar{F}'}{\bar{F}} \times F).$$

(3.7)

This effect can be seen in Figure 3.12.
However, when the input image is LDR, the mean color of the sky pixels does not represent the lighting environment successfully. In real world, the illumination amount of direct sun pixels are very high with respect to the sky pixels. However, the sun pixels in the LDR input image are generally white while some clouds can be at the same color as well. In order to cope with this, the power of the sun pixels is amplified by a factor $F_s$. This ensures that the color change of the sun and occlusion of the sun pixels effects the overall color of the foreground at a much higher rate and in a more realistic way. The factor $F_s$ is used as 1000 for all of the input images.

Another key observation about the outdoor lighting is that the direct sun contribution is much more powerful than the scattered sky colors and the transmitted sun rays through the clouds. With this, it can said that when the sun is occluded by the clouds, not only the color schema is changed to a more blue tint, the overall contrast of the image is lowered. This assumption generally holds as long as the image is not fully shadowed in the initial state.

To accommodate for this phenomena, the occlusion ratio for the sun pixels is found after every movement of the sun and the overall contrast of the foreground is reduced with respect to this occlusion value. A new variable $s$ is introduced which is the cosine power percentage of the visible sun pixels. Then, a colourfulness modulation formula inspired from tone mapping to reduce the contrast of the foreground final colors is employed. The final foreground relighting algorithm for the pixels is modified as follows:

$$F^r = \left( \frac{C'_f}{L'_f} \right)^s L'_f, \quad (3.8)$$

where $L'_f$ is the luminance computed from the color $C'_f$ after Equation 3.7 and $s$ is
the contrast term for the foreground relighting algorithm. As the sun is occluded with clouds, $s < 1$ will result in reduced colorfulness. The effect of this can be seen in Figure 3.13.

![Figure 3.13: The contrast of the foreground pixels is reduced with the factor $s$. The left image is the relighted foreground without this effect while contrast reduction is present at the right one. Image taken from [1].](image)

### 3.3.2 Cloud Relighting

The process of relighting the clouds can be divided into two parts. Changing the appearance of the soft and thick clouds. Following masks were found in the cloud segmentation chapter. $S_m$ determines whether there that pixels is cloud or not. $C_s$ is the mask for cloud softness and it’s value is higher at the pixels with denser clouds.

The overall cloud relighting algorithm can be expressed with the following equation:

$$C^r = C^r_{soft}C^s + C^r_{thick}(1 - C^s).$$  \hfill (3.9)

$C^r_{thick}$ and $C^r_{soft}$ are the relighted colors of the thick cloud pixels and the soft cloud pixels. Once these are found, the final cloud color can be found by blending those together with the thickness mask $C^s$. According to the atmospheric scattering algorithm, one can assume that when the clouds does not pass any sun light, the color of that pixel is determined by only the scattered light from that point to the camera. Thus it can be stated that the color of that cloud will be proportional to the sky light from that same direction if there were no cloud at that direction. Using this observation, the formula for relighting a thick cloud pixel can be derived. Note that $S$ is defined as the first color of the re-rendered sky pixel. Then, $S^r$ is defined as the current color
of the rendered sky after the movement of the sun. Then, the relighted color of thick cloud pixels, namely $C_{thick}^r$, can be found by changing $C$ by preserving the ratio of $S_r$ and $S$ after the movement of the sun. Now, $C_{thick}^r$ can be defined as follows:

$$C_{thick}^r = \frac{S_r C}{S}. \quad (3.10)$$

In order to relight the soft cloud pixels, some observations needs to be made. Firstly, the sun can be directly visible beneath a soft layer of clouds. $F'$ is defined as the new sun mask after the movement of sun. With this information, $C_{s0}'$ can be defined as follows:

$$C_{s0}' = S F' + C (1 - F'). \quad (3.11)$$

Secondly, sun light can increase the intensity of soft cloud layers around whole cloud clusters and this can be approximated with Lambert’s cosine law. Since the normals of the cloud pixels are unknown, a blurred version of the sky rendering is used to approximate the color changes in clouds around the sun. The blending factor is defined with a simple variable which changes with respect to the distance to the sun. Blending factor $B_f$ is defined as follows:

$$B_f = 1 - \min\left(\frac{d_c}{d_m}, 1\right). \quad (3.12)$$

$d_c$ is the current distance to sun pixel in texture space while the $d_m$ is the maximum distance where the blend factor becomes 0. Also, $B_{fp}$ is the smoothness factor for the blending factor. The blurred version of the sky rendering is defined as $S_b$. Then, final soft cloud color $C_{soft}'$ can be calculated with equation:

$$C_{soft}' = C_{s0}' S_b B_f + C_{s0}' (1 - B_f) \quad (3.13)$$

Finally, the relighted cloud pixels, namely $C'$ can be found by blending the relighted soft and thick color pixels with the cloud softness mask $C_s$. This can be seen at the equation $3.14$. Input and relighted colors of clouds can be seen in Figure 3.14.

$$C' = C_{soft}' C_s + C_{thick}' (1 - C_s) \quad (3.14)$$
3.3.3 Generating the Final Image

The final color of the background(sky) pixels, namely $B^r$, can be found by blending the relighted sky $S^r$ and relighted cloud $C^r$ pixels with respect to the cloud mask $C^m$. This process is shown at the equation \[3.15\]

$$B^r = C^r C^m + S^r (1 - C^m) \quad (3.15)$$

Finally, the pixel colors of the output image, namely $I^r$, can be found by blending the relighted foreground pixels $F^r$ and the background pixels $B^r$ using the background mask $M^{u,r}$:

$$I^r = M^{u,r} B^r + (1 - M^{u,r}) F^r. \quad (3.16)$$

The output of the proposed algorithm can be seen in Figure \[3.15\].
3.3.4 Performance

This technique heavily uses the Graphics Processing Unit. On the other hand, the Central Processing Unit usage is very low. The run time processing can be group into three categories. There are

- Computing the atmospheric scattering values
- Render the final sky, cloud and foreground pixels
- Computing the mean colors of foreground and sky to be used next frame

The first and the third items are computed in compute shaders while the second one is rendered with a pixel shader. The following performance measurements are done with a Nvidia Gtx 760 graphics card and with an input of 1024x698 resolution. The results can be seen at Table 3.2

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric scattering</td>
<td>21.2 ms</td>
</tr>
<tr>
<td>Rendering final image</td>
<td>3.2 ms</td>
</tr>
<tr>
<td>Mean color computation</td>
<td>2.4 ms</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>28.8 ms</strong></td>
</tr>
</tbody>
</table>

Table 3.2: Run time performance counters of the technique. Units are in milliseconds.
In this chapter, the results of the algorithm will be presented with a variety of input images. These images were collected with only the assumption that the sky is visible. The sun starts with its initial position and is moved across the sky by the user. If there is no sun in the image, one will be added by clicking at a random point in the sky. The results are presented in two categories with respect to the presence and absence of clouds.

4.1 Clear Sky

In this section, the result of the input images that have no clouds in their sky region will be demonstrated. These images commonly have a blue-yellow lighting environment. The altitude of the sun will lowered and the results will be discussed.

Once the sun is moved towards the horizon by the user, the mean color of the sky transforms into a more orange hue. According to the proposed foreground relighting algorithm, the mean color of the foreground will be changed as well. This can be seen in Figures 4.1 - 4.5.

Another thing to note that is the importance of the sun segmentation results. In Figure 4.6 the scattering effect is powerful around the sun and the threshold used for the flood fill algorithm is too high for that input. Because of this, the sun mask is larger than what is supposed be. The effect of the bad segmentation is most visible at the sunset. Once the false positive sun pixels starts to get occluded by the horizon, the
Figure 4.1: Input image, and relighted outputs after incremental sun movements. Note that as the sun is moved towards horizon color of the foreground pixels is changed to a more orange hue. However, the relighting of the sea is not successful. Image taken from [9].
Figure 4.2: Input image, segmentation mask, and relighted outputs after incremental sun movements. The foreground relighting looks natural because of the foreground pixels with high diffuse reflection. Image taken from [8].

Figure 4.3: Input image, segmentation mask, and relighted outputs after incremental sun movements. When the sun is halfway to the horizon the lack of the scattering calculation in foreground pixels is visible as the scattering effect can not be modified correctly by the foreground relighting algorithm. Image taken from [10].
Figure 4.4: Input image, segmentation mask, and relighted outputs after incremental sun movements. The faulty segmentation of foreground lowers the visual quality of the output. Image taken from [6].

Figure 4.5: Input image, segmentation mask, and relighted outputs after incremental sun movements. Image taken from [7].
mean color of the sky reduces too rapidly with the sun amplification and this results in a darker foreground.

In Figure 4.2, the scene segmentation algorithm labels the cloud pixels as foreground. This negatively impacts the relighting result on these pixels. Soft cloud should pass more light and the general foreground relighting algorithm can not capture this phenomena.

While the distance to the camera increases or the altitude of the sun decreases the scattering effect on the earth grows stronger. Proposed algorithm does not handle this with the lack of the depth information. This results in a bad relighting at the horizon line because there should be a more blurry and strong orange hue at those pixels. This can be seen in Figure 4.3.

The foreground relighting algorithm works well in pixels with a strong lambertian reflection property. However, surfaces like sea or metal can not be accurately relighted. Also, the proposed technique is unable to add or move the specular highlights. This reduces the quality of the output images. This can be seen in Figures 4.1 4.7.
One interesting result can be seen in Figure 4.7. The photo is taken at night. The only visible light source in the scene is the moon. The proposed algorithm can segment it as sun. The overall color of the sky is dark. With the color transfer, the rendered sky is transformed to be dark, too. At the end, the output image looks like a dark sunset. However, the lack of the reflection change in the water highly reduces the output quality.

4.2 Cloudy Sky

The way clouds interact with light is very different because of their volumetric properties. The thickness of the volume directly impacts the light interaction. Soft cloud pixels transmit more light while the thick clouds pixels only reflects the scattered light on their surfaces. Handling this difference correctly is the most important point in the cloud relighting algorithm.

As the cloud segmentation uses the ratio of red and blue channels, all of the clouds can only be segmented correctly when this ratio is distinguishable in sky and cloud pixels.
Figure 4.8: To prevent false positive segmentation, some cloud pixels are sacrificed. This results in a less dense cloud field. Image taken from [3].

This happens only when there is no bright sky or dark cloud pixels. In these cases, to not have false positive cloud pixels in the scattered areas, a high cloud threshold is chosen at the cloud segmentation algorithm. This results in missing clouds, especially the thick ones. This can be seen in Figure 4.8.

In Figure 4.9 it can be seen that the best cloud relighting results can be obtained when the sky and cloud pixels are easy to segment. Also, a better visual quality can be achieved when the histogram of the cloud softness mask $C_s$ is uniform which means that the input image has clouds with many levels of thickness. The cloud relighting algorithm works well with both very thick, very soft and also for clouds in between by using blending for the intermediate pixels. Also, the effect of the contrast reduction from sun occlusion for the foreground can be seen in Figure 4.9.
Figure 4.9: If the cloud softness mask $C_s$ has enough contrast, cloud relighting algorithm works well. This is indeed the case in this input. Also, the effect of the foreground contrast reduction is visible. Image taken from [1].

Figure 4.10: A cloud mask with hard edges reduces the visual quality of the output.

As mentioned before, proposed algorithm can also insert sun into photos without one. Figure 4.10 is an example for that. However, the hard edges of the cloud mask $C_m$ lowers the visual quality of the output.
CHAPTER 5

LIMITATIONS

The challenge in this thesis is that our problem requires solving many subproblems. Many of those problems are tackled by making many assumptions about the properties of the scene, atmosphere or camera. This forces the algorithm to have many parameters and the selecting the optimal parameters are crucial to the overall success of the algorithm. Also, some natural phenomena like the scattering effect on the foreground, direct shadows, specular reflections on water or metallic objects or correct calculation of indirect lighting was missing because of the lack of information like depth, geometry and BRDF of these surfaces. In this chapter, the limitations caused by aforementioned issues will be discussed.

5.1 Incorrectly Placed Horizon Line

The horizon line calculation algorithm reviewed at Subsection 3.1.2 finds the vertical line with the most edge pixels in the sky mask. This technique fails when the camera is tiled upwards or a big object is near the camera and occludes the sky. The vertical line is found on the upper sections of the occluder object. Using this horizon line results in a stretched sky rendering with a high scatter effect with a dominant orange color. As the color transfer technique [29] works in a global scale, it can not undo this error. Figure 5.1 demonstrates this issue.
Figure 5.1: In this input the horizon line is estimated to be higher than its correct level. This results in a premature sun set. This gives the false impression that the mountains in the image are actually a lot smaller. Image taken from [4].

Figure 5.2: High threshold value is used to segment the clouds. This prevents scattered pixels to be segmented. However, some parts of the cloud layer is lost. Image taken from [3].

5.2 Cloud Segmentation Parameters

The cloud segmentation algorithm defined at the Subsection 3.1.4 uses the ratio of red and blue channels of the sky pixels to segment the cloud pixels. A minimum and maximum value is defined for the ratio and the ratio is linearly transformed into this region to have a 0 value at the minimum and 1 at maximum. This makes the tweaking of these values paramount for the success of the cloud segmentation. Images that have sky pixels with a higher ratio then the thick cloud regions can not be segmented correctly this technique. In these cases, either false positive cloud pixels emerge from some sky pixels or some thick cloud pixels are labelled as sky pixels. Generally, the latter is chosen in the algorithm. Result of this can be seen in figure 5.2.
5.3 Foreground Depth

The geometric shape of the sky can be modelled without much information. This enables the sky rendering to achieve realistic results without any other information. However, lack of the surface depth forces the algorithm to disregard many effects in foreground relighting.

The scattering algorithm at Chapter dictates that the scattering effect on an object increases with the distance to the camera. This effect also gets amplified when the sun’s altitude is lower. Currently, the atmospheric scattering algorithm is only run for the sky pixels at which the depth can be estimated by simple arithmetic. However, if depth of the foreground pixels were available, the scattering effect could have been applied to the foreground as well. Lack of this information, reduces the visual fidelity of images with deep horizon lines.

Direct sun light is the most powerful light sources in the input images. This increases the contrast between the occluded and not occluded pixels very. Also, the direction and intensity of the shadows are a strong visual cue for the human perception. Like scattering, lack of depth and geometry information forces the proposed algorithm to neglect shadows. If the depth information were available, the foreground relighting algorithm would be very different. Firstly, the algorithm proposed by Xu et al.  can detect and remove the shadow pixels from an image. After that, screen space ray tracing techniques  can be used to insert both new shadows and calculate better ambient for the pixels according to the new sun direction. This would probably be one of the best improvement for the proposed algorithm.

5.4 Surface BRDF

The reflectance of a surface governs how that surface interact with light. Bidirectional Reflection Distribution Function (BRDF) is a four dimensional function which takes position, normal, light direction and view direction as input and outputs the color of that position. Many models are proposed to mimic the real life visuals of many different materials. Without the BRDF of the pixels, the relighting algorithm
is not capable of handling specific types of material. For example, the specular highlight on the sea, which is the result of a high gloss and high specular BRDF, does not change when the sun moves. This is easily recognized by the human perception and reduces the overall quality of the output. This can be seen in Figure 5.3.

Figure 5.3: After the sun movement the water pixels can not be relighted correctly without the BRDF. Image taken from [9].
CHAPTER 6

CONCLUSION AND FUTURE WORK

In this chapter, a brief summary of the algorithm that this thesis propose will be given. Furthermore, possible, and most important improvements that can be done in the future will be discussed.

6.1 Summary

This thesis proposes an algorithm to change the sun position in a photo. First, the image is segmented in per-pixel fashion into several categories. Then, with this information, the sky is re-rendered using atmospheric scattering rendering algorithms and blended with the old one. Using the color values of this new sky, the clouds and the foreground is relighted to match with the new lighting environment. All of these new information is blended by the segmentation masks calculated in the first part to produce the final image.

6.2 Conclusions

The results section shows that this algorithm can generate successful results in a wide section of inputs. Proposed technique can handle the clear sky images easily and does not require too many tweaking to the parameters. A photo that were captured at midday can be transformed into sunsets or sunrises. Even though the field of view or horizon line can be different from the estimations, the results are visually pleasing.
Meanwhile, the cloudy images are harder to edit. The success of these images depend on the cloud segmentation algorithm. Using the ratio of red and blue channels of the sky pixels to segment clouds does not work very well at many of the inputs. When the cloud softness mask has a uniform histogram the output of the cloud relighting is successful and visually pleasing. Also, not being able to capture a soft blending mask for the clouds can generate a hard lined cloud layer in the output.

Images with diffuse surfaces and soft shadows give better results. However the ones with materials like water or metal can not be relighted correctly without the reflectance information. Furthermore, the algorithm can not handle shadows which is easily detectable by human perception when the shadow is sharp and ambient lighting is low.

### 6.3 Future Work

The foreground relighting works by changing the mean of the foreground pixels with respect to the new rendered sky. However, there many different lighting phenomena that is not uniform at every pixel of the foreground. For example scattering effect can not be applied to the foreground pixels because of the lack of depth information. With a depth estimation algorithm, the atmospheric scattering technique can also calculate the scattering effect of the foreground as well. This would increase the visual quality of the results especially when the sun is setting or rising.

One other lighting parameter is the normal of the surfaces in the image. Light reflected from a surface is highly dependent on this parameter. The gradient of the depth can be used to generate a view space normal and then the foreground can be relighted by using this new information.

The least successful inputs for our algorithm is the images with high specular surfaces like water or metal. The proposed foreground relighting algorithm is not able to move the specular reflections on these images after the sun movement. To fix this, reflectance inference algorithms can be used to first segment these surfaces and the high specular pixels. Then, these pixels can be filled by the surface color and the new specular reflection can be added by taking into account the new sun position.
A user study can be made to test the output of the algorithm by a group of users. The images that were altered with the algorithm can be mixed with other landscape photos. The questions:

- Which photo looks more realistic
- Which photo looks more pleasing

can be asked.

Finally, the results of this algorithm can be compared with the ground truth. A frame from a time lapse video can be given as input and the output can be compared with the corresponding frame. Also, computer generated images can be used to check not only the final output of the algorithm, as well as the outputs from the intermediate steps.
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