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ABSTRACT

EXAMINING THE USE OF BUSINESS ANALYTICS IN
ORGANIZATIONS: AN EXTENSION OF THE TECHNOLOGY
ACCEPTANCE MODEL

Bayram, Nazh
MBA, Department of Business Administration
Supervisor  : Assist. Prof. Dr. Melek Akin Ates

June 2018, 165 pages

Business analytics offers a rich set of benefits that provide significant returns to
the organizations. Business analytics systems eliminate the complexity of
interpretation of raw data by transforming it into meaningful, accurate,
understandable, and shareable information across the organization. Business
analytics enables users to make crucial business decisions quickly and reliably
by providing the analytical tools that they need to find and interpret
information. The main aim of the study is to investigate the factors that affect
use of business analytics in the organizations. The factors are examined under
three major categories: personal, technological (analysis performance of the
system and, interface and integration quality of the system) and organizational
(analytical decision-making culture). These three determinants are analyzed
under an extended version of the technology acceptance model. This research is
focused on shaping possible theoretical and practical implementations of

business analytics use in organizations.



Keywords: Business Analytics, Technology Acceptance Model, Analytical
Decision-Making Culture, Analysis Performance of the System, Interface and

Integration Quality of the System
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ORGUTLERDE IS ANALITIGI KULLANIMININ GELISTIRILMIS
TEKNOLOJI KABUL MODELI ILE INCELENMESI

Bayram, Nazh
Yiiksek Lisans, Isletme Boliimii

Tez Yoneticisi : Dr. Ogr. Uyesi Melek Akin Ates

Haziran 2018, 165 sayfa

Is Analitigi, organizasyonlara ¢ok onemli getiriler saglayan zengin bir dizi
avantaj sunar. Bu sistemler, ham verilerin karmagikligini, organizasyon
genelinde anlamli, dogru, anlasilabilir ve paylasilabilir bilgilere doniistiirerek
ortadan kaldirir. Is analitigi, kullanicilara cesitli analitik araclar sunarak 6nemli
is kararlarin1 hizli ve giivenilir bir sekilde alabilmelerini saglar. Calismanin
temel amact kurumlarda is analitiginin kullanimin1 etkileyen faktorleri
arastirmaktir. Faktorler, is siireclerinde is analitigi araglarinin kullanimin
etkileyen kisisel, teknolojik (sistemin analiz performansi, sistemin entegrasyon
ve arayuz Kkalitesi) ve organizasyonel (analitik karar verme kiiltiirii) bilesenler
olmak tzere G¢ ana kategoride incelenmektedir. Bu (¢ unsur, teknoloji kabul
modelinin genisletilmis bir versiyonu ile analiz edilmistir. Bu arastirma,
isletmelerde is analitigi kullaniminin olasi1 teorik ve pratik uygulamalarim

sekillendirmeye odaklanmuistir.
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CHAPTER 1

INTRODUCTION

Data has always been very valuable. However, treating data as a measurable
entity has changed the world's point of view. Statistics is much more than just
being a valuable scientific discipline that is transforming data to knowledge; it
gives insight, but most importantly brings value. This is exactly the point of
intersection of analytics and business. Being smarter than the others is seen as
the secret of success to business. Business analytics became indispensable
because it carries this wisdom into business life since it provides competitive
advantage (Stubbs, 2011).

Business analytics is different than simple analytics or advanced analytics. The
base of business analytics basically consists of them, but it mainly transforms
all forms of analytics into business actions. Business analytics can be defined as
“the practice and art of bringing quantitative data to bear on decision-making.”
(Shmueli, Bruce, Yahav, Patel, & Lichtendahl, 2018). Business analytics adds
business relevancy, actionable insight, performance measurement and value
measurement to the analytics. Once the conversion of data to knowledge is
completed, business analytics brings tactical value, creating competitive

advantage and supporting corporate strategy (Stubbs, 2011).

Information-assisted management is a highly desirable and efficient way to run
a company. For instance, business intelligence systems, one of the most widely
used business analytics systems in organizations, with well-integrated analytics

techniques serves that purpose. Business intelligence refers to computer-based



techniques enables to carry out a systematic process to collect, analyze and
disseminate information to support operational and strategic decision making
(Hannula & Pirttimaki, 2003). Oz¢am and Coskun (2016) state that companies
began to use business intelligence at a growing rate and many of non-users are
planned to use in the coming years. Mostly, construction, publishing and paper
products, and metal goods industries use the business intelligence (Ozcam &
Coskun, 2016). An interview was conducted with a company located in the top
ten in Europe in the foundry industry. While they are performing operational
processes, they have lots of needs to meet in efficient way with high-quality
outputs. Handling the complexity of supplier and customer relations, keeping
production cost low, controlling the operating costs, increasing the quality of
after sales services, dealing with possible declining profits, dealing with new
technologies, increasing operational efficiencies and reducing procurement
costs are the main aims for every manufacturing company like them. Thanks to
the business intelligence software they frequently use, improving operational
efficiency and decreasing costs by analyzing profit and loss, controlling all
parties including products sales analysis, raw materials, supplier outlays and
cost effectiveness of different distributors are all possible (Personal
communication, 2018). Another area where business analytics can be applied is
job shop scheduling: assigning different works in a sequence to specific
machines (Bigus, 1996). Many constraints on scheduling are satisfied by neural
networks. Another application area is to quality/quantity control of finished
goods (Bigus, 1996). It is implemented by a well-known technique called
statistical process control. A further example is to handling complex mixtures
of materials used in production where the main purpose is minimizing waste
production (Bigus, 1996). Firms are searching for solutions to optimize their
complex processes and reduce costs. To sum up, business analytics systems are

the key to many complicated problems.



Business analytics applications are currently one of the hot topics in
information technology (IT)-related research areas (Parks & Thambusamy,
2017). Business analytics has often been studied from the perspective of
computer science. This study, however, will examine the topic from the
business perspective: which factors affect the use of business analytics systems

in business processes.

Organizations invest in information systems for many different reasons. If all
mentioned benefits of business analysis are taken into account, it seems very
unreasonable that these systems are not used in organizations. However, studies
illustrate that business analytics are not used to a similar extent among
organizations, and even among employees in the same organization
(DecisionPath Consulting, 2010). Researchers have focused on the factors that
could enable to increase the use of information systems into business. In his
seminal study, Davis (1986) proposed the technology acceptance model
(TAM). Since then, TAM has been tested and expanded several studies in
various context such as e-mail usage (Davis, 1986), online shopping (Devraj,
Fan, & Kohli, 2002), and interactive TV (Choi et al., 2003). In general, TAM
has been experimentally proven to estimate about 40% of the use of a system
(Legris, Ingham, & Collerette, 2003). Although TAM has been investigated to
examine the adoption of several technologies, there is a scarcity of research that
explicitly focuses on business analytics. In order to fill this gap, in this master
thesis, TAM is examined in terms of the factors that affect the use of business
analytics systems in business processes. The perceived usefulness and ease of
use of the system is examined as the most influential factors, positively
affecting the attitude toward use. As antecedents of TAM, analysis performance
and, interface and integration quality of the system are investigated as

technological factors, analytic decision making culture is investigated as an



organizational factor. Finally, several personal characteristics, experience level
and the effect of system complexity are examined as control variables affecting

the actual use of business analytics.

Organizations use business analytics to support their decision making process
for both administrative operations and also to ensure critical information is
provided in a timely and trustworthy manner. In other words, business analytics
is a helpful tool that enables to sustain data-based decision support mechanism
in an organization by reaching critical information better, faster, and more
reliable. Companies in data-oriented business environments can succeed if their
employees are able to make accurate decisions with the help of business
analytics. Understanding the business analytics processes leads structured and
systematic decisions, thus less error in business situations (Provost & Fawcett,
2013). In this study, business analytics use is investigated under extended
technology acceptance model. In the next part of this section, research
objectives, the research question and research methods are explained,

respectively.
1.1 Research Objectives

In this section of the paper, the objectives of the study are stated under two

dimensions: theoretical and practical objectives.
1.1.1 Theoretical Objectives

It is a fact that the value of business analytics has increased and evidence-based
management is becoming more and more common day by day. Companies have
started to invest and use different analytical tools to make data-based decisions.
However, the factors affecting the use of information systems in organizations

that enable and support data-based decision-making have not been extensively



examined before. Most of the literature investigates the factors for the use of
systems that ease operational management and provide simple reporting for
organizations, rather than examining the systems that enable business analytics
to be used in business processes. Therefore, in this study, the factors affecting
use and adoption of a system with business analytics tools have been studied
based on technology acceptance model which is one of the most fundamental
theories in this respect. In the light of the technology acceptance model,
Perceived Usefulness and Perceived Ease of Use were studied as two main

factors. In addition, the direct effect of attitude on use was analyzed.

Technology acceptance model mainly engaged in individual factors such as
perception and attitude. However, during analyzing the use of business
analytics tools, apart from the personal factors, organizational as well as
technologic factors play an important role. Considering this fact, this study has
two major contributions. Firstly, an organization-related factor Analytical
Decision-Making Culture was added to the technology acceptance model as a
first antecedent. Secondly, system-related factors; analysis performance and,
interface and integration quality of the system were included to the model as
second and third antecedents of TAM. All of these factors together were
considered as major variables that affecting adaptation and use of business

analytics tools in the organizations.

The main objective of this master thesis is to test the technology acceptance
model (TAM) in the business analytics context, and contribute to theory
development by extending the TAM model via examining organizational and
technological level antecedents. Although the impact of business analytics on
organizational decision making mechanism is undeniable, fully integration to
the evidence-based decision making has not completed yet for all organizations.

Thus, it is quite important to gather the most important factors affecting the use



and adaptation process to the business analytics tools in order to contribute to
the theory. Although this study is generally considered as a theory-testing
research since most of the constructs are known, because of the participation of
new antecedent factors to the model, this study is also a theory-building

research.
1.1.2 Practical Objectives

The adoption of the technology acceptance model developed specifically for
business analytics tools will be useful for different parties. Firstly, statisticians,
who design the statistical analysis tools, will be able to integrate the most useful
business analytics tools into the system to provide benefits to companies.
Besides, they will be able to decide more easily which systems need those tools
to be integrated. Secondly, the system designers will be able to construct a user
friendly design which enables the users to implement more easily. Thirdly,
software developers will be able to develop the system in line with the
information they receive from statisticians and designers, use their resources in
priority areas, use the cost correctly, and early identify possible problems that
may arise during implementation. With respect to managerial decision making,
this thesis can aid the managers in gaining general understanding of the factors
that affect use of business analytics tools. It leads to a successful project
management while integrating business analytics tools into any system and a
good communication within the users. Thanks to successfully handled user
factors into an organization, managers will be able to gain more insights about
business practices and costumer behaviors. Business analytics turns
unstructured large data sets into better business decisions. Decision-maker can
manage the company’s resources, potential investments, and customer
relationships well. Thus, operating efficiency will be improved (Elbashir,

Collier, & Davern, 2008). In addition, managers will be able to improve



predictability by continuously following customer behavioral patterns and
market trends. Companies thereby can plan their operations better and deal with
uncertainty of business activities thanks to warning system for detecting the
symptoms of potential problems in the business patterns. Moreover, companies
will be able to act quickly with accurate decisions. Timely decisions give huge

competitive advantage in intense, global competition (Min, 2016).

In general, business analytics tools can be integrated into many systems such as
customer relationship management (CRM), supply chain management (SCM),
enterprise resource planning (ERP), and business intelligence (Bl) systems. In
addition, there are programming languages and package programs that allow
only statistical analysis such as R, Python, SPSS, and Stata. Present study can
be used as a preliminary assessment by implementers and practitioners about
which user factors are important for the system use and accordingly which
actions should be taken in design, development and management phases in
order to enable a smooth acceptance and continuous use of the business

analytics tools.
1.2 The Research Question

The main aim of this research is to investigate the use of business analytics in
the organizations. It is a fact that it is very risky if decisions are made based on
gut feeling, intuition, or emotions (Maisel & Cokins, 2015). Therefore, it can be
said that rational analysis, independent of human factors, positively influences
on the management of organizations and decisions made. Thus, it is a critical
point to examine the factors that influence the use of business analytics
software by employees in companies that have invested in business analytics. In

the light of the main objective, the research question is stated below:



“What are the factors that affect employee’s usage of business analytics

applications?”

In order to investigate this issue, the literature addresses that one of the
fundamental models is the technology acceptance model (TAM). However, the
complexity and variation between revised technology acceptance models are
basically known by researchers since TAM is examined for different systems in
each study. In this study, TAM is analyzed for business analytics software. In
that context, the main constructs in the base model may not be applicable or
additional constructs may better explain the actual use of the system. By means
of a broad literature review, key factors are examined and hypotheses are

formulated.
1.3 Research Method

In this master thesis, in order to meet the study objectives and test the
hypothesis, survey research was selected as the research strategy and a
questionnaire was administered as the data collection method. The
questionnaire has been established mainly based on an extensive literature
review. Besides, a pretest has been done and suggestions from academicians
and practitioners have been taken into consideration.

The data were collected from small, medium and large-size organizations
operating in Turkey. These organizations are operating in a wide variety of
industries such as information technologies, finance and banking, regulating,
healthcare, chemistry, foundry, petroleum, fast-moving consumer goods,
energy, automotive, defense, trade (sales and marketing), and service industry
(e.g. human resources, and brand and patent sector). The target group of the
survey is employees who are currently using business analytics tools in their

business processes.



CHAPTER 2

LITERATURE REVIEW

In this chapter of this research, an extensive literature review is conducted. In
the first part, business analytics, its increasing importance and types of business
analytics are explained. Then, the contribution of business analytics to decision-
making mechanism of organizations is clarified, but also some challenges
associated with business analytics are stated. In the second part, the technology
adoption model is defined and previous studies related to this model are
reported. Accordingly, the factors affecting the use of business analytics are

explained and a conceptual model was formulated.
2.1 Business Analytics

Business analytics (BA) is the iterative, methodological study of the available
data of an organization, based on statistical analysis (Rouse, 2017). Business
analytics is operated by companies to arrive at decisions based on the database
in their hands (Rouse, 2017).

In this section, increasing importance, types, contribution to the decision
making mechanism of the company and challenges of the business analytics are

explained.
2.1.1 Increasing Importance of Business Analytics

In recent years, data has accumulated in the world (Chatfield, 2016). Millions
of bits of data are produced every day (Khoso, 2016). Databases store data in
gigabytes or even terabytes (Williams, 2014). There is no point in storing data



in these huge sizes unless we interpret its meaning. We live in such an era that
only the ones who use the data wisely can achieve success. If users, especially
companies can analyze this data properly, they can extract useful information
and knowledge from it. Since meaningful information is used for companies'

welfare and profitability, it finally creates a competitive advantage.

With the massive growth in available data, and the growing dedication of
strategic management in the companies, focus on evidence-based practices has
increased. Thus, it has brought the necessity of using analytics techniques, and
has led to the emergence of Business Analytics (Acito & Khatri, 2014).
Business analytics is defined as “the integration of disparate data sources from
inside and outside the enterprise that are required to answer and act on forward-
looking business questions tied to key business objectives” (Isson & Harriott,
2013, p.3) or more simply “evidence-based problem recognition and solving
that happen within the context of business situations” (Holsapple, Lee-Post, &
Pakath, 2014, p.134). Business analytics creates a two-way loop between
operations and analysis that enables data to be analyzed and the analysis results
are transferred in business actions. The emerged information which is
developed in that loop is used by business users in its everyday activities
(Kohavi, Rothleder, & Simoudis, 2002).

The concept of “Business Analytics” emerged when Frederick Winslow Taylor
presented Scientific Management context in his book “Principles of Scientific
Management” in 1911. However, it began to reach its peak when the scholars of
information systems (I1S) community launched the smart systems known as
“Decision Support System” in 70's. Analytics started to be conducted by pen
and paper, and it continues to be performed with various methods like
extremely sophisticated modules such as SAS modules that present complex
explanatory and predictive models (Ahmed & Ji, 2013). Nowadays,

10



International Data Corporation (IDC) states that business analytics revenues are
forecasted to be grown from $130.1 billion in 2016 to more than $203 billion in
2020 (Press, 2017).

P&G, one of the major FMCG companies, has a successful business analytics
integration story (Murphy, 2012). P&G operates in 180 countries with 127,000
employees and over 300 brands. P&G has approximately 4 billion transactions,
daily. In order to “digitize” the business processes and centralize the decision-
making mechanism, they launched the analytical systems named Business
Sufficiency, Business Sphere and Decision Cockpits. These analytical solutions
serve to thousands of users. They did cost reduction in many areas to invest in
business analytics. Only IT department has cut $900 million costs and
eliminated almost 1,600 non-manufacturing processes. Their CIO stated that
they would like to quadruple the number of business analytics experts because
they mainly would like to change the way of using data to run the company
(Murphy, 2012).

In 2010, P&G firstly started to use Business Sufficiency program which
predicts P&G’s market share and various performance statistics for the next 6
to 12 months. The software mainly answers what is happening now, why it is
happening, and what kind of actions they can take. The “what” question uses
the sales, market share and logistics data. P&G handles the what problem by
letting 58,000 employees use business intelligence “cockpits” which provides
dashboards that allow to monitor all necessary information. The “why” question
drills sales data down to the country, region, store levels, consumer behavior,
advertising and economic factors. The “actions” affect pricing, advertising, and
product mix decisions. Business Sphere program deals with approximately 200
terabytes of data for further detailed analysis and visualization. The presented

11



results reveal insights, trends, and opportunities for the executives and allow

them to ask very focused business questions (Murphy, 2012).

P & G is supporting analytical and data-based decision-making within the
company by using business analytics systems. Employees have improved many
business processes and provided savings. Until then, managers who were not
aware of the importance of business analytics, are now willing to use deep

analyzes for their projects (Davenport & Harris, 2007).

As another example, CVS Health, a successful pharmaceutical company,
decided to launch a call center program. They used "predictive behavior
routing” which means they segmented their customers into six different
behavior groups. At the same time, they keep scores of the call center
representatives in order to ensure the best interaction with the customers. This
practice reduced call time and developed customer relationships (Laskowski,
2015).

A further example is what Facebook does. They utilize a huge social network to
predict possible preference patterns. They can handle great number of pieces of
demographic information and user activities. Data scientists at Facebook say
that they are even able to predict a possible romantic relationship that will
emerge by looking at the connections and communication patterns. It was hard

to believe, but it is possible with business analytics (Mishra, 2017).

In 2015, business analytics spendings were $ 6.4 billion in financial sector; $
2.8 billion in government sector, $ 1.2 billion in media industry; and $ 800
million in energy and utility services. Researchers predict that the annual
investments in business analytics for only these sectors would rise from 22% to

54% towards 2020 (Villanova University Business Articles, n.d.). In
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conclusion, the importance organizations give is growing day by day and is

expected to grow even further.

In the next part of this section, the types of business analytics are briefly

introduced.
2.1.2 The Types of Business Analytics

Data is processed at various steps under the different stages of business
analytics. There are three main business analytical types, depending on the
workflow phase and the need for data analysis (Mehta, 2017). These three types
answer everything that a company needs to know from what happens in the
organization to what solutions to adopt in order to optimize the processes
(Mehta, 2017).

Three types of business analytics are generally applied in stages and one of
them is not superior to another. They are related to each other and each of them
presents a different understanding (Mehta, 2017).

In this section of the paper, these three types of business analytics are

introduced and enriched with examples.
2.1.2.1 Descriptive Analytics

Business analytics begins with descriptive analytics which is basic statistics that
allows managers to see structured and customized reports, detect the situations,
identify patterns and trends, and find problems or opportunity areas (Evans &
Lindner, 2012). Descriptive analytics also covers diagnostic analytics.
Banerjee, Bandyopadhyay and Acharya (2013) explain diagnostic analytics
stage as interpretive about ‘why’ particular cases are encountered in an

organization, generally aims to find out the root causes of a problem, and it
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could be either exploratory or confirmatory. Diagnostic analytics is generally
used to discover the business environment, the customers, the risks associated
with a new product, etc., briefly in strategic decisions (Banerjee et al., 2013).
Overall, descriptive analytics deals with what happened in the past and why
(Ransbotham, Kiron, & Kirk Prentice, 2015). However, the advanced analytics
begins with the second phase of the business analytics which is called

predictive analytics.
2.1.2.2 Predictive Analytics

Predictive analytics uses historical data in order to predict the future by
examining patterns, detecting relationships in the past data, and adjusting
patterns/relationships of future time (Evans & Lindner, 2012). Eckerson (2007)
clarifies predictive analytics applications on companies in the field of
forecasting about the processes, better understanding customer behavior,
identifying business opportunities, and possible problems before they happen.
Since predictive analytics are used for such significant tasks, predictive
accuracy of the used system must be ensured. Shmueli and Koppius (2011)
investigated related studies in the most reliable journals, MIS Quarterly (MISQ)
and Information Systems Research (ISR), and illustrated that researchers were
curious about whether predictive accuracy is mostly based on sampling
techniques, adequate predictive methods, or explanatory power measures such
as p-value and coefficient of determination (R?). It should be stated that all
these criteria are the ones with high impact on predictive performance. The
conduct of such investigations is important for the productivity of systems
containing predictive analytics since companies’ benefits of the predictive
model is highly related with the prediction accuracy and, unfortunately costs
are associated with prediction error (Shmueli & Koppius, 2011). Therefore,
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prediction accuracy should be kept high and prediction error should be kept low

for any system including prediction analytics.

As an example, Aronsson (2015) discusses different business situations of some
predictive studies that were conducted for different purposes on a company
called Klarna. Klarna works with Attollo, a consulting firm which is specialized
in corporate performance management, and Attollo uses software called IBM:
SPSS Modeler for predictive analytics. IBM divides predictive analytics into
three subheadings: Customer, Operational, and Threat and Fraud analysis. An
effective customer analysis helps preventing unnecessary costs and increasing
customer satisfaction. Based on this aim, it is important to understand how to
satisfy and retain loyal and profitable customers, to attract others like them, to
know the factors that keep the customers, and to increase the profitability of
each customer by understanding customer preferences and how willing a
customer is to buy (Aronsson, 2015). Operational analytical strategies aims to
identify and solve problems in the product life cycle beforehand so that possible
failure process can be managed more effectively, thereby foreseeing
maintenance period to avoid and reducing warranty claims (Aronsson, 2015). In
addition, it determines to make sales forecasts as reflections of a successful
operation (Aronsson, 2015). For threat and fraud analysis, it is important to
know what constitutes normal and unusual behaviors, to identify suspicious
activity at an early stage, to increase customer satisfaction by meeting claims
more quickly, and to increase the response time by placing the officers at the
right place and at the right time (Aronsson, 2015). The result is that the
predictive analytics allows Klarna to better understand its operational
performance, customers and external environment, therefore make better

decisions (Aronsson, 2015).
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2.1.2.3 Prescriptive Analytics

The final type of business analytics is prescription analytics, which is a set of
analyses to improve business performance under the presence of complex goals,
requirements and constraints. The main role players in prescription analytics are
optimization modeling, simulation modeling, multi-criteria decision modeling,
expert systems and group support systems. The most important output of this
analysis is the set of knowledge that provides the best possible course of
business decisions i.e. actions for a given situation (Delen & Demirkan, 2013).
As one of its main tasks, prescriptive analytics is used for optimization to
determine the best alternatives in many different areas of business, including
marketing, finance and operations (Evans & Lindner, 2012). To maximize
revenue, companies can determine the best pricing decisions and set most
attractive advertising strategy, the optimal amount of cash can be deposited at
ATMs, or the best combinations can be selected among a variety of investment
options in a portfolio for risk management (Evans & Lindner, 2012). As a
continuation of the optimization modeling, sensitivity analysis ensures the
accuracy of the predictive component of analysis, i.e. multiple regression
model, hence affects the prescriptive component, i.e. the optimization model
(Kawas, Squillante, Subramanian, & Varshney, 2013). When the regression
model is more accurate, optimization model, that is prescriptive
recommendations, will provide more reliable solutions. The intent of the
sensitivity analysis is to check the robustness of the prescriptive
recommendations over variations in the regression parameters. According to the
sensitivity analysis about a company’s salesforce conducted by Kawas et al.
(2013), optimal total revenue may vary, optimal number of headcount for each
vendor category may vary, or both may vary. The interaction between the two

conditions is analyzed in optimization model of company’s salesforce and the
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results were made more robust. Another main analysis regarding prescriptive
analytics is multi-criteria decision modeling. For instance, it is widely used in
supplier selection and evaluation processes (Ho, Xu, & Dey, 2010). Firms deal
with numerous quantitative and qualitative factors such as price, cost, product
quality, delivery speed, supplier flexibility. Thanks to multi-criteria decision
modeling approach, companies can solve the supplier selection and evaluation

problem effectively (Ho et al., 2010).

Prescriptive analytics is the most advanced form of analytics since it has an
enormous influence on business objectives like profit, costs, service quality,
and risk management (Groger, Schwarz, & Mitschang, 2014). The main reason
of its large impact is that it is basically providing optimization to the company

0N various processes.
2.1.2.4 Conclusion

Business analytics is used to get insights about several business situations,
make business decisions easily, and to automate and optimize business
processes. Data-driven companies treat their data as a corporate entity and use it
for competitive advantage. Successfully implemented and applied business
analytics depends on data quality, talented employees who understand
technology and processes, organizational commitment to evidence-based

decision making (Rouse, 2017; Davenport, 2006).

Business analytics contains deeper statistical analysis. Certain types of business
analytics are composed of descriptive analytics, predictive analytics, and
prescriptive analytics. Descriptive analytics helps to evaluate the present state
of a business. Predictive analytics is used to apply statistical algorithms to
historical data to make a prediction about any situation and analyzes trend data
to estimate the probability of future outcomes. Prescriptive analytics uses past
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or present data to provide recommendations about how to deal with similar
situations in the future (Rouse, 2017). All these types of business analytics
could be useful for companies; however, it is not clear yet which of them are
most popular or whether companies can effectively use all of them together and
reflect them into their business processes.

2.1.3 The Impact of Business Analytics on Decision Support Mechanism of

the Companies: Analytical Decision-Making

Business analytics has been defined as "a process of transforming data into
actions through analysis and insights in the context of organizational decision
making and problem solving™ (Liberatore & Luo, 2010, p.314). As it can be
understood from the definition, one of the primary purposes of business
analytics is expected to be on decision-making processes and improvements in
organizational performance are likely to be an outcome of superior decision-
making processes enabled by business analytics (Sharma, Mithas, &
Kankanhalli, 2014; Davenport, 2006).

Jindal, Sharma, and Sharma (2014) likened a system based on business
analytics to a basketball coach during a basketball match through suggesting
tactical solutions based on the data of the past games” (p.44). According to
Christoffersson and Karlsson (2015), business analytics gives insights to
employees and supports their decision through data and evidence. Decisional
paradigm is a concept that means decisions are based on evidence, in our case,
based on business analytics. On the other hand, many decisions are still made
based on experience and intuition. However, biases in human judgement can
lead to many problems in business life and it necessitates the use of business
analytics. Christoffersson and Karlsson (2015) state that decisions based on
data and intuition represent double-edged dimensions of decision making; and
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intuition-driven decision is thought as rapid and experience based and data-
driven decision is deep and takes a lot of time. Thus, according to Jindal et al.
(2014), in addition to its many benefits, data-driven decision has some
disadvantages. Most important one is complexity of the tools. If it is not
designed user-friendly, it may not be directly used by business users although it
is produced for them. That is why, new approach was introduced for business
users and other decision makers, enabling them to view and exploit business

analytics tools.

In spite of the fact that business analytics tools have some complexity issue, its
return should be taken into consideration. According to Mansell (2015), “the
major costs of information are in its capture, storage and maintenance - the
marginal costs of using it are almost negligible.” (p.18). Mansell (2015) states
that better performing organizations are related to the level of usage of business
analytics. They form similar type of reports however, in the background; these
reports are composed of reliable rational data analysis. As a matter of fact,
Mansell (2015) explains that if managers do not use analytics in strategic
decision making, the organization will not sustain its competitive advantage and
efficiency on their operations. In conclusion, business analytics greatly
influences by the decision-support mechanism of companies, and also it
supports the development of data-based and analytical decision making

processes within the company.
2.1.4 Challenges of Business Analytics

There is no doubt that a system with business analytics is quite useful, but it
always has some challenges in a broad sense (Isson & Harriot, 2013). In terms
of the use, the keystone of the systems is the business users (Kohavi et al.,
2002). The human factor is indeed the greatest reason of why these challenges
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arise. Firstly, there is insufficient number of data-literate employees for good
use of the data (Isson & Harriot, 2013). Smart and knowledgeable data
professionals are crucial to good management of the data. McKinsey Global
Institute (2011) report shows that only US needs approximately 1.5 million
more data-literate managers to have enough number of the data-driven
organizations. The whole world needs much more. Secondly, driving business
processes with business analytics is a major technological shift in the
organizations (Davenport & Harris, 2007). It leads to some organizational
changes in many respects. Key corporate assets like core competencies,
financial and human assets are managed digitally (Laudon & Laudon, 2018). In
terms of organizational structure, technological shift makes organizational
pyramid flattered because systems increase manager’s span of control
(controlling subordinates) and systems take the absorption task from middle
level so companies have less need middle managers. Those changes may have
impact on job design of employees (job responsibilities, work tasks, process
structures etc.). It is a critical challenge for organizations to manage the
technological shift well and make a smooth transition. Thirdly and most
importantly, one of the major challenges is user-resistance to the system.
Companies develop some strategies to overcome user resistance such as
conducting trainings, using top manager support, giving incentives or monetary
awards, and ensuring user involvement to the system. Present research will be a
lodestar study to handle these challenges by developing a model of the
motivational factors connecting system features with actual use of business
analytics in organizations since these challenges are overcome and benefits of
the systems are achieved only if end-users are successfully adapted to the
system (Davis, 1985).
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2.2 A Fundamental Model That Explains System Use: Technology
Acceptance Model (TAM)

Technology acceptance model is an information systems-related theory that
models how users adopt and use a technology. It is one of the widely used
models for explaining the factors on user acceptance of information systems
with the greatest influence (Suh & Han, 2002). In this part of the study,
technology acceptance model is clarified in detail and major studies on business

are examined.
2.2.1 Technology Acceptance Model (TAM)

Companies make investment decisions about information systems for many
motivations. Researchers have done many studies to determine the factors that
influence the use of technology and enable the proper integration of the system
into business processes. In the early 80’s, initial researches revealed number of
factors such as perceived utility, job effect, response/turnaround time and
security of data (Bailey & Pearson, 1983). Then, researchers tried to develop a
model to explain the relationships between those factors and predict the use of
system. As one of the most fundamental studies, Davis (1985) has constructed
the Technology Acceptance Model (TAM), which is a theoretical model that
explains how system users accept an information system and which factors
mainly affect a technology acceptance. TAM was mainly built and developed
on the Fishbein (1967) model. It was used as a base theory and it was extended
as the theory of reasoned action (TRA) by Fishbein and Ajzen (1975) which is
aimed to explain the shown behaviors in a specific situation (Figure 1).
According to Fishbein and Ajzen (1975), intention to perform a specific
behavior depends on attitude toward the behavior and subjective norm
regarding the behavior.
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Figure 1. The Theory of Reasoned Action (TRA) Adapted from Fishbein, M. &
Ajzen, 1. (1975). Belief, attitude, intention and behavior: An introduction to
theory and research. Reading, MA: Addison-Wesley.

Technology acceptance model (Davis, 1985) explains the factors affecting the
use of a system and the relationship between those factors. Use of the system
means individuals' direct usage of the given system within the scope of own's
job. Actual use of a system is assumed as a continuously repeating action with
respect to a specific system and in a specific context (in user's job) (Fishbein &
Ajzen, 1975). A possible user's attitude toward a system and intention to use are
modeled as primary determinants of the user's actually use it. On the other
hand, attitude toward use depends on perceived usefulness and perceived ease
of use of the system. Perceived ease of use has a causal effect on perceived
usefulness. External variables directly influence perceived usefulness and
perceived ease of use. External variables do not have the direct effect on
attitude or behavior, but affect indirectly through perceived usefulness and

perceived ease of use (Davis, 1985). TAM is shown in Figure 2.
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Figure 2. Technology Acceptance Model Adapted from Davis, F. D. (1985). A
Technology Acceptance Model for Empirically Testing New End-User
Information Systems. Massachusetts Institute of Technology.

2.2.2 The Key Studies Examining TAM and Their Findings

After its original version on constructing the model on the use of electronic
mail (Davis, 1985), TAM has been tested, extended or narrowed multiple times
while examining various technological systems (Legris et al., 2003). Among
these researches, adapted technology acceptance models used in reviewing
business application tools will be examined in this section. Technological
systems outside business context will be ignored due to the concept of this

research.

Davis’s (1993) another study concerned the user's reactions to the managerial
computer use. According to Davis, the actual use is mainly predicted from their
intentions and intention depends on majorly perceived usefulness and then
perceived ease of use. Perceived usefulness was 50% more effective than
perceived ease of use (Davis, 1989; Davis, 1993). For predicting user intentions

to spreadsheets in an office environment, Mathieson (1991) compared two
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theories, the technology acceptance model with the theory of planned behavior
(TPB) which proposes that attitude toward specific behavior, subjective norms,
and perceived behavioral control form behavioral intentions and actual
behaviors. In this context, Mathieson stated that TAM gives only general
information and easy to apply and test, but TPB provides more detailed
information for developers. Subramanian (1994) said that the only factor that
influences the future use of voice mail system and customer dial-up system is
perceived usefulness. Unlike Davis (1985), Szajna (1996) found that perceived
ease of use and perceived usefulness affect behavioral intention to use do not
have direct effect on actual use of electronic mail. Jackson, Chow, and Leitch
(1997) justified that situational involvement has negatively direct effect on
behavioral intention and attitude, attitude is a mediator, and intrinsic
involvement influences shaping perceptions on the use of spreadsheet, database,
word processor and graphics tools. Agarwal and Prasad (1999) mentioned that
individual differences in the work environment (education level, experience
level, and participation in trainings) significantly affect on intentions and actual
use of a system includes word processing, spreadsheet and graphics. Lucas and
Spitler (1999) believed that social norms in an organization and the nature of
the job are more important influencers of the use of the technology rather than
the user’s perceptions of the technology for multifunctional workstation
systems. Venkatesh and Morris (2000) suggested that perceived usefulness
explains the actual use more than use intentions. In addition, the social
influential factors such as social norms, voluntariness and cognitive
instrumental factors such as job relevance, output quality, and perceived ease of
use have significant effect on user acceptance for data and information retrieval
systems. Lee, Hsieh and Hsu (2011) have examined e-learning system
acceptability in organizations. They proposed an extended technology

acceptance model by combining the innovation diffusion theory (IDT) with the
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technology acceptance model (TAM). Compatibility, complexity, relative
advantage, and trialability significantly affect perceived usefulness and
perceived ease of use. Bajaj and Nidumolu (1998) stated that experience in use
of a system obviously influences the perceived ease of use and it is the main
factor in user’s future use for management information systems and production

control tools.

Amoako-Gyampah and Salam (2004) extended the TAM by adding the three
factors shared beliefs in the benefits of an ERP system, system training and
project communication in the context of an ERP implementation. Bueno and
Salmeron (2008) have chosen a different way of examining the technology
acceptance model for ERP. They have identified certain critical success factors
and examined the influence of these factors on TAM and hence the acceptance
of ERP. Specifically, the factors have been stated as top management support,
communication, cooperation, training and technological complexity of ERP
systems. Some of these factors mainly affect the behavioral intention to use an
ERP system. According to the findings, firstly, organizations should involve
potential users in the ERP implantation stage. It enhances the communication
between practitioners and the actual use. Secondly, organizations should select
an ERP with little complexity and training is considered to be the main action.
Both low complexity and training factors positively affect the perception of an
ERP system’s ease of use. Thirdly, top management support should be visible
in the organization during the first implementation and the actual use of ERP.
As a complete model, the constructs of top management support and
communication are not directly related to TAM variables. These factors only
change users’ perceptions towards the use of ERP and thus positively influence
the attitude toward use through cooperation (Bueno & Salmeron, 2008). Calisir
and Calisir (2004) have studied on ERP use in organizations and adapted TAM
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to predict end-user satisfaction by adding new variables such as system
capability, user guidance and learnability to the perceived usefulness and ease
of use variables, which are the main factors of the technology adoption model.
Significant findings of this study are high system capability and user guidance
positively affect perceived usefulness and with a good user guidance will
improve the learnability. Among these variables, perceived usefulness has the
strongest influence on end-user satisfaction and learnability has a relatively
smaller effect on end-user satisfaction with ERP systems. Kwak, Park, Chung,
and Ghosh (2012) have studied on TAM by adding internal and consultant
support and system functionality constructs for usage of ERP in project-based
sectors. They found that consultant support affects negatively perceived
usefulness. Pasaoglu Bas (2017) studied on the factors affecting the use of ERP
systems by using the TAM, and in addition to usual overlapped findings, she
has found that a positive effect exist on the possibility of using ERP if the
company is innovative, supports employees, prone to cooperation and team
goals. Besides, the research revealed that while employees with age ranges of
22-40 employees in the institution are willing to use ERP systems, older
employees who are in their 40s are either undecided or reluctant to use it.

Money and Turner (2005) investigated the classical variables in TAM to
explain knowledge management systems (KMS). The perceived usefulness and
perceived ease of use account for 51% of the behavioral intent to use the
system, and intention positively leads the use of KMS. Dulcic, Pavlic, and Silic
(2012) have found that perceived ease of use is more relevant factor than
perceived usefulness contributed to their job tasks when using decision support
system (DSS) in mandatory settings. The main reason for this result is that
users are not voluntarily using it, but are forced to use the system that the

company owns. Bach, Celjo, and Zoroja (2016) had a fresh look to the
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implementation of business intelligence systems (BIS) by using and extending
TAM. They proposed that technology driven strategy, high information quality
and, good project management enhance perception of usefulness and ease of
use of BIS by users. Moreover, project management is influenced by change
management in the process and knowledge sharing between the parties during
and after the implementation. Sercemeli and Kurnaz (2015) observed that the
tax inspectors' perceived ease of use in the process of using information
technology in the audit process is affected the attitude toward behavior
positively. In other words, if tax inspectors are able to use information
technology products easily, it can be said that they will show a positive attitude
toward using these products. Tax inspectors' perceived benefit in the formation
of behavior towards information technology use in the audit process seems to
positively influence intention to use. In other words, if tax inspectors find the
information technology products they use to be useful, they can be said to
intend to use these products. In addition, there was no difference between
perceptions of tax inspectors and TAM components in terms of age and work

experience (Sercemeli & Kurnaz, 2015).

In general, TAM has proven to be a very useful and popular context for
clarifying and predicting system use (Chuttur, 2009). It is known as the most
cited and one of the most influential models to recognize the acceptance of
information technology (Wang & Liu, 2005). Until now, there have been
several studies about TAM and research results have been observed to be
consistent over the years (see Table 1 and Table 2). As discussed in this section,
many systems which are get into use by organizations have been tested with
TAM. However, no study has been conducted specifically on new emerging
business analytics tools. It may be difficult to improve the estimated

predictability of TAM if a wider model including organizational and social
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Table 1
Review of Studies on TAM

Study Context Model Used
Davis, 1985* E-mail TAM + TRA
Davis, 1993* Managerial computer use TAM
Mathieson, 1991* Spreadsheets TAM + TPB
Subramanian, 1994* ;;c;ztﬁnmall and customer dial-up TAM

Szajna, 1996* E-mail TAM
Jackson, Chow, & Leitch, Spreadsheet, database, word TAM

1997*

processor, graphics

Agarwal & Prasad, 1999*

Word processing spreadsheet graphics

TAM + Individual Differences

Lucas & Spitler, 1999*

Multifunctional workstation

TAM + Social Norms and Perceived System Quality

Venkatesh & Morris, 2000*

Data and information retrieval

TAM + Subjective Norms, Gender and Experience

Lee, Hsieh, & Hsu, 2011

E-learning system

TAM + IDT

Bajaj & Nidumolu, 1998*

Debugging tool

TAM + Loop Back Adjustments

Amoako-Gyampah &

TAM + Shared Beliefs in the Benefits, Training, Project

Salam, 2004 ERP Communication

Bueno & Salmeron, 2008 ERP TAM + Critical Success Factors

Calisir & Caligir, 2004 ERP TAM + System Capability, User Guidance, Learnability
Kwak, Park, Chung, & . .

Ghosh, 2012 ERP TAM + Support, System Functionality

Pasaoglu Bas, 2017 ERP TAM




6¢

Table 1 (cont’d)

Study Context Model Used
Money & Turner, 2005 KMS TAM
Dulcic, Pavlic, & Silic, 2012 DSS TAM
o . TAM + Technology Driven Strategy, High Information
Bach, Celjo, & Zoroja, 2016 BIS Quality, Good Project Management
Sercemeli & Kurnaz, 2015 IT use in the audit processes TAM

*('Yousafzai, Foxall, & Pallister, 2007)

Table 2

Relationships Found Between the Key Factors within the Scope of TAM

Study PEU-PU | PU-ATU | PEU-ATU | PU-BI | PEU-BI | ATU-BI | ATU-AU | BI-AU | PEU-AU | PU-AU
Davis, 1985* v v v v v
Davis, 1993* v v v v v
Mathieson, 1991* v v v v v

Subramanian, 1994* x v x

Szajna, 1996* v v v v x x
iz;gl;sgn, Chow, & Leitch, N N v M % "

Agarwal & Prasad, 1999* v v v v
Lucas & Spitler, 1999* 4 x x x x
Venkatesh & Morris, 2000* 4 v v

Lee, Hsieh, & Hsu, 2011 v v




0¢€

Table 2 (cont’d)

Study

PEU-PU

PU-ATU

PEU-ATU

PU-BI

PEU-BI

ATU-BI

ATU-AU

BI-AU

PEU-AU

PU-AU

Bajaj & Nidumolu,
1998*

v

Amoako-Gyampah &
Salam, 2004

Bueno & Salmeron,
2008

Calisir & Calisir, 2004

Kwak, Park, Chung, &
Ghosh, 2012

Pasaoglu Bas, 2017

Money & Turner, 2005

Dulcic, Pavlic, & Silic,
2012

Bach, Celjo, & Zoroja,
2016

Sercemeli & Kurnaz,
2015

X

v

v

X

X

Note. blank: the relation was not measured, v': a significant and positive relation was found, x:non-significant relation was found,
< : asignificant but reverse relation was found

*(Yousafzai, Foxall, & Pallister, 2007)



factors is not proposed (Legris et al. 2003). In this thesis, we aim to fill this gap

by examining individual, organizational, and technological factors.
2.3 Factors Affecting the Use of Business Analytics in Business Processes

In this section of the research, factors impacting the use of business analytics
systems in business processes, in particular attitude toward use, are explained

and hypotheses are formulated based on the literature review.

2.3.1 Attitude Toward Use

Attitude is defined as “an individual’s positive or negative feelings about
performing the target behavior” by Fishbein and Ajzen (1975, p.216) and
attitude toward use of the system implies the degree of evaluation effect of an
individual about using the related system (Fishbein & Ajzen, 1975). In addition
to attitude towards use, Davis (1985) also used behavioral intention to use
construct on TAM. In the study of Legris et al. (2003), it is revealed that only
32% of the studies included both attitude and intention in the model. As

majority did, only attitude is investigated in this research (Legris et al., 2003).

According to TAM, the general attitude of a potential user to use a particular
system is hypothesized to be the main determinant of whether he or she uses it.
On the other hand, attitude toward use is believed to be affected by two main
factors: Perceived Usefulness (decisional relevance) and Perceived Ease of Use
(understandability) (Davis, 1985). Researchers generally examined the direct
attitude-behavior relationship before the Fishbein intention model was initiated
(Wicker, 1969), and continued to better understand the moderators and factors
for which attitudes predict behavior (Davidson & Jaccard, 1979; Fazio &
Zanna, 1978). After Davis (1989) published that attitude toward use has a
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significant effect on the actual use of a system, dozens of studies have

continued to prove the truth of this relationship.

Davis (1993) states the significant relationship between attitude and actual use.
Davis, Bagozzi, and Warshaw (1989) say that attitude have little influence
while mediating between perceptions and actual use. Taylor and Todd (1995)
argue that attitude is not an important predictor of intention to use the system.
Jackson et al. (1997) state that the direct effect of attitude on behavioral
intention is statistically significant, but in the negative way. In this study,
attitude plays a mediating role through intention, as well. Igbaria’s study (1993
and 1994) claims that attitude has moderation effect on behavioral intention. In
the same way, Bajaj and Nidumolu (1998); Al-Gahtani and King (1999); Al-
Gahtani (2001); Roberts and Henderson, (2000); Handy, Whiddett, and Hunter,
(2001); Suh and Han (2002); Lee, Cho, Gay, Davidson, and Ingraffea (2003);
Olson and Boyer (2003) discuss whether positive attitude toward use increases

the level of actual use and they all found significant relationship.
Combining all of the views, hypothesis 1 has been constructed:

Hypothesis 1: A positive attitude toward using the business analytics tools leads
to a higher level of use of business analytics tools in business processes.

2.3.2 Perceived Usefulness and Perceived Ease of Use

There are some reasons for people accepting or rejecting an information
technology. Among the many reasons that could affect the use of the system,
previous research has identified two major determinants (Davis, 1989). One of
the most important factors that affect the actual use of a system is Perceived
Usefulness. Davis (1989) defined Perceived Usefulness as "the degree to which

an individual believes that using a particular system would enhance the job
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performance.” (p. 320). Employees are willing to use a system or a tool if they
believe it will assist them to do their job tasks. A system with high perceived
usefulness provides high usage performance for users (Davis, 1989). In
addition, there is also a significant relationship between perceived usefulness
and attitude toward use a system. One of the most important contributions in
this area belongs to Ajzen and Fishbein's (1977). According to them, strong
attitude-behavior relationship is obtained only if there is a high relevance
between goals and actions in attitude and behavioral issues. In an organization,
business analytics is used for many different purposes. Among these purposes,
the most important one is to make decisions that will add value to the
organization. If the system users within the organization regularly use the tools
for organization's strategical decisions, and if they get successful returns, their
attitude will evolve in the positive direction. Thus, if the user believes that
business analytics is useful for the welfare of the organization, their attitude

will develop positively.

Secondly, even if a system is very useful, potential users can also believe that it
is very difficult to use and the effort of using the system outweighs the benefits
(Davis, 1989). Thus, in addition to its usefulness, the attitude toward use and
actual use are influenced by the Perceived Ease of Use. Perceived Ease of Use
is described as "the degree to which an individual believes that using a
particular system would be free of physical and mental effort.” (Davis, 1989, p.
320). Effort is the limited resource which an individual can make for various
activities (Radner & Rothschild, 1975). It is claimed that it is more likely that a

user will accept an application that is easier to use than others (Davis, 1989).

Perceived usefulness is highly related to system design and features. The
characteristics of the system, actually, affect the usefulness indirectly by

affecting the ease of use. While a design feature increases its usefulness, it can
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also reduce its ease of use, compensatory perceptual effects cancel each other

and prevent any positive change in use of a system (Davis, 1989).

Some inferential processes may influence ease of use perceptions since subjects
may get trainings or, it should be taken into account their own abilities and past
experiences for mastery of the certain system. However, perceived usefulness is
considered much more inferential; this requires that the subjects anticipate the
impact of the system on business performance in the case of without any

experience of the system (Davis, 1989).

According to Davis (1993) and Agarwal, Prasad, and Zanino (1996), compared
to the usefulness, the perceived ease of use has a quite small effect. The
perceived usefulness is 50% more effective than the ease of use in determining
the system use (Davis, 1993). This conclusion emphasizes the importance of
using appropriate functional capabilities in systems (Davis, 1993). Another
striking result that Davis conclude is that while usefulness might reflect
concerns about both benefits and costs of using a system, ease of use is seen as
only cost, from the point of view of the user. Therefore, usefulness is seen as
more dominant effect on attitude and use. Hu, Chau, Liu Sheng, and Yan Tam
(1999) state that while perceived usefulness is a significant determinant of
attitude and intention, perceived ease of use was not found as a significant
factor. This time, Karahanna, Straub, and Chervany (1999) examined the phase
of adopting technology in two different stages. While attitude during pre-
adoption is mainly based on perceptions of usefulness, ease of use, display of
the results, and triability; post-adoption is solely related to perceived usefulness
and image enhancements. Igbaria’s study (1993 and 1994) claims that
perceived usefulness has a positive effect on attitude, and actual use. Positive
attitude towards the use of the system is determined jointly with perceived

usefulness and ease of use (Phillips, Calantone, & Lee, 1994). Taylor and Todd
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(1995) state that while the relationship between perceived usefulness and
attitude is significant, path from ease of use to attitude is not significant. In
predicting user acceptance of a technology, although some studies have
demonstrated the predominance of perceived usefulness over ease of use
(Davis, 1993; Agarwal et al., 1996; Agarwal & Prasad, 1999), Loh and Ong
(1998) show that this situation does not always have to be observed. The
importance of ease of use of a system should not be ignored. If system is easy
to use, it plays an undeniable role in determining user’s attitude. Additionally,
the effect of perceived ease of use on perceived usefulness was investigated and
usually found as significant (Lu & Yeh, 1998; Agarwal & Prasad, 1999; Lu,
Yu, & Lu, 2001; Townsend, Demarie, & Hendrickson, 2001). Benamati and
Rajkumar (2002) examined outsourced decision support system and they found
that decision makers' attitude plays an important role in the decision-making
process. For the action of outsourcing decided by decision makers, the greater
benefits brings and the easier usage is ensured, the more likely decision-makers
will consider to do it (Benamati & Rajkumar, 2002). Davis argues that
usefulness mediates the relationship between ease of use and attitude. The ease
of use is also regarded as the first benefit of the system brings to the user. If the
system is easy to use, users spend shorter time in the system, thus they can
devote all their efforts and allocate more time to their job tasks (Davis, 1989;
Riemenschneider & Hardgrave, 2003). To conclude, the most of the results are
consistent with the TAM-associated studies.

According to the findings, the direct effect of perceived usefulness and
perceived ease of use on the attitude toward the use of a system will be
investigated in this paper. In addition, as the base model of Davis (1989) is
proposed, the effect of the perception of easy to use on usefulness will be
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analyzed. All three relationships are proven also by Davis (1993). In line with

these offerings, the following hypotheses have been formulated:

Hypothesis 2: If the user perceives the business analytics system as useful, a

positive attitude toward the use of the system will be developed.

Hypothesis 3: If the user perceives the use of the business analytics system as

easy, a positive attitude toward the use of the system will be developed.

Hypothesis 4: If the user perceives the use of the business analytics system as
easy, it leads to be perceived as useful of the business analytics tools for the

users.
2.3.3 Analytical Decision-Making Culture

Organizations are willing to invest in decision support systems in order to
improve the given support to decision-makers. However, instead of only
purchasing a system to use, it is more crucial to successfully manage the change
management. These systems should be successfully implemented in each unit
of the organization and especially top managers should develop a policy that
supports incorporation with systems and business processes. For this reason, in
order to effective use of business analytics systems in organizations,
organizations should not only deal with the system installation but also
implement information management practices, information sharing and
information integrity. This management should be combined an environment in
which the decision-making is based on rationality, i.e. the information is always

analyzed in a comprehensive way (Popovic, Hackney, Coelho, & Jaclic, 2012).

Decision making mechanism in organizations has been investigated for a while.

Basically, decision makers are classified as right hemisphere orientated
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(intuitive and emotional) and left hemisphere orientated (analytic and
systematic) (Remus & Kottemann, 1986). Intuition is an automatic mode of
operation that allows decision makers to rapidly process information without
conscious control and without being aware of this process (Dane & Prat 2007;
Hodgkinson & Starbuck 2008). This decision-making model differs from the
rational model in that it does not consider all the alternatives of a situation, but
rather recognizes patterns, or collects clues very quickly and without any effort
(Shollo, 2013). However, the ideal decision maker should balance between the
two hemispheres, situation by situation (Remus & Kottemann, 1986). It is
possible to make rational and independent decisions from biases with business
analytics. Simon (1978) predicted that the increasing complexity of formal
analysis techniques and the availability of rational approach would provide

more accurate explanation of how decisions are made in organizations.

Researchers agreed on making a good decision is based on having the right data
at the right time and analyzing it correctly (Remus & Kottemann, 1986). With
intuition-based decision making, in the data collecting and processing stages,
some biases are likely to emerge because of the human nature. In organizations,
the necessary data is sometimes collected with the help of the manager's visual
and auditory senses. In this stage, biases related to presenting data to a decision
maker may arise. The reason that these errors persist is the neurophysiological
limitations of the human brain (Remus & Kottemann, 1986). In the information
processing stage, establishing the connections between each data point in the
brain leads to some biases. These errors persist because of the function of the
brain’s organization. On the other side, with data-driven or analytical decision
making, decisions are made based on the analysis of data rather than purely on
intuition (Provost & Fawcett, 2013). It is an important step to build an

Analytical Decision-Making Culture in an organization since it has many
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potential benefits. According to NewVantage Partners’ 5" annual survey of
senior corporate executives on the topic of Big Data, more than 85% of
participants said that they have initialized some programs to create data-driven
culture within the company. However, only 37% of them succeeded, so far.
According to the NVP report, the problem is not related to the technology.
Failure is associated with management understanding, and general
organizational resistance (Press, 2017). One of the most important discoveries
of the study of Phillips et al. (1994) is the cultural effect of adopting a
technology. Cultural affinity has been found to have a meaningful and positive
impact on adoption through the perceived ease of (Phillips et al., 1994). If an
analytical decision-making culture exists or can be built in a company, overall
usefulness and ease perception related to business analytics will be affected
positively. In order to test this point of view, the hypotheses 5 and 6 are
developed:

Hypothesis 5: A higher level of analytical decision-making culture in an
organization is associated with more perceived usefulness of the business

analytics tools for the users.

Hypothesis 6: A higher level of analytical decision-making culture in an
organization associated with more perceived easiness of the business analytics

tools for the users.

According to Brynjolfsson, Hitt, and Kim (2011), data-driven decision making
affects firm performance positively. The more data-driven the companies are
the more productive they are and they have higher return on assets, return on

equity, asset utilization, and market value (Provost & Fawcett, 2013).
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2.3.4 Analysis Performance and, Interface and Integration Quality of the

System

The first conceptual model that Davis (1985) has constructed includes system
features and capabilities, users’ motivation to use the system and actual system
use variables. The proposed model aims to explain the motivational factors that
mediate between system characteristics and user behavior, as shown in Figure
3. The features of the system affect the degree of actual use of the system by
target users. Davis's research (1985) suggests that there are some motivational
factors that intervene usage side. It means the features and the characteristics of
the system affect how users perceive the systems, which relate to their use of

the actual system.

System Features .| Users’ Motivation to R Actual
& Capabilities g Use System g System Use
Stimulus Organism Response

Figure 3. Conceptual Framework Adapted from Davis, F. D. (1985). A
Technology Acceptance Model for Empirically Testing New End-User
Information Systems. Massachusetts Institute of Technology.

The system or design related factors are stated as external variables in the final
model of Davis (1985), as shown in the Figure 2. However, Davis (1985) did
not make further investigation for external variables; instead he mainly focused
on motivational factors that affect Actual Use. In other words, the role of
external variables in TAM was not researched extensively. Davis (1993) gave a
direction for the future research to take into account the role of additional
(external) variables in TAM. Thus, in the present research, a variable associated
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with our business analytics context is examined as system related factors,

namely system quality.

The construct of System Quality and Information Quality were firstly studied
under the Information Systems (IS) Success Model proposed by DelLone and
McLean (1992) who aimed to identify factors that contribute to the success of
the information systems. According to this model as shown in the Figure 4,
System Quality and Information Quality, individually and together, impact the
use of the system and user satisfaction. “System Quality” indicates the
performance of an IS itself, and “Information Quality” indicates that how
qualified the output from a certain IS is (Wang & Liu, 2005). Nelson, Todd,
and Wixom (2005) defined the antecedents of system and information quality
constructs. According to them, while System Quality is composed of reliability,
flexibility, accessibility, response time and integration; Information Quality’s

key dimensions are completeness, accuracy, format and currency.

Wang and Liu (2015) have studied the integration of TAM and D&M IS
Success Models since they believed that both models have some weaknesses in
terms of context. While TAM evaluates system usage from only users’
perspective, D&M’s model mixes system qualifications with the system usage,
system satisfaction and further benefits of the system. They assert that by
integrating the concepts of these two models as presented in Figure 5, they

could possess a more comprehensive and solid model.

Wang and Liu (2005) argue that enhancing system quality and information
quality supports the Perceived Usefulness and Perceived Ease of Use by

increasing the overall quality of the system.
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Figure 4. The Original D&M 1S Success Model Adapted from DeLone, W. H.,
& McLean E. R. (1992). Information Systems Success: The Quest for the
Dependent Variable. Information Systems Research 3(1): 60 — 95.

Boakye, McGinnis and Prybutok (2014) did not separately examine those two
constructs but they proposed a full construct named “product quality” including
both system quality and information quality so that they gathered quality with
TAM’s constructs and constructed “Q-TAM” model which indicates significant
role of quality plays in acceptance and usage. Moreover, Yousafzai, Foxall, and
Pallister (2007) carried out a meta-analysis of the TAM and classified all
possible external variables that Davis did not mentioned in detail in his studies.
They mentioned system and information quality are important factors under
system characteristics that highly related with the Perceived Usefulness and
Perceived Ease of Use. In addition, Kuo and Lee (2009) stated that if the
quality of information is improved, Perceived Ease of Use will be directly
influenced positively and indirectly enhanced the Perceived Usefulness of
knowledge management systems. On the other hand, Lederer, Maupin, Sena,
and Zhuang (2000) argued that information quality has the highest predictive
power on Perceived Usefulness. Pai and Huang (2011) found that although

service quality is positively related to user's Perceived Usefulness and Ease of
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Figure 5. The Integrated IS Success Model Adapted from Wang W.T., & Liu
C.Y. (2005). The application of the technology acceptance model: A new way
to evaluate information system success. In Proceedings of the 23rd International
Conference of the System Dynamics Society. Boston, MA, July.

Use, information quality is positively related to only user's Perceived

Usefulness for healthcare information systems.

In this study, conceptually, system quality reflects the quality of interface and
integration, and the information quality represents the factors that reflect the
performance of the analysis provided by the system. The related determinants
of Nelson et al. (2005) and additional items are selected appropriate for the
present research’s context and examined under two distinct construct, namely
Interface and Integration Quality of the System and Analysis Performance of
the System.

Davis (1993) states that although the ease of use is definitely important, the
utility of the system is even more important. Users may be willing to tolerate an
unpractical interface to access benefits that will help them in their job tasks
(Davis, 1993). Thus, a higher interface quality leads more perceived usefulness.

According to previous strong arguments, the following four hypotheses are

constituted:
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Hypothesis 7: A higher analysis performance is associated with more perceived

usefulness of the business analytics tools for the users.

Hypothesis 8: A higher analysis performance is associated with more perceived

easiness of the business analytics tools for the users.

Hypothesis 9: A higher interface and integration quality is associated with

more perceived usefulness of the business analytics tools for the users.

Hypothesis 10: A higher interface and integration quality is associated with

more perceived easiness of the business analytics tools for the users.
2.4 Proposed Conceptual Model

Considering the literature review findings, a conceptual is proposed. According
to the arguments, if business analytics system is high-quality in terms of many
different dimensions, the user perceives that the system is useful and easy to
use. Then, the attitude toward the system is positively affected. The analytical-
based decision making culture positively impact attitude and use of business
analytics. If users have a positive Attitude Toward Use the system, they are
more likely to use business analytics tools in business processes. Including ten
hypotheses, the conceptual model is constructed with five independent
variables (Analysis Performance of the System, Interface and Integration
Quality of the System, Analytical Decision Making Culture, Perceived
Usefulness and Perceived Ease of Use) and two dependent variables (Attitude

Toward Use, Use of Business Analytics in Business Processes):

Hypothesis 1: A positive attitude toward using the business analytics tools leads

to a higher level of use of business analytics tools in business processes.
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Hypothesis 2: If the user perceives the business analytics system as useful, a

positive attitude toward the use of the system will be developed.

Hypothesis 3: If the user perceives the use of the business analytics system as

easy, a positive attitude toward the use of the system will be developed.

Hypothesis 4: If the user perceives the use of the business analytics system as
easy, it leads to be perceived as useful of the business analytics tools for the

users.

Hypothesis 5: A higher level of analytical decision-making culture in an
organization is associated with more perceived usefulness of the business

analytics tools for the users.

Hypothesis 6: A higher level of analytical decision-making culture in an
organization associated with more perceived easiness of the business analytics

tools for the users.

Hypothesis 7: A higher analysis performance is associated with more perceived

usefulness of the business analytics tools for the users.

Hypothesis 8: A higher analysis performance is associated with more perceived
easiness of the business analytics tools for the users.

Hypothesis 9: A higher interface and integration quality is associated with

more perceived usefulness of the business analytics tools for the users.

Hypothesis 10: A higher interface and integration quality is associated with

more perceived easiness of the business analytics tools for the users.

In the light of these estimated relationships, the proposed conceptual model is

stated in Figure 6.
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CHAPTER 3

RESEARCH METHODOLOGY

In this section, firstly research strategies and study settings are mentioned in the
research approach part. Secondly, research design is stated in terms of sampling
design. Finally, survey design is presented with regards to determined data

collection tools and the survey questions are explained in detail.
3.1 Research Approach

The primary purpose of this research is to produce more knowledge and
understanding of the issues related to the use and adaptation of the business
analytics and to test an existing theory and build antecedent constructs for the
theory based on the research results (Sekaran & Bougie, 2016). Thus, this
research is mainly a fundamental research. On the other hand, it can also be
considered as applied research due to providing practical recommendations on

the use and acceptance of business analytics tools in the organizations.

In this research, there are seven constructs and ten hypotheses. The expected
relationships, in other words, hypothetical arguments in the conceptual model

were constructed via exploratory research and logical reasoning.

This research is a correlational study since it was conducted to identify the
major factors associated with use and acceptance of business analytics tools
(Sekaran & Bougie, 2016). Correlational studies are performed in non-
contrived settings (Sekaran & Bougie, 2016). It is recommended that a

correlational study should be carried on in a totally natural environment with
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minimum interference by the researcher with the normal flow of events. Thus,
this study was conducted in a non-contrived setting and the researcher

interference has been minimal.

In this master thesis, survey research was applied as the research strategy. A
survey is used for collecting information from people to identify or compare
their attitudes and behavior (Sekaran & Bougie, 2016). Since this research is
mainly based on perceptions of individuals about certain systems, survey
approach is most appropriate way to achieve the research objectives. Moreover,
almost all of the studies based on the technology adoption model have been
explored by using survey method. Hence, administering a questionnaire was
selected as data collection method. Furthermore, a cross-sectional study has
been carried out since this research generally demonstrates field study

characteristics and has time constraints.
3.2 Research Design

In this section of the study, design of the research is explained. Firstly, unit of

analysis is stated, then, sampling design is briefly discussed.
3.2.1 Unit of Analysis

Since our research question focuses on the individual level use of business
analytics tool, the unit of analysis for this research is employees who use
business analytics in the business processes in their organizations. The list of 15
companies was constituted and representatives from those companies were
identified to be asked to participate in this study. Questionnaires were
addressed to the employees estimated as having adequate knowledge of

business analytics and the quality of available information for decision-making.
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3.2.2 Sampling Design

In this part of the study, sampling approach is discussed. Firstly, country and
industry selections are briefly explained, and then company and participant

selections are clarified.

Business analytics is a fairly new topic, both for academics and for use at work
place. Decision-making culture based on statistical analysis is newly formed all
over the world. TAM is often used in the early or middle phase of an
implementation of a system for the accurate examination of the system
adaptation. Thus, it is more proper to apply this study on developing countries
since these countries are beginning to invest in business analytics systems and
use them in their business processes. For this purpose, as one of the biggest
developing countries, Turkey was selected for data collection and analysis. In
order to be able to investigate the role of business analytics in different business
processes, organizations from different industries from both the public and
private sector were included in the sample. Regardless of the complexity of the
system they use or their level of use of the system, organizations were selected.
The data were collected through a survey of 15 small, medium and large-size
business organizations operating in Turkey. These organizations operate in a
wide range of industries such as information technologies, finance and banking,
regulating, healthcare, chemistry, foundry, petroleum, fast-moving consumer
goods, energy, automotive, defense, trade (sales and marketing), service
industry like human resources and brand and patent sector. Then, data were
collected from employees who are using the data analysis systems for the
business processes. The sizes of the target group in each organization are
different and it is independent from the size of the company. A purposive
sampling was chosen as a sampling method. Purposive sampling method is an

effective method when the purpose and nature of the research is designed with a
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limited number of people (Dudovskiy, 2018). There are very few organizations
that use data analysis in the business processes. Moreover, there are few
employees who use these systems in this limited number of organizations.
Therefore, reaching such a small and specific number of people is only possible
with purposive sampling method, and more specifically expert sampling. As the
name implies, expert sampling is a method which targets experts in a particular
area and aims to analyze the participants in the purposive sampling (Etikan,
Musa, & Alkassim, 2016). Based on these efforts, a total of 91 samples were

obtained.
3.3 Survey Design

In this section of the study, the process of the preparation of the survey

questions is explained in detail.
3.3.1 Survey Questions

The survey questionnaire was designed to meet the study objectives. The

survey questions are direct representatives of theoretical framework.

Based on a comprehensive review of the literature in the areas of information
system quality, information system acceptability and analytical decision
making, survey questions were formulated. Most of the questions have been
adopted from the previous researches and suggestions from academicians and
practitioners (i.e. Davis, 1989; Vankatesh & Davis, 2000; Dulcic et al., 2012;
Popovic, Hackney, Coelho, & Jaclic, 2012; Fathema, Shannon, & Ross, 2015;
Bach, Celjo, & Zoroja, 2016; Roca, Chiu, & Martinez, 2006; Sercemeli &
Kurnaz, 2016).
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The questionnaire (see Appendix A) is consisted of two parts. The first part
involved multiple-choice demographic questions designed to solicit information
about the system user, and the extent to which they use the analytical system.
The second part involved questions related to the respondent’s usage
experience with the analytical system. In the second part, a five-point Likert-
type scale was used ranging from “1: strongly disagree” to “5: strongly agree”.
For the system they use, respondents were asked to rate the Analysis
Performance (AP) and Interface and Integration Quality (11Q) associated with
the business analytics tools they used, their Perceived Ease of Use (PEU),
Perceived Usefulness (PU), Attitude Toward Using (ATU), Actual Use of the
System (AU) and Analytical Decision Making Culture in the Organization
(ADM). All these constructs in the proposed model are examined based on
reflective multi-item scale. In this part, how all the items are constructed is
briefly explained while preparing the survey questions. Based on the
arguments, Table 3 which includes constructs and items of research is presented

at the end of this part of the thesis.

° Analysis Performance and, Interface and Integration Quality of the

System

In this study, general system performance and information quality aspects of a
business analytics tool are examined under two constructs: Analysis
Performance of the System and, Interface and Integration Quality of the System
construct. Nelson et al. (2005) identified some dimensions in a research that
they searched for system and information quality antecedence. From this study,
content, response time, reliability, accuracy and format are selected as Analysis
Performance dimensions; and, interface and integration are chosen as Interface
and Integration Quality dimensions in line with the business analytics concept.

Content of a business analytics tool is specified as the wide range of analytical
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functions in the system. The more functions a system offers, the more desirable
the system becomes. Response time means the degree to which a system is
reacting fast (Nelson et al., 2005). Hoxmeier and DiCesare (2000) argue that as
system response time increases, user satisfaction decreases and in time, this
dissatisfaction may lead to non-continuing use. In addition, as user satisfaction
decreases, the ease of use perception of an application will decrease (Hoxmier
& DiCesare, 2000). Reliability refers to the degree to which a system is
performing consistently well (Nelson et al., 2005). Scientists have
acknowledged that technical reliability is a factor in successful systems and
they are constantly discussing some techniques for enhancing the reliability of
information systems and services (Butler & Gray, 2006). Accuracy is defined as
the degree of which information is correct, precise, clear, meaningful, credible,
and consistent (Nelson et.al, 2005). In an analytical procedure, validation is
essential to show the analytical results are suitable for its intended purpose and
accuracy is considered as one of typical validation characteristics (Borman &
Elder, 2017). Format is described as the degree to which information is
presented to the user in an understandable and representable manner, and so
that it assists in the completion of a task (Nelson et al., 2005). It is important
that all results are available for download in variety of formats. DeLone and
McLean (2003) described system quality measures as usability, availability,
reliability, adaptability, and response time of a system, as well. Integration is
identified as the degree to which a system processes by physically or
functionally linking together with various sources to achieve an intended
purpose (Nelson, et.al, 2005). According to Hasselbring (2000), the
organizational structure and the workflows for business processes cannot be
approached in isolation that means the processes of cooperating units are deeply
interrelated. Hence, any interaction among computer systems reflects

interactions between employees and processes; thus, it is important to consider
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all levels of integration between those systems to support the business processes
effectively (Hasselbring, 2000). User-friendly interface of the system is
determined as simple, easy-to-navigate, efficient and attractive design of the
system. Ruffini (2001) argued that the design, graphics and visual elements of a
system directly address to users. In line with these dimensions, McKinney,
Kanghyun, and Zahedi (2002) summarize the system quality criteria as
performance characteristics, functionality and usability. In this study, Analysis
Performance of the System construct mainly measures the dimensions related to
the speed, functions, features, contents, reliability, accuracy and format and,
Interface and Integration Quality of the System measures the interaction

capability, user-friendly interface of a system includes business analytics tools.

° Perceived Ease of Use (PEU) and Perceived Usefulness (PU)

For the constructs of usefulness and ease of use perception of a system user, the
basic items determined by Davis (1989), who is the initiator of these two
variables, were used. These are the well-established and frequently used items
in almost every research where the technology acceptance model is studied.
Sercemeli and Kurnaz (2016) used quite explanatory items while investigating
the trends in the use of information technology in audit. Besides, one additional
item, which was constructed by Venkatesh and Davis (2000) while develop a
theoretical extension of TAM, were used in the questionnaire. These are all
added to Davis' basic items. After all, within the context of Perceived
Usefulness, it has been measured whether the system enables users to complete
tasks more quickly, improve their performances, facilitate their work, provide
support in important matters and increase their dominance in their work, when
they use the system in their work. Within the context of Perceived Ease of Use,
it has been measured whether the system is easy to learn to use, tasks are

completed easily, the usage of the system is clear and understandable, system
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requires too much mental effort to use and user manuals are needed very much

or not.

. Analytical Decision Making Culture in the Organization (ADM)

The major items related to Analytical Decision-Making Culture have been
adopted from Popovic et al. (2012), where the relationship between the system
maturity, information quality, analytic decision-making culture, and the use of
information for decision making were examined. Participants were asked
whether decisions are made primarily based on rational analytics, a decision-
making process is firmly established and well-understood, their organizations
pay attention to the available information regardless of the type of decision to
be made and willing to use any information to be analyzed for each decision
process, and managers are encouraging to handle business situations from every

angle or not.

° Attitude Toward Using (ATU)

In this part of the questionnaire, participants' attitudes were measured as the last
step before measuring the Actual Use of Business Analytics of the system. One
item was selected from the research of Dulcic et al. (2012) in which they
studied the use of the decision support systems. Several studies use one or two
items to measure attitude (Shih, 2004). In order to prevent the problem of a
single-item measure, three further items were self-constructed based on the
definition of Attitude Toward Use discussed in the study of Fishbein and Ajzen
(1975). These items were whether the participants thought it was a pleasant
experience for them to use the system, whether it was a wise choice for the
company to use the system, and whether they thought their organizations would
reach some strategic advantage using the system.
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° Actual Use of the Business Analytics (AU)

Finally, in order to measure the Actual Use of Business Analytics tools, in
addition to the classic question of whether users use the system regularly or not
(Dulcic et al., 2012), participants also were asked to answer how often they
used the system and how much time they spent on the system within a day. In
this case, since it is not allowed to view log files of each used system in order to
examine log-in and log-out times or duration of use, measured self-reported
usage of the systems measure was used, as is common in previous studies (e.g.
Yousafzai et al., 2007). In order to balance the usage frequency and the time
spent in the system, a new item was created by taking the logarithm of the
product of the items of how often they use the system and how much time they
spend in a day while using the system. The correlation between the items of the
situation of regularly use and logarithm of multiplication of how much they use
the system was found as 0.57. Moreover, the value of R?, which illustrates how
much of the variability of the Actual Use of Business Analytics factor can
explained by its related items, has also risen. Thus, it is decided that using these

two items is a reliable way to measure this construct.

. Control Variables

It is also constructed four control variables. Firstly, age variable was examined.
Age is coded in year intervals (see Appendix A). Secondly, gender differences
were tested (see Appendix A). Thirdly, the complexity level of business
analytics software used was investigated. It was revealed that the participants
are using more than 10 different software. These systems were divided into two
groups according to the perceived complexity levels. Biewald and O'Connor
(2009) divided business analytics systems into two parts: the more

programming-oriented systems are R, Matlab and Python; and systems that
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offer more simple design are SAS, Stata and SPSS. R and Python are well-
known with their complexity since they are scripting language and they have a
steep learning curve. However, both R and Python are widely preferred since it
offers statistical analysis in a very broad scope, and it has high versatility (NYU
Data Services, n.d.). Besides, both of them are open sources. Nonetheless,
functionalities of these software are limited with whether user is a good code
writer or not. Although both SAS is also a programming languages, they are not
even approaching R or Matlab, in terms of flexibilities. On the other hand,
SPSS and Stata belong to the same category. Users, who are looking for the
easiest way to do standard statistical analysis, are willing to use these systems
(Biewald & O'Connor, 2009). In addition, these software’s learning curves are
gradual to moderate (NYU Data Services, n.d.). SAS is also widely used but, it
has an outdated programming language (Biewald & O'Connor, 2009). Its
learning curve is steeper than either Stata or SPSS. SAP modules where cost,
profitability and quality analyzes can be conducted are known to be difficult to
use as all SAP modules. Business Intelligence (BI) is a set of processes and
methods that process raw data and provide meaningful and useful information
transformation through analysis and decision support purposes (Piskin, 2018).
Most of the business intelligence products operate on the basis of a single-click
or drag-and-drop methods and can simply create queries and reports (Bilisim
AS, n.d.). In the light of these characteristics, the systems used by the
respondents were separated into two categories: complex design and simple
design. As the last control variable, the level of experience with the business
analytics system they are currently using was monitored. Responses were coded
into five categories: (1) Less than 1 year, (2) 1-2 years, (3) 3-4 years, (4) 5-6
years, (5) More than 6 years.
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As mentioned above, in the questionnaire, many questions were asked. Table 3

illustrates all items used in the questionnaire.
3.3.2 Survey Format

The major part of the survey was completed electronically. The administration
of online questionnaires was easy; and the distribution was fast (Sekaran &
Bougie, 2016). Due to the time and distance constraints of this research, these

factors are considered as a big advantage since it saves costs, time, and energy.

Additionally, some of the questionnaires were sent to participants via
distributing the hardcopy by hand. 11% of the respondents were reached by this
way. During the week of data collection, in the company where these
participants work, a conference was arranged about the data analysis. At the
beginning of this conference, participants were asked to give their opinions
about the system they used by distributing the questionnaire. Questionnaires are
personally administered by an employee in that organization. Thus, it has
benefited from the advantages of personally administered questionnaires. In this

way, a response rate of 100% was achieved from 18 participants.

Online questionnaires were formed as web-based. An invitation e-mail was
composed with a website link, and it was sent electronically to 152 employees
to complete the questionnaire. In order to increase the response rate,
participants were contacted individually via phone before the invitation e-mail
was sent and they were notified that they will receive an e-mail soon.
Moreover, the research topic was introduced by the researcher personally in
order to motivate the respondents to get correct answers. Unfortunately, online
and mail surveys typically have a low response rate. Due to these efforts, out of
170 participants, 91 of them completed the questionnaire, resulting in a
response rate of 53.5%.
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Table 3

Survey Questions

Survey Questions

Papers Used

Analysis Performance of the System (AP)

AP1 The speed of the system is sufficient. Fathema, Shannon & Ross, 2015
AP? The sy_stem content (the analysis functions presented, etc.) is quite Fathema, Shannon & Ross, 2015

extensive.

. . . . Bach, Celjo, & Zoroja, 2016; Roca,

AP3 The analysis results received from the system is reliable. Chiu, & Martinez, 2006
AP4 I do not suffe_r fr_om any Qata loss in the system and the system safely Self-constructed

stores the entire information.
AP5 The system provides the data in various formats according to the requests. | Roca, Chiu, & Martinez, 2006

Interface and Integration Quality of the System (11Q)

The interaction of the system with other operational systems used in my

11Q1 company is successful. Fathema, Shannon & Ross, 2015
11Q2 The system has a user-friendly interface. Self-constructed

Perceived Usefulness (PU)

PU1 Using the system in my job enables me to accomplish tasks more quickly. | Davis, 1989

PU2 Using the system improves my job performance. Davis, 1989

PU3 The system makes it easier to do my job. Davis, 1989

PU4 The system provides support for important issues at work. Sercemeli & Kurnaz, 2016

PU5S Using the system increases my dominance at work. Sercemeli & Kurnaz, 2016

PU6 Overall, | find the system useful in my job. Davis, 1989
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Table 3 (cont’d)

Survey Questions Papers Used

Perceived Ease of Use (PEU)

PEU1 Learning to use the system was easy for me. Davis, 1989

PEU2 Thanks to the system, | can easily do what | want to do about work. Davis, 1989

PEU3 Using the system is clear and understandable. Davis, 1989

PEU4 Using the system does not require a lot of mental effort. Vankatesh & Davis, 2000
PEU5S I do not need a user-manual when using the system. Sercemeli & Kurnaz, 2016
PEUG Overall, | find the system easy to use. Davis, 1989

Analytical Decision-Making Culture (ADM)

In my organization, | believe that decisions are given primarily based on

methodical.

ADM1 . . Self-constructed
rational analysis.
ADM?2 In my organization, the data-based decision-making process is well Popovic, Hackney, Coelho &
established and known to its stakeholders. Jaclic, 2012
It is my organization's policy to incorporate available information within Popovic, Hackney, Coelho &
ADM3 .. . :
any decision-making process. Jaclic, 2012
Small or big in any decision making process, we take into account the Popovic, Hackney, Coelho &
ADM4 X . d .
available information. Jaclic, 2012
ADMS Ir_1 my organization, supervisor(s) encourage(s) me to consider every Self-constructed
situation from all angles.
ADMS In my organization, supervisor(s) encourage(s) me to work detailed and Self-constructed
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Table 3 (cont’d)

Survey Questions

Papers Used

Attitude Toward Use (ATU)

ATU1 Using the system is a pleasant experience for me. Self-constructed

ATU2 | feel using the system is a wise choice. Self-constructed

ATU3 | think that by using the system, we would achieve certain strategic Dulcic, Pavlic, & Silic, 2012
advantages.

ATU4 Overall, | have a favorable attitude towards using the system. Self-constructed

Actual Use of Business Analytics (AU)

business processes?

AUl | use the system regularly. Dulcic, Pavlic, & Silic, 2012
AU2 How often do you use the system? Self-constructed

AU3 How much time do you spend in a day directly using the system? Self-constructed

Control Variables

Age

Gender

System _ _

E:S%rpts\llzgty (Ijr; t3{;cr.))ur business processes, which computer program do you use to analyze Self-constructed

Used)

Experience How often do you use information systems that enable to analyze data for Self-constructed




3.3.3 Pre-testing

All required items considered to be measured were collected under the
constructs and a preliminary questionnaire form was prepared. This form was
pre-tested before being distributed to the participants. In pre-testing stage, it
was planned to take some suggestions for correction of sentence structures or
wording of the items, to control the items whether they are suitable for the
purpose of the study by adding, removing or revising the necessary items
related constructs. They were all discussed and finalized the questionnaire. The
first pre-test was carried out with Turkey's first and the only domestic business
intelligence software producer firm, Bilisim Inc. This practice was done by
organizing interviews with the business intelligence product manager, business
intelligence system consultants, business intelligence system test specialists and
software development specialists from the company. Since they are in contact
with the users every day, they have better evaluated the questions from the user
perspective and their recommendations were added to the question pool created
by extensive literature review. After this phase, the preliminary questionnaire
form was rearranged and it was presented to an academician who is an expert in
the business statistics and decision science fields. In this phase, some important
adjustments were made such as eliminating some questions from the perceived
usefulness construct which are asked to evaluate user’s own productivity and
effectiveness. It believed that these questions are not understandable and
measurable and therefore cannot be answered objectively.

The final version of the survey has been constructed with the help of both an
academic expert and a producer firm of business intelligence system which is

the best integrated system of business analytics.
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3.3.4 Ethical Considerations

Business analytics provides high value to the company and allow them to gain
strategic competitive advantage in the industry. For this reason, the identity of
individuals and organizations involved in the study was not asked for
confidentiality.

Participants were informed of the purpose of the investigation. Confidentiality
was ensured throughout the process. If any participant feels uncomfortable,
they were informed that they can withdraw from any stage of the data collection

process.

It is also conducted a common method bias test. Common method bias is a
systematic deviation resulting from common measurement tool that change the
correlations in the underlying structures by inflating or deflating (Chin,
Thatcher, & Wright, 2012). It was found that there was no evidence of a
common method bias according to this test. The detailed results are stated in the
Section 4.4.

Besides, it is unlikely to observe a non-response bias since there was no late
response to the questionnaire. For easy follow-up, questionnaire was sent to the
companies on a day to day basis. The questionnaires were completed when they

reached the participants or they have never replied.

Additionally, METU Applied Ethics Research Center (AERC) approved the
data collection method used in the research. This center carries out an
examination process in terms of basic health, safety, human rights, legal
principles and universal ethical principles for the studies that researchers carry
out on people or with people who are subject of a scientific research. They

investigate whether the research (survey studies, laboratory experiments, field
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trials, interviews, reviews, etc.) are designed in a way that does not allow for a
probable problem. Before the survey was conducted on participants, it was fully
designed and sent to the AERC. In conclusion, it was approved that this survey
does not cause any ethical concerns (see Appendix B for the Ethics Approval
document).
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CHAPTER 4

DATA ANALYSIS

In this chapter of the research, firstly the basic descriptive statistics are stated,
then, necessary assumptions are tested. Afterwards, reliability and factor

analyses are conducted, and finally predicted hypotheses are tested.
4.1 The First Glance to the Data: Descriptive Statistics

From 15 different companies, 91 business analytics system users completed the
questionnaire. Table 4 illustrates the descriptive statistics. Participants from all
levels of experience in using business analytics, from beginner to expert,
participated in this research. Gender distribution is balanced. Generally, the
sample consists of young adult workers, consisting of approximately 85% of
the sample. Participants were selected from a great variety of industries, and
from both private and public sectors. Of those participants, the majority are
working in the private sector and specifically in the regulating and finance
industry. Respondents use a wide range of business analytics systems such as
business intelligence, Stata, R, and SPSS.

In univariate descriptive statistics, mainly the central tendency, dispersion
(variability or spread), and shape of the distribution are examined. Regarding to
the five key independent constructs, the basic descriptive statistics are exhibited
in the Table 5.
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Table 4
Distribution of Survey Respondents by Age, Gender, Education, Sector,
Industry, Size

Age Frequency | Percentage (%)
<30 42 46.20%
30-39 36 39.60%
40-49 11 12.10%
50-59 2 2.20%
>59 0 0.00%
Total 91 100%
Gender Frequency | Percentage (%0)
Female 45 49.50%
Male 46 50.50%
Total 91 100%
Education Level Frequency | Percentage (%0)
High school degree 0 0.00%
College/university degree 65 71.40%
Master degree 22 24.20%
Doctoral degree 4 4.40%
Total 91 100%
Sector Frequency | Percentage (%)
Public sector 32 35.20%
Private sector 59 64.80%
Total 91 100%
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Table 4 (cont’d)

Industry Frequency | Percentage (%)
Information technologies 13 14.30%
Finance and banking 18 19.80%
Regulatory authority 18 19.80%
Healthcare 10 11.00%
Chemistry, foundry, and

petroleum 11 12.10%
Fast-moving consumer goods 5 5.50%
Energy 7 7.70%
Automotive 2 2.20%
Defense 1 1.10%
Trade (sales and marketing) 3 3.30%
Service industry 2 2.20%
Other 1 1.10%
Total 91 100%
Size (Number of Employees) Frequency | Percentage (%)
0-50 12 13.20%
51-250 16 17.60%
251-500 5 5.50%
501-1000 5 5.50%
More than 1000 employees 53 58.20%
Total 91 100%
Business Analytics System Used | Frequency | Percentage (%)
Business Intelligence (software

with analytics options) 17 18.70%
R 14 15.40%
SAP (Analytical modules only) 8 8.80%
SAS 8 8.80%
SPSS 10 11.00%
Stata 24 26.40%
Other (Python, Knime etc.) 10 11.00%
Total 91 100%
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Table 5
Descriptive Statistics

Interface . . Analytical
Analysis and Perceived PE;ZZ“(’)? 1’?‘;&?&2 Decision-
Performance | Integration | Usefulness Use Use Making
Quality Culture
Sample
S 91 91 91 91 91 91
Mean 4.025 3.341 4.082 3.090 4.021 3.823
Median 4.000 3.500 4.167 3.000 4.000 4.000
Std.
BevEran 0.637 0.913 0.791 0.893 0.766 0.799
Skewness -0.674 -0.287 -0.624 0.332 -0.708 | -0.503
Kurtosis 1.202 -0.107 -0.390 -0.349 0.640 -0.255

Means of the given answers to the survey questions depict what the general
tendency is. While the respondents generally find the Analysis Performance of
business analytics tools as high-quality, they think that Interface and
Integration Quality of the systems are perceived as medium quality. It is found
that for the Perceived Usefulness, people rate medium-high scale answers
which means users find the systems useful. As the most striking result, although
respondents find the business analytics systems as high-quality and useful, they
do not find it easy to use the system. Moreover, users’ general attitude toward
the use of these systems is positive and they also intent to use business analytics
tools in the future. From the organizational point of view, the respondents feel
that the Analytical Decision-Making Culture is moderately established in their

organization.

Standard deviation measures the amount of dispersion of the data from the
mean. The answers have slightly high degree of dispersion since although the

responses are already in five-scale, answers differ almost one-scale it means
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participants have varying approaches for the same question. Analysis
Performance, Perceived Ease of Use and Attitude Toward Use constructs seem
right- skewed (mean>median), Interface and Integration Quality, Perceived
Usefulness and Analytical Decision-Making Culture constructs seem left-

skewed (mean<median).
4.2 Testing of Normality Assumption and Outlier Detection

Before starting to do a comparison test and to test constructed hypotheses, it is

important to analyze the general structure of the data.

Firstly, the data were viewed to detect any possible outliers. In order to do that,
histograms of each construct were monitored. As a result of this examination,
no outlier observation was detected. Secondly, in order to conduct a factor
analysis, and t-test, it is needed to state normality assumption. There are some
different ways to test normality. In normal distribution, it is expected that the
mean and median values to be close to each other. When the outputs of SPSS
examined, the mean and median values for Analytical Decision-Making Culture
and Interface and Integration Quality sets are not close to each other while all
the remaining construct sets are relatively closer (see Table 5). As another
method to recognize normality, skewness and kurtosis values are expected to be
close to zero. Skewness depicts the symmetry of the distribution; zero value
shows the tail balance is provided on both side of the curve. Kurtosis depicts
the tailedness of the distribution; zero value indicates that the tails are not fat or
thin, they are in balance. Table 5 shows that not all of the skewness and kurtosis
values are close enough to zero. As another way, histograms can be visually
inspected for normality assumption. Histograms of the constructs are not

symmetrically bell-shaped (see Figure 7).
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Figure 7. Histograms of the Constructs

In these two stages, there is no evidence to support normality assumption. As a
final step, normality was checked with a formal statistical test: Kolmogrov-
Smirnov and Shapiro-Wilk Tests. According to both two tests’ results, it is
proven that except Perceived Ease of Use factors, all of the constructs are not

distributed normally (see Table 6).

68



Table 6
Tests of Normality

Kolmogorov-Smirnov Shapiro-Wilk

Constructs — - — -

Statistic | df Sig. | Statistic | df | Sig.
Analysis Performance 0.111 91 | 0.008 0.953 91 | 0.002
Interface and Integration | 155 | 99 | 000 | 0960 | 91 | 0.007
Quality
Perceived Usefulness 0.123 91 0.002 0.920 91 | 0.000
Perceived Ease of Use 0.092 91 0.055 0.974 91 | 0.069
Attitude Towards Use 0.131 91 0.001 0.920 91 | 0.000
Analytical Decision 0148 | 91 | 0000 | 0941 | 91 | 0.000
Making Culture
Actual Use 0.171 91 | 0.000 0.902 91 | 0.000

4.3 The Role of Industry and System Complexity

Prior to testing the associations established in the model, some comparative
tests were conducted to see whether significant differences exist in terms of all
factors ultimately affecting the use of business analytics. In order to determine
this, independent t-tests were applied to compare system complexity and

sectoral differences and they were tested at p<0.05 level.

Organizations were divided into public and private sectors according to their
capital structure and, production and service industries in terms of their main
activities. The business analytics systems used were studied in two groups as

complex and simply designed systems as described in the section 3.3.1.

The independent t-test was carried out to investigate whether there is a
statistically significant difference between two sectors in terms of both capital
structures and main activities; and system design complexity averages, as well.

Hypotheses are stated below:
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Ha1: Upublic sector 7 UPrivate Sector
Haz: Hproduction Industry 7 Hservice Industry
Has: Hcomplex Design # Hsimple Design

Before conducting an independent t-test, some assumptions should be made.
Firstly, the sample was randomly constituted. Secondly, the reasonably large
sample size was collected (Npublic sector=32, Nprivate Sector=59, NProduction Industry=41,
Nservice Industry=49, Ncomplex Design=40, Nsimple Design=51). Thirdly, the data should be
normally distributed. First two assumptions are valid. However, normality
assumption cannot held as stated in the section 4.2. Therefore, it is necessary to
state a word of caution about the validity of the results. It may not be proper to
come to the sharp conclusions. Yet, stated results in the Table 7 support the

final results.

SPSS presents a set of group statistics output (see Table 7) that allows the first
impression before the actual comparison analysis. Means of each construct for
the two groups of sectors and system types seem quite close to each other.
Additionally, the homogeneity of the variance was investigated. After
investigating standard deviations of each construct for the two groups, in order
to statistically test equality of variances, Levene's test was conducted (see Table
8). According to the significance values, for different group comparisons, some
of the constructs have p-values which are greater than 0.05, some does not
have. Thus, if homogeneity of variance was validated (Sig.Levene Test>0.05),
significance values for Equal Variances Assumed were analyzed while
conducting t-test. Otherwise (Sig.Levene Test<0.05), the rest of significant values
for t-test were taken into consideration. The values under consideration are
indicated in bold in the Table 8.
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Table 7

Differences Based on System Complexity, Capital Structure and Main Activity of Organizations, Some Basic Statistics

of the Key Constructs

5 )
=} Complexity
= Level of the | n | Mean Std'. . Sector [ n | Mean Std'. . Industry n | Mean Std'. .
c Deviation Deviation Deviation
S System
3
AP g‘;;‘i‘gr']ex 40 | 4263 | 0572 Public | 35 | 4055 | 0448 Production | 41 | 3939 | 0.750
g‘g%‘ﬁ 51| 3868 | 0.641 Private | 59 | 4034 | 0726 Sevice | 49| 4112 | 0523
1Q gggi‘gr"ex 40 | 3200 | 1.018 Public | 35 | 3484 | 0735 Production | 41 | 3341 | 0897
g‘:;gﬁ 51 | 3451 | 0.814 Private | o9 | 3263 |  0.993 Service 49 | 3.327 0.938
PU ggggr']ex 40 | 4281 | 0819 Public | 25 | 4100 | 0657 Production | 41 | 4 043 0.873
g‘gggﬁ 51 | 3.956 | 0.748 Private | o9 | 4003 | 0.862 Service 49 | 4.128 0.722
PEU ggggr']ex 40 | 3146 | 0974 Public | 25 | 917 |  0.680 Production | 41 | 3515 0.953
Simple 51 | 3.046 | 0.832 Private | o9 | 3184 | 0.983 Service 49 | 2.963 0.828

Design
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Table 7 (cont’d)

s .
% E:\?;Fl)efxtlt?é n | Mean SDt;jv.iation Sector | n | Mean gtfv'iaﬂon Industry | n | Mean gtfv'iaﬁon
8 System
ATU gggi‘gr"ex 40 | 4181 | 0.749 Public 1 35 1 4076 |  0.500 Production | 41 | 3915 | 0928
g‘g%‘ﬁ 51| 3895 | 0.762 Private | 59 | 3992 | 0880 Service 49 | 4.100 0.600
ADM gggi‘gr"ex 40 | 3954 | 0849 Public | 35 | 3850 |  0.642 Production | 41 | 3817 | 0.846
g‘g%‘ﬁ 51|3720 | 0.749 Private | 59 | 3808 |  0.877 service 49| 3824 | 0774
AU [C)‘;;‘i“gr"ex 40 | 2636 | 0.584 Public | 55 | 2053 | 0722 Production | 11 | 5477 | 0639
Simple 51| 2105 | 0.718 Private | 59 | 5404 | 0660 Service 49 | 2.206 0.747

Design
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Table 8

Comparison Results

Independent Samples t-test for Independent Samples t-test for Independent Samples t-test for
System Complexity Capital Structure of Organizations Main Activity of Organizations
Levene S.T est for t-test for Equality)| Levene's T est for t-test for Equality Levene S.T est for t-test for Equality)
Equality of Equality of Equality of
. ) of Means . of Means . of Means
Homogeneity| Variances Variances Variances
Construct] .
of Variance Sig. (2 Sig. (2 Sig. (2
kol Sie Uiy || B S U ol iy || T S U tailed)
Equal
variances 0.313 | 0.577 | 3.057 | 0.003 6.246 | 0.014 | 0.147 | 0.883 3.725 | 0.057 | -1.287 | 0.202
AP  |assumed
Equal
variances not 3.100 | 0.003 0.169 | 0.866 -1.247 | 0.216
assumed
Equal
variances 2.230 | 0.139 | -1.307 | 0.194 5.318 | 0.023 | 1.108 | 0.271 0.010 | 0.920 | 0.077 | 0.939
1o assumed
Equal
\variances not -1.273 | 0.207 1.210 | 0.230 0.077 | 0.939
assumed
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Table 8 (cont’d)

Independent Samples t-test for
System Complexity

Independent Samples t-test for
Capital Structure of
Organizations

Independent Samples t-test for
Main Activity of Organizations

Levene's Test t-test for Levene's Test t-test for Levene's Test t-test for
for Equality Equality of for Equality Equality of for Equality Equality of
Homogeneity | of Variances Means of Variances Means of Variances Means
Construct . : : :
of Variance Sig. Sig. Sig.
F Sig. t (2- F Sig. t (2- F Sig. t (2-
tailed) tailed) tailed)