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ABSTRACT

UNSTEADY ATMOSPHERIC FLOW SOLUTIONS WITH OPENFOAM
COUPLED WITH THE NUMERICAL WEATHER PREDICTION

SOFTWARE, WRF

Leblebici, Engin

Ph.D., Department of Aerospace Engineering

Supervisor : Prof. Dr. İsmail H. Tuncer

February 2018, 135 pages

Ways to predict wind energy potential and energy generation accurately are sought

in many applications such as the wind turbine siting and the short term wind power

production estimation. Current wind energy prediction models are based on the sta-

tistical analysis of long term observation data and the reconstruction of average wind

fields by means of numerical tools. Even if computational fluid dynamics tools based

on Navier-Stokes solutions are employed for sectoral wind fields, the reconstruction

of wind fields according to prevailing wind speeds and directions are, in general, not

accurate for wind field predictions on complex terrains. On the other hand, numerical

weather prediction software such as WRF, in which the unsteady atmospheric physics

are taken into account, provides time dependent atmospheric flow field solutions, but

due to the low resolution and the pressure based vertical coordinate system wind field

predictions are inaccurate near ground in complex terrains.

In this work, unsteady atmospheric flows are computed by a coupled solution method-

ology. Atmospheric flow solutions based on the weather prediction model, WRF, on
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a low resolution grid provide the unsteady boundary conditions for OpenFOAM solu-

tions on high resolution terrain fitted grids. The usage of WRF predictions as boundary

conditions accounts partially for the physical processes such as solar radiation, pre-

cipitation, surface heating and the resulting diurnal cycle. OpenFOAM solutions with

the high resolution topography and computational grid, and a spatially varying rough-

ness model capture complex terrain effects such as flow separation, recirculation, and

reattachment zones. The OpenFOAM solutions coupled with WRF are performed in

parallel. A post-processing tool is also developed to extract the wind field data from

the coupled OpenFOAM solutions at any given altitude, and to estimate the distribu-

tions of wind power density and wind energy generation by time integration along the

unsteady flow solution.

The coupled flow solutions are compared with the time series wind speed and direc-

tion data obtained from a meteorological measurement tower, Met-mast. It is shown

that the coupled flow solutions developed improve the time dependent wind field pre-

dictions of WRF by about 12% with respect to the observation data which corresponds

to about 40% improvement on wind power production estimations.

Keywords: Computational Fluid Dynamics (CFD) , Wind Energy Prediction, WRF,

OpenFOAM
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ÖZ

OPENFOAM İLE AKUPLE NUMERİK HAVA TAHMİN MODELİ, WRF
KULLANILARAK ZAMANA BAĞLI ATMOSFERİK AKIŞ ÇÖZÜMLERİ

Leblebici, Engin

Doktora, Havacılık ve Uzay Mühendisliği Bölümü

Tez Yöneticisi : Prof. Dr. İsmail H. Tuncer

Şubat 2018 , 135 sayfa

Rüzgar enerjisi potansiyelini ve güç üretimini doğru bir şekilde tahmin etme yöntem-

leri, rüzgar türbin yerleşimi ve kısa dönemli rüzgar gücü üretimi tahminleri gibi bir

çok uygulamada aranmaktadır. Güncel rüzgar enerjisi tahmin modelleri uzun dönem

rüzgar ölçüm verilerinin istatiksel analizine ve ortalama rüzgar alanlarının sayısal

araçlar kullanılarak yeniden yapılandırılması esasına dayanmaktadır. Sektörel rüzgar

alanları için Navier-Stokes çözümleri uygulansa bile, rüzgar alanlarının baskın rüz-

gar hızı ve yönüne göre yeniden yapılandırılması, genel olarak, rüzgar alan tahminleri

için hassas değildir. Diğer yandan, daimi olmayan atmosfer fiziğini hesaba katan WRF

gibi sayısal hava tahmin yazılımları ile, zamana bağlı atmosferik akış alanı çözümleri

elde edilebilse de, düşük çözünürlük ve basınç tabanlı dikey koordinat sisteminden

ötürü karmaşık arazilerde çözümler hassas olmamaktadır.

Bu çalışmada, daimi olmayan atmosferik akış çözümleri akuple bir çözüm yöntemi

kullanılarak hesaplanmıştır. Sayısal hava tahmin modeli WRF’a dayalı düşük çözü-

nürlükteki atmosferik akış çözümleri, yüksek çözünürlüklü ve topoğrafyaya uyumlu

çözüm ağlarındaki OpenFOAM çözümlerine daimi olmayan sınır koşulları sağlamakta-
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dır. WRF tahminlerinin sınır koşulları olarak kullanımı güneş ışınımı, yağış, yer ısın-

ması ve ortaya çıkan gece-gündüz döngüsü gibi fiziksel olayların hesaba katılmasını

sağlamaktadır. Yüksek çözünürlüklü topoğrafya ve çözüm ağları ile yere bağlı de-

ğişken pürüzlülük modellemesiyle yapılan OpenFOAM çözümleri akış ayrılması, sir-

külasyon ve yeniden yapışma gibi karmaşık arazi etkilerini yakalamaktadır. WRF ile

akuple OpenFOAM çözümleri paralel olarak uygulanmıştır. Ayrıca, yerden belirli bir

yükseklikteki akış alanlarını, daimi olmayan WRF ile akuple OpenFOAM çözümlerin-

den çıkaran ve zamana bağlı çözümler boyunca entegrasyonu ile rüzgar enerjisi ve

rüzgar potansiyeli yoğunluğu dağılımlarının tahmini yapan bir son işlem aracı geliş-

tirilmiştir.

Akuple çözüm yönteminin sonuçları, bir meteorolojik ölçüm direğinden alınan rüz-

gar hız ve yön zaman serisi verileri ile karşılaştırılmıştır. Geliştirilen akuple çözüm

yönteminin, WRF’nin zamana bağlı rüzgar hız tahminlerini, deneysel verilere göre,

üretilen rüzgar gücü tahmininde %40 ’lük iyileşmeye karşılık gelen, %12 civarında

iyileştirdiği gösterilmiştir.

Anahtar Kelimeler: Hesaplamalı Akışkanlar Dinamiği (HAD), Rüzgar Enerji Tah-

mini, WRF, OpenFOAM
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CHAPTER 1

INTRODUCTION

The increase in energy demand all around the world due to industrialization and the

pollution that comes with it lead the governments and investors towards the direction

of renewable and clean, green energy. As one of the most significant sources of green

energy, wind and efficient ways to harness it, are currently among the main research

topics[17, 29].

Site-selection for wind farms/turbines and wind resource assessment are of the main

branches of wind energy research. The aim of wind resource assessment is simply

to predict the power output and best positions for the installation of wind turbines.

As the initial investment cost of wind farms is quite high including preliminary sur-

veys, met-mast installations and turbine installations; wind resource assessment is of

significant importance [19, 18].

One of main problems that gradually pop-up for the wind assessment studies is the

inaccuracy in complex terrains. The past experiences in the operation of commer-

cial wind farms have confirmed that effects from a local complex terrain on the site

characteristics of each turbine have a significant influence on the power output and

perhaps even on the viability of a wind energy project[11, 7, 12, 38, 40].

Most of the commercial wind assessment tools either use linearised models or compu-

tational fluid dynamics (CFD) models, which employ Wind Atlas Methodology [49]

based on meteorological mast data. A more detailed approach is to use numerical

weather prediction (NWP) models. Further up in the complexity ladder, there are a

few NWP coupled CFD or LES models which have the most extensive modelling of

physics and are computationally the most expensive ones.
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Even if the wind energy is clean and renewable, once wind turbines are installed, there

are still some issues to overcome before they can be utilized reliably. The main prob-

lems of using wind power in large scales are its high variability, limited predictability,

limited dispatchability, and non-storability. A coal power plant, for example, can be

turned on or off, and can adjust its output to the demand. Wind power, however,

cannot be controlled by power system operators because wind farms cannot increase

their power generation upon request when there is not sufficient wind. Wind farms

can only reduce the output. Also, wind cannot be stored like coal, natural gas, or

atoms for future power generation [56].

Therefore, in order to utilize the generated wind power efficiently, accurate and reli-

able short-term predictions are needed, even more so for countries with a high wind

power potential [32]. While the widely used linear or CFD based statistical wind

prediction models are fairly useful for annual wind energy predictions, their accuracy

is not adequate for short-term wind predictions as these models work with statistical

averages and don’t take into account the time dependent variation in the wind speed.

Moreover, wind forecasting errors are magnified by the fact that wind power increases

with the cube of the wind speed [32].

In order to understand and cope with the problems in the current wind prediction

models, understanding the underlying principles behind wind energy is essential. In

this section some background information about the wind energy is given along with

the objective of this work and the tools to be used.

1.1 Atmospheric Boundary Layer and Wind

The “Atmospheric Boundary Layer”, ABL, (also called the The Planetary Boundary

Layer, PBL) can be defined as the part of the atmosphere which is highly influenced

by the Earth’s surface and responds to the forcing from the surface within a time scale

about an hour [45]. This layer’s thickness and structure vary diurnally along with the

flow variables within such as velocity, temperature and pressure [26]. The thickness

of the ABL ranges from 3km down to 100m in high latitude (north-south poles) and

usually considered to be in the order of 1km.
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There are 3 main forcing mechanisms that effect the characteristics of ABL.

• Pressure gradient force

• Surface frictional force

• Buoyancy force

Forcing due to pressure gradient ~Fp is straight forward;

~Fp = −1

ρ
~∇p (1.1)

Surface frictional force ~Ff is defined as follows

~Ff = −a~V (1.2)

where a is the friction parameter that depends on the surface roughness. While this

equation looks simple, there are 2 important ramifications: The friction force acts in

the opposite direction to the wind, thus retards the flow. The parameter a is not easily

determined as it depends on the wind speed and the surface roughness.

Atmospheric boundary layers can be divided into 4 sublayers:

• The roughness sub-layer: the thin layer whose height is in the order of rough-

ness elements such as man-made structures, plants, trees etc..

• The surface layer: which is also called constant flux layer, is around 100 m

thick. The flow characteristics such as wind velocity, temperature, pressure

greatly varies with altitude and the turbulence characteristics are influenced by

the topography mostly. Vertical heat and momentum fluxes are approximately

constant in this layer.

• The well-mixed layer: Flow characteristics are relatively constant with altitude

but Coriolis effects from the Earth’s rotation are more effective as the wind

velocity is higher than in the surface layer. It is the buffer layer between the

capping inversion layer.
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• Capping inversion layer: Also called as the inversion layer, this layer acts as a

bridge between the well-mixed buffer layer and the free atmosphere in which

the geostrophic wind conditions apply.

The buoyancy force is generated due to the density changes in the ABL. For an air

particle with a differential volume, the gravitational force acting on it can be given as:

~Fb = (ρ0 + ∆ρ)~g (1.3)

where ρ0 is the density of the air particle, ∆ρ is the density change and ~g is the

gravitational acceleration. Thus, when the density changes within the differential

volume, gravitational force acting on the particle becomes different resulting in a net

force which is the buoyancy force. It is important to note that once ρ and ρ0 are

equal no buoyancy force is generated. Buoyancy is closely related to atmospheric

stability. Stability is defined using the concept of potential temperature, θ, which is

defined as the temperature that an unsaturated parcel of dry air would have if brought

adiabatically and reversibly from its initial state to the ground pressure, p0. Potential

temperature can be calculated as:

θ = T

(
p0

p

)R/cp
(1.4)

where T is the temperature, p0 is the pressure at the surface, p is the pressure at the

level where temperature is measured, R is the universal gas constant and cp is the

specific heat of air. By its definition, potential temperature θ is a quantity that does

not change if you move an air parcel up or down adiabatically.

There are 3 types of atmospheric flow characteristics (stability conditions) :

• Stable Atmosphere: This condition is where dθ
dz
< 0. For this condition, the

heat flux from the surface to the air in the vicinity is negative, (H<0). This

means that the air in the vicinity of the ground is being cooled by the ground,

increasing the air’s density. This results in the air being stagnant in altitude as

the buoyancy acts towards the ground on it.
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• Neutral Atmosphere: This condition is where dθ
dz

= 0. For this condition, the

heat flux from the surface to the air in the vicinity is zero, (H=0). This means

that there is no cooling or heating effect from the ground, so the effect of buoy-

ancy is negligible.

• Unstable Atmosphere: This condition is where dθ
dz
> 0. For this condition to

occur, the heat flux from the surface to the air in the vicinity is positive, (H>0)

, meaning that the ground is warming up the air in the vicinity. As the air gets

warmer, its density decreases causing an upwards airflow due to buoyancy.

A typical representation of the atmospheric boundary layer for day and night is given

in Figure 1.1 and Figure 1.2. As seen in these figures, all flow characteristics change

diurnally.

Figure 1.1: Atmospheric Boundary Layer representation by night and profiles for

flow variables [45, 26]

As the radiation from the Sun hits earth’s surface, it is absorbed by the ground and

heats the atmosphere. This results in the heating of the atmosphere, more intense

near the ground. As the density of air near the ground decreases, air moves up and

a vertical highly turbulent flow is generated by buoyancy as shown in Figure 1.1.

Inversely, at night as the air cools down, its density increases near the ground, no

significant vertical flow is generated and atmosphere becomes stable as shown in

Figure 1.2

In the surface layer, as the vertical heat and momentum fluxes are negligible, wind
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Figure 1.2: Atmospheric Boundary Layer representation by night and profiles for

flow variables [45, 26]

profiles can usually be approximated by two methods: logarithmic wind profile and

power law.

In logarithmic wind profile:

u(z) =
u∗

κ
ln

(
z

z0

)
(1.5)

where u∗ is the friction velocity and κ is the von Karman constant as mentioned

earlier. Note that the friction velocity u∗ and the shear stress τ are defined as:

u∗ =

√
τ

ρ
, τ = µ

du

dz
(1.6)

As seen in Equations 1.5 and 1.6 that the approximated wind profile depends on

the rate of change of velocity with respect to altitude, du
dz

. So, turbulence plays an

important role in its characteristics.

While the logarithmic wind profile embodies some physics behind [30], for a more

straightforward approximation of wind profile, the power law is used:

u(z) = ur

(
z

zr

)α
(1.7)
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where ur is the reference wind speed at altitude zr and α is the wind shear exponent

which is determined based on experimental data.

In short, the physics of the Atmospheric Boundary Layer suggests 4 important issues

to be considered.

• Atmospheric Boundary Layer’s thickness can be assumed to be around 1km.

Since there are a great number of disturbances such as roughness elements,

topography, heating/cooling from the ground, stability etc, atmospheric flows

are essentially turbulent.

• As most of the wind turbines reside within 200 meters from the ground level,

it is safe to assume that the part of the atmospheric boundary layer of interest

is the surface layer (AKA constant flux layer). Since the flow properties and

turbulence characteristics vary abruptly and are mostly influenced by the topog-

raphy in this layer, high resolution terrain modelling is of utmost importance.

• While the wind profile can be approximated by logarithmic profiles in the sur-

face layer where most of the wind turbines reside in, abrupt changes in flow

direction and speed occurs both in time and space because of the disturbances

terrain features create in the upcoming flow.

• Characteristics of the ABL changes diurnally due to the heating from the Sun.

In order to correctly model this behaviour of the ABL, unsteady models should

be used along with unsteady boundary conditions.

1.2 Wind Power Prediction/Estimation Models

Several factors are considered in the traditional wind power prediction and the siting

of wind turbines:

• On-site meteorological observation data: Traditional wind power prediction

methods all require wind speed observation data which is obtainable from me-

teorological masts (met-mast). As the even the annual wind is highly variable,
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on-site measurements that are taken for less than 5 years may lead to highly

inaccurate annual energy predictions.

• Extrapolation of met-mast data to turbine hub height: As the cost of met-masts

usually go up exponentially with height, extrapolation of met-mast data to tur-

bine heights are usually done using logarithmic wind profiles or power law

which were given in the "Atmospheric Boundary Layer and Wind" section.

• Complex terrain and roughness effects: Complex topography such as hills,

mountains, valleys changes the wind flow characteristics drastically. Also,

changes in the terrain types (such as woodlands into irrigated lands) and shel-

tering objects are usually modelled as variable roughness elements. Effects of

roughness on the wind flow is significant especially in surface layer of the ABL.

[14]

• Power predictions with wind turbine power curves: Wind turbine power gives

the estimated power generation according to hub height wind speeds. Accurate

power curves for the turbines to be installed are obviously necessary in order to

calculate the power output of a wind turbine. But even if the annual averages

or wind speed distributions are correctly estimated as the wind varies abruptly

with time, accurate short-term predictions are really hard to come by.

• Power losses: There are several factors that hinders the power generated by a

turbine such as wake losses from other turbines, high wind speed shutdowns,

etc.. that each of which requires attention.

Although there are several factors to take into account for wind power prediction,

scope of this study is focused on the accurate determination of time dependent wind

fields. Thus, most of the discussions in the following pages will be about that.

Currently, most of the commercial wind assessment tools either use linearised models

or CFD based models, that use the Wind Atlas Methodology [49] based on measure-

ments from meteorological masts. The main idea in Wind Atlas Methodology is to

obtain 12 or more steady sectoral wind field solutions that sweeps 360◦ for a region

that contains the location of measurements as seen in Figure 1.3 (left) and corre-

late these sectoral solutions to reconstruct the time averaged flow field estimations
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based on the point observation data. Linearised and CFD based models differs in the

methodology to obtain the sectoral solutions. The reconstructed wind field is then

used for the micro-siting of the wind turbines and the annual energy production esti-

mation of the wind farm. It is important to note that both CFD based and linearised

models depend on observation data that is collected for at least a year (usually 3-5

years) to yield reasonable results for wind speed distributions meaning that at least

a years worth of time and money is lost. A more detailed approach is to use NWP

models which generates time dependent flow fields instead of the statistical flow re-

construction methods. Also, there are a few NWP coupled CFD or LES models which

have the most extensive modelling of physics and computationally the most expensive

ones.

Beaucage [4], compared a linearised model (WAsP ), a CFD based based model

(MeteodynWT ), a mass consistent model that downscales NWP results (SiteWind)

and NWP coupled LES model (ARPS) at four different sites with different climate

conditions. The statistical wind reconstructions based on sectoral wind solutions of

WAsP, Meteodyn, SiteWind are compared with averaged results of 72 days samples

equally weighted for each mounth in a 5 year period obtained from time dependent

ARPS model. He concluded that the SiteWind and ARPS model produced the

lowest root mean square error (RMSE) as measured between the predicted and ob-

served mean wind speeds. The RMSE for the linear Jackson-Hunt type model was

29% greater than the coupled NWP models and for the RANS model 58% greater

than the coupled NWP models. The key advantage of the coupled NWP models ap-

pears to be their ability to simulate the unsteadiness of the flow as well as phenomena

due to atmospheric stability and other thermal effects. It should be noted that using

time averaged velocity for error can be misinterpreted as the positive and negative

differences may cancel out to give a low mean error. [30]. It is also observed that all

four numerical models performed better in flat terrain than in complex terrain.

In the following subsections, 3 types of commonly used models (linearised, CFD

based and NWP models, namely) are described in detail.
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1.2.1 Linearized Models

Linearised models are based on the early study by Jackson and Hunt [23] and known

accordingly as Jackson and Hunt models. Linearised models employ fast, linearised

solvers assuming sheltering obstacles, roughness and mountainous topography as

small perturbations on a constant background wind field. Using point wind data mea-

surement(s) for long period (1-10 years) generalized regional wind data is derived.

Reversing this process, wind climatology of a specific location is obtained. A basic

flowchart of the process is given in Figure 1.3(right). The wind atlas data set then can

be subsequently applied for estimation of the wind climate and wind power potential,

as well as for siting of specific wind turbines[34].

WAsP (Wind Atlas Analysis and Application Program) from Risø is the most popu-

lar one among these linearised flow models that use wind atlas methodology [34]. The

WAsP model, like other linearised models such as MS3DJH/MsMicro3 [47, 50]

and MSFD [5], uses linearised equation sets that are developed for neutrally stable,

attached flow. While the computational effort is negligible with respect to CFD based

or NWP models, linearised models cannot simulate flow features such as separation

and recirculation, thus their application is limited to simple geometries. Bowen [10]

stated that WAsP prediction errors may be significant if the local climate or terrain

lie outside its normal operational envelope and specified a terrain slope of 0.3 after

which the prediction errors become large due to flow separation. Ayotte’s study [3]

stated that a slope higher than 0.2 even on relatively smooth surfaces can produce

significant errors for mean wind speed estimates using linearised model, MSFD.

Politis, [37] in his study about turbine wake effects in complex terrains, concluded

that the velocity deficit and the wake geometry cannot be predicted by a linear su-

perposition of the terrain and the wake effect as the presence of complex topography

affects the wake development in a complicated way.

1.2.2 CFD Based Models

CFD based power prediction models are used in order to overcome the inaccuracies

in complex terrains by using Reynolds Averaged Navier Stokes (RANS) solutions for
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Figure 1.3: Sectoral solutions used in wind atlas methodology (left) and linearised

model used in WAsP (right)

steady sectoral flow field solutions to sweep over 360◦. These sectoral solutions are

obtained by giving steady and spatially uniform logarithmic wind profiles as inflow

velocity boundary conditions and giving the opposite sides as outlets as given with

red and blue lines respectively in Figure 1.3(left). Usually other sides (if any) are

given as symmetry BCs. Sectoral solutions are then interpolated to reconstruct the

time averaged flow field estimations based on the point observation data obtainable

from met-masts.

Ayotte [3] stated that RANS based RaptorNL model significantly improved the re-

sults with respect to linear model MSFD for slopes upto 0.4 for smooth and 0.3 for

rough surfaces but there is a significant deviation from measurement on the leeward

side for hills for slopes higher than that. As the flow reconstruction methodology

in CFD based models is based on the interpolation of sectoral solutions and obtain-

ing wind distributions for time averaged flow fields, complex terrain effects such as

separation are somewhat smoothed out. As an example, the direction of the wakes

behind obstructing features such as mountains change with respect to the inflow wind

11



directions in sectoral solutions. As all sector solutions are used in the interpolations

to reconstruct the flow field, effects of each sectors’ wakes smooth out the averaged

results.

Aside from the inaccuracies in complex terrain, both linearised and CFD based mod-

els’ outputs are statistical annual averages, meaning that accurate short term predic-

tions are out-of question as there is no time dependent wind flow information and

since wind power is proportional to the cube of wind speed. On the other hand, a

short term energy production estimation of a wind farm requires a more accurate

time dependent wind field estimation, which is mostly based on numerical weather

prediction models such as WRF .

1.2.3 Numerical Weather Prediction Software: Weather Research Forecast,

WRF

WRF is a fully compressible, Eulerian, η-coordinate based, nest-able, non-hydrostatic,

meso-scale numerical weather prediction (NWP) model with a large suite of options

for numerical schemes and parametrization of physical processes [41, 52]. Atmo-

spheric physics such as cloud formations, rain, snow etc. can be included using

parametrizations defined in the model. Being a non-hydrostatic model, atmospheric

stability and buoyancy is accounted for. Meso-scale models are used for weather phe-

nomenon with a length scale of 2− 2000km and has a maximum feasible resolution

of 1km.

WRF solution is based on the η coordinate in the vertical direction. The vertical coor-

dinate, η, is defined as:

η =
p− pht
phs − pht

(1.8)

where p is the pressure, phs is the surface pressure and pht is the pressure at the top of

the model. As seen in Figure 1.4, the η coordinate system causes a poor representation

of the surface topography and as of that does not include viscous effects, which are

dominant in the surface layer of the ABL, properly.

12



Figure 1.4: WRF η coordinate system

WRF needs basically 2 inputs, which are the terrain features, the initial and boundary

conditions for a region of interest. The local terrain data can be obtained from UCAR

(University Corporation of Atmospheric Research) server via WRF whereas the time

dependent initial and boundary conditions for the WRF solution may be obtained from

ECMWF (European Centre of Medium Range Weather Forecast).

WRF can be run in nests which are the smaller domains that derive the initial and

boundary conditions from their parent domain. WRF has a nesting ratio of 1:3 mean-

ing that horizontal resolution can be increased 3 times with each smaller nest, but

at the expense of storage space and computational resources. It is important to note

that the numerical schemes for WRF are explicit thus subject to the CFL stability

condition. This makes increasing the horizontal resolution a a demanding work as

increasing the resolution results in decreasing the time step size in order for the nu-

merical schemes to be stable. As an example increasing the horizontal resolution by

nesting (1:3 scale) increases the number of cells by 9 times, decreases the allowable

time stepsize to 1/3 resulting in 27 times more storage space and computational time

[35].

NWP models like WRF are used in meso-scales (1 − 2000km) and downscaled to

turbine hub heights in micro-scale models (1km or less) for a wind power prediction.

Downscaling usually involves the usage of logarithmic wind profiles for average wind

fields at a given altitude near the ground. Even if the WRF provides the time dependent

wind field information, there are several reports of inaccuracy in the near ground

levels. Zhang [55] reported that while WRF ’s solutions are accurate in simple terrains,
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its accuracy in complex terrains suffers from both the models inability to reproduce

acurate atmospheric conditions in the lower atmosphere and the representative issues

due to mismatches between the model and actual terrain and increasing the vertical

resolution may not help with latter issue. A study by Jimenez [25] reveals that the

wind speed is underestimated at the sites located at mountain tops and hills, and it

is overestimated at plains and valleys by WRF . A study conducted by Wang for the

low-level winds simulated by WRF shows an overestimation of low-level winds. [51].

1.3 OpenFOAM Open Source Library

OpenFOAM (Open Field Operation and Manipulation) is a free, open source C++ li-

brary for Computational Fluid Dynamics which has an extensive range of features

to solve anything from complex fluid flows involving chemical reactions, turbulence

and heat transfer, to solid dynamics and electro-magnetics [21]. It includes tools for

meshing, pre- and post-processing. All the features of the software (solvers,meshing,

pre-post processing) are able to run in parallel. The overall structure of OpenFOAM is

shown in Figure 1.5.

Figure 1.5: OpenFOAM C++ library

As an open source software, OpenFOAM is fully customizable. The capabilities of the

software can be improved or changed to fit the requirements of the user. Since all the

functions (numerical methods, meshing, physical models) are compiled in the form

of shared libraries, new executables can easily be linked with these shared libraries.

OpenFOAM uses a syntax representation which is very similar to the mathematical

equation to be solved by the help of Object Oriented Programming and Operator

Overloading [24]. For example, the conservation of momentum equation:
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∂ρU

∂t
+∇ · φU −∇ · µ∇U = −∇p

solve

(

fvm::ddt(rho,U)

+ fvm::div(phi,U)

- fvm::laplacian(mu,U)

==

- fvc::grad(p)

);

can be represented as simple as the code snippet given in the grey-box. With features

such as operator overloading that comes with the C++ language, it is relatively easy

for users to implement additional terms into the equations to be solved or define their

own algorithms.

OpenFOAM is first and foremost a C++ library with well over a million lines of code.

It has many contributes and is developing at an exponential rate but as the structure

of the code is complex and a proper documentation is lacking, an efficient usage of

this tool might become tiresome.

OpenFOAM is becoming widely used for wind research, recently. Most of the studies

related to wind energy with OpenFOAM are focused on modelling of wind turbines’

wakes [43, 44, 28]. There are some studies that take into account the ABL stability

effects [16] which is an unsteady phenomena but even then, the common practice

is to use RANS or LES with steady and uniform BCs derived from logarithmic wind

velocity profiles as the main focus is to understand the effects ABL stability generates

on turbine wakes.

OpenFOAM is also used in slightly more uncommon subjects which are simulations of

wind fields [46] or wind farms [22] on complex terrains for the estimation of wind

power. The boundary conditions are in general given with steady logarithmic velocity

profiles.

There exist a few applications that couple NWP models with a Navier-Stokes solver

but the coupling is done either by using body force terms in the micro-scale solver and

emposing periodic boundary conditions [20, 54] or by using spatially varying steady
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velocity profiles derived from a NWP model. The derivation of the steady velocity

profiles are based on either time-averaging NWP predictions on the outer boundaries

of the CFD domain or on the instantaneous NWP prediction [9, 54]. There are no

definitive reports on successful coupling through both unsteady and spatially varying

BCs derived from a NWP model.

OpenFOAM is chosen as the solver of choice for this work because of its useful features

and being open source for relatively easy access for modifications.

1.4 Objectives

The main objective of the study is to improve the accuracy of the current wind power

prediction models by developing a coupled flow solution methodology based on the

atmospheric weather forecast software, WRF, and the open source Navier-Stokes

solver, OpenFOAM .

The current wind power assessment/prediction models can be given within 3 groups

with advantages and disadvantages summarized below:

• Linearized Models

Advantages:

– Fastest Models

– Reliable in smooth, simple to-

pography

– Accurate for annual predictions

Disadvantages:

– Assumes attached flow, cannot

simulate flow separation, ..

– Not accurate in complex terrain

– No unsteady physics

• CFD based Models
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Advantages:

– Still fast, slower than linearized

models

– More accurate than linearised

models in complex terrain

– Accurate for annual predictions

Disadvantages:

– Flow reconstruction methodol-

ogy by sector solutions smooths

out complex terrain effects to

some extent

– No unsteady physics

• Numerical Weather Prediction Models

Advantages:

– Unsteady physics are taken into

account

– Several models for ABL, stabil-

ity, weather events etc...

Disadvantages:

– Meso-scale model, horizontal

resolution is low.

– Explicit Model, hard to increase

resolution, relatively slower

than other two

– Because of η coordinate as-

sumption and low resolution,

not accurate in the vicinity of

complex terrains.

In order to improve the short-comings of current wind power prediction models while

keeping the methodology computationally feasible 3 important requirements are iden-

tified:

• CFD based solutions on terrain fitted high resolution grids: A high horizontal

resolution is needed to resolve complex terrains and Navier-Stokes solutions are

proved to be good at simulating complex terrain effects such as flow seperation,

recirculation etc...

• Coupling CFD solutions with a weather prediction model: Unsteady atmhos-

peric physics can be accounted for via coupling WRF with an unsteady Navier-

stokes solver.

• Modelling real-time unsteady atmospheric flows accurately rather than using
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statistical data. In order to achieve this requirement, computations should take

much less time than the predicted phenomena. A parallel implementation of

the methodology is therefore needed.

The methodology developed for unsteady OpenFOAM solutions coupled with WRF

to satisfy these requirements is given in the following chapter. Two validation case

studies, one in Mersin/Mut region in Turkey and another one in Navarre/Pamplona

region in Spain are presented in the results. Final remarks and future work related to

the methodology are given in the Conclusion chapter.
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CHAPTER 2

METHODOLOGY

In this work, a coupled atmospheric flow solution methodology, which uses the pre-

dictions of the numerical weather prediction model WRF on a low resolution grid to

provide the unsteady boundary conditions for OpenFOAM solutions on a high reso-

lution terrain fitted grid, is developed. The unsteady WRF solution is first obtained

over the geographical domain of interest. Then, a high resolution grid for the cou-

pled OpenFOAM solution is generated using a high resolution terrain model. Once

the OpenFOAM solution domain is generated, the cell center coordinates of the outer

boundary cells are extracted for the interpolation of the flow variables from the WRF

solution. The unsteady boundary conditions for the OpenFOAM solution are then in-

terpolated tri-linearly in space and linearly in time from the WRF solution. A new

BC class named timeVaryingMixed is developed and added to the OpenFOAM

source tree to implement the interpolation of the coupled boundary conditions in a

parallel computing environment. Unsteady coupled atmospheric solutions are then

performed in parallel using OpenFOAM ’s incompressible flow solver, pimpleFOAM

with the modifications for the inclusion of the Coriolis acceleration, and the spatially

varying surface roughness data.

2.1 Problem Definition and Numerical Model

The main steps to achieve the objectives of the study are:

• To obtain CFD based atmospheric flow solutions on terrain fitted high resolu-

tion grids
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Figure 2.1: Coupling OpenFOAM solution with WRF

Figure 2.2: Numerical modelling for WRF coupled OpenFOAM solutions

• To couple the unsteady CFD solutions with a weather prediction model

The numerical model for the problem is sketched Figures 2.1 and 2.2; where the

coarser domain outside is the low resolution WRF solution domain whereas the finer

domain in the middle is the OpenFOAM domain.

In the coupled OpenFOAM solutions, incompressible fluid assumption is made due to

the fact that the wind speed is on the order of 10 m/s. As a result, the conservation

of mass and momentum equations are decoupled from the conservation of energy

equation. In addition, a neutral atmosphere is assumed and the heating of the Earth’s

surface and heat transfer effects are neglected.

20



For the pressure velocity coupling, the pimpleFOAM algorithm which is a com-

bination of SIMPLE and PISO is used. pimpleFOAM employs multiple iterative

cycles over the same time step and is known to be quite robust for relatively large

time steps. The time stepping in pimpleFOAM is dynamic and is based on Courant

number. pimpleFOAM is modified to include the effects of Coriolis acceleration for

a solution on a rotating reference frame.

Usage of WRF predictions as boundary conditions for the OpenFOAM solution do-

main accounts for the unsteady variations in the flow field outside OpenFOAM domain

and provides accurate, more realistic boundary conditions. The spatially and time

varying boundary conditions are imposed on the side and the top boundaries of the

OpenFOAM solution domain. Even thought a neutral atmosphere is assumed and heat

transfer and buoyancy effects are neglected in OpenFOAM solutions, these effects are

partially introduced in the solution through the inflow boundary conditions extracted

from WRF . In order to prevent the divergence of the OpenFOAM solutions due to a

possible violation of the conservation of mass, gradients of the the flow variables at

the outflow boundaries are set to zero. The new boundary condition class developed

timeVaryingMixed implements the Dirichlet and the Neumann type boundary

conditions dynamically depending on the velocity field.

A high resolution topography with spatially varying roughness model is used to ac-

count for the surface canopy on the terrain surface. Rough wall functions available

within OpenFOAM are used along with the spatially varying roughness model for the

near-wall treatment.

A parallel implementation of the developed methodology is achieved to reduce the

computational time to feasible levels for real-time, short-term wind energy forecast-

ing.

A simplified flowchart for the overall process is given in Figure 2.3. Sections with

dashed lines are explained in detail in their respective sections.
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Figure 2.3: Simplified flowchart of WRF coupled OpenFOAM solutions

2.2 WRF Solutions

WRF needs basically 3 inputs which are terrain data, initial and boundary conditions

for a region of interest. A detailed flowchart for WRF solutions are given in Figure

2.4.

A static data set covering all the world, which is available in the WRF website [1], is

used for the terrain data. Terrain data includes terrain height, land use category, soil

categories, ... etc. This data set is provided mostly by UCAR (University Corporation

of Atmospheric Research).

Time dependent initial and boundary conditions for the WRF solution are obtainable

from ECMWF (European Centre of Medium Range Weather Forecast). ERA-interim

reanalysis data from ECMWF is used in this study. This data is provided in .grib

format.

Each part of the pre-processing codes (geogrid,ungrib and metgrid) reads parameters

from a file, Namelist.input where the bounds of the WRF domain and its nests, eta

levels for the WRF run are defined along with many physical options.

The purpose of geogrid is to define the simulation domains, and interpolate various

terrestrial data sets to the model grids. geogrid will interpolate soil categories, land
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Figure 2.4: Flowchart of WRF solutions

use category, terrain height, annual mean deep soil temperature, monthly vegetation

fraction, monthly albedo, maximum snow albedo, and slope category to the model

grids.

The ungrib program reads GRIB files, degribs the data, and extracts meteorological

fields into an intermediate data format. There are 2 seperate mandatory grib files

which are the surface level data and η level data.

After both processes are done, metgrid program horizontally interpolates the inter-

mediate format meteorological data that are extracted by the ungrib program onto the

simulation domains defined by the geogrid program. The interpolated metgrid output

can then be ingested by the real.exe program.

real.exe program vertically interpolates meteorological fields to WRF eta levels, fin-

ishing the preprocessing.

2.3 High Resolution Topography Modelling and Grid Generation

The computational grid generation for OpenFOAM solutions are based on a high reso-

lution terrain topography obtained from ASTER GDEM, which is a product of METI

and NASA. The worldwide elevation data has about 1.5 arc-sec spatial resolution
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Figure 2.5: Flowchart of mesh pre-processing (MeshPrep)

which is approximately 30 meters. GAMBIT software (ANSYS-Fluent) is used

to create structured stretching grids based on a GAMBIT journal file created au-

tomatically by the mesh pre-processing program. A detailed flowchart of the mesh

pre-processing procedure is given in Figure 2.5.

ASTER-GDEM data is read by the Prepgrid.f along with the 1st vertical length

of the structured grids, number of vertical levels and horizontal OpenFOAM grid

resolution. Prepgrid.f converts the terrain height data from ASTER-GDEM into

GAMBIT Vertex Data format and creating the journal file for GAMBIT to gener-

ate the structured grids.

The algorithm for the journal file is as follows: Horizontal resolution, first length in

vertical direction and number of vertical levels are provided by the journal file. Then,

the vertex data file is read and a model for the topography is generated viaGAMBIT ’

s Import Vertex Data and Create Surface from Vertex Rows options using information

for the nodes at ground level. After that, a flat surface, which is a projection of the

topography at the desired altitude is generated. These two surface are then connected

via 4 edges to bound the solution domain. First, the upper and lower boundaries of

the solution domain are meshed using the given horizontal resolution. After that, the

edges connecting these two surface are meshed such that the first length of each edge

must be equal to that of others and also the number of points on each edge must be

equal. In order to do that, a size function with a fixed starting length is fitted to all 4

connecting edges by the journal file which also restricts the number of points for the

edge mesh.
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Using this approach, the vertical resolution can be increased as much as desired,

independently of the horizontal resolution and without increasing the number of cells

exponentially as structured mesh is used.

GAMBIT is then used to generate rapidly stretching grids in the vertical direction,

using a journal file automatically generated for given vertical and horizontal reso-

lutions, as explained previously. After the mesh generation is done in GAMBIT ,

resulting grids are converted to OpenFOAM format using the intrinsic OpenFOAM func-

tion fluent3DMeshToFoam.

2.4 Extraction of Boundary Condition Profiles from WRF

For the extraction of boundary condition profiles for the high resolution OpenFOAM

solution domain from the low resolution WRF data, an interface program, interfoam.f

is written. A detailed flowchart for interfoam.f is given in Figure 2.6.

Figure 2.6: Flowchart of interface program between WRF and OpenFOAM

OpenFOAM mesh is read by foambcoord.f to extract boundary faces cell center coor-

dinates of OpenFOAM domain along with their cell wall distances.

In the meantime output of the WRF solutions is read and manipulated bywrfreader.f .

WRF uses C-type Arakawa staggered grids in order to increase the resolution and ac-
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Figure 2.7: Horizontal (left) and vertical(right) Arakawa C-type staggered grid

curacy of solutions [41]. In this type of grids, u components are evaluated at the

centers of the left and right grid faces whereas the v components are evaluated at

the centers of the northern and southern grid faces. Non-vectorial quantities (θ) such

as density, temperature are defined in the cell centers as shown in Figure 2.7. Nests

of WRF also use this convention while increasing horizontal resolution as shown in

Figure 2.8.

To use WRF data for the extraction of BC profiles, all variables are interpolated to cell

centers of WRF cells and a new structured grid convention that takes these WRF cell

centers as nodes is created by wrfreader.f .

As the WRF uses Latitude, Longitude which are given in degrees and non-dimensional

η levels as a coordinate system, these coordinates are converted into Northing, Easting

in the Universal Transverse Mercator (UTM) coordinate system and Altitude which

are all in meters by coordtrans.f . For all transformations WGS84 (World Geodetic

System 1984) datum is used.

Once the new grid structure from the WRF data in UTM and OpenFOAM domains

boundary face centers’ coordinates along with their wall distances are extracted, these

are passed down to interpolater.f to generate BC profiles at each WRF output inter-

val for each boundary face center in the OpenFOAM domain.

For the tri-linear interpolation of WRF variables the code developed in Gökhan Ah-

met’s PhD thesis [2] is used in interpolator.f . Mesh distribution along attitudinal
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Figure 2.8: Nested Arakawa C-type staggered grid

direction, latitude and longitude values are kept constant. Yet, demanded point in

the solution domain is firstly searched in the latitudinal and longitudinal direction by

means of i and j value simultaneously to improve calculation time. Then nearest k

value is searched starting from the node that is found previously. So, the nearest node

in the flow field is defined.

Using the index of the nearest node, the values of latitude longitude and elevation of

surrounding nodes are compared and the cell in which the demanded point resides in

is found. After finding the 8 corners of the octagonal grid tri-linear interpolation is

performed. Calculation can be shown simply in Figure 2.9 and Equation 2.1.

It should be noted that WRF has a horizontal resolution of 1km and a vertical reso-

lution of about 30m on the ground which stretches rapidly. In addition, as shown in

Figure 2.10, the surface boundaries in the WRF and OpenFOAM domains differ signif-

icantly mainly due to the high resolution topographic data used in the generation of

the OpenFOAM domain, and due to the η coordinate system employed in WRF .

As the resolutions of the WRF and high resolution topography differs, even if all

terrain data in both are correct, ground levels of WRF and OpenFOAM grids may not
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ψdest = ψ0,0,0(1− x)(1− y)(1− z)

+ψ0,0,1(1− x)(1− y)( z )

+ψ0,1,0(1− x)( y )(1− z)

+ψ0,1,1(1− x)( y )( z )

+ψ1,0,0( x )(1− y)(1− z)

+ψ1,0,1( x )(1− y)( z )

+ψ1,1,0( x )( y )(1− z)

+ψ1,1,1( x )( y )( z )

(2.1)

Figure 2.9: Trilinear interpolation

Figure 2.10: WRF and OpenFOAM solution domains and close-up views

match as shown in Figure 2.10. For avoiding undefined regions or pseudo-shiftup

of the ground level, stretching methodology developed in in Gökhan Ahmet’s PhD

thesis [2] is used wıth several modifications for high slope topography for matching

ground levels.

In the stretching approach, finding the extreme differences between WRF and Open-

FOAM ground levels, a limit altitude is defined. Keeping the velocities identical for

the higher altitudes of this limit, for the lower region, velocity profile is stretched to

equalize the ground levels of domains and the limit. With this "stretching approach",

which is shown in Figure 2.11, upper region of the limit, velocities are directly taken

from WRF unchanged. For the lower region, distances between ground levels of each
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solver and the limit are calculated. Using these distances, velocities are redistributed

proportionally along this line.

Figure 2.11: Stretching method

One example of the boundary condition profiles extracted from WRF on a high reso-

lution OpenFOAM mesh with this interpolation method is given in Figure 2.12

Figure 2.12: Example of an extracted BC profile from WRF

While the method performs adequately in simple geometries, there are some discrep-

ancies in steep slopes because of the methodology to find which cell a point resides

in. The methodology to find which cell a demanded point is in:

• Find the nearest node i and j

• Find the nearest node in k

• Check the elevations of (i,j,k-1) (i,j,k+1) nodes

• Decide which WRF cell the point resides in
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To understand the pseudo-shifting in ground-level due to this algorithm, suppose that

the demanded point is a little over the top surface of a skewed cell as shown Figure

2.13. Nearest nodes in i and j indexes are found as the grey dots in WRF domain

(left). Checking the elevations of (i,j,k-1) (i,j,k+1) nodes, the algorithm decides that

the point is between (k)th and (k-1)th index, while in reality it is between (k)th and

(k+1)th index resulting in the shift in in boundary condition profiles as shown in Fig-

ure 2.14 (left). In order to remedy this, demanded point in x and y coordinates is

projected onto each kth level and the its altitude at each kth level are calculated us-

ing tri-linear interpolation of kth level nodes’ altitudes given with grey dots in Figure

2.13(right). Decision of the cell in which the demanded point resides, is done us-

ing the altitude of these projections. Resulting boundary condition profile after the

modification is shown in 2.14 (right).

Figure 2.13: Cause of pseudo-shifting in ground-level

Figure 2.14: Before - after modification

30



2.5 OpenFOAM Flow Solver

OpenFOAM library is composed of a large number of classes. Classes in OpenFOAM

as well as in C++, are defined using constructors and member functions belonging to

the class and should contain at least 2 files. The .c extension file is used to define the

class, whereas the .h extension one is usually used to define the member functions

and objects used in the class and the objects or the member functions’ s accessibility.

A schematic of an OpenFOAM class is given in Figure 2.15

Figure 2.15: OpenFOAM class structure

Usage of a class in another class is provided by using #include otherclass.h

line. For example, a custom boundary condition class can be defined using main BC

classes such as fixedValue (class where variables are defined on the face centers),

FixedGradient (class where gradient of variables are defined on the face centers)

or mixed (where both classes are used simultaneously). For using a modified version

of an existing class, dependencies of the existing class must be removed first using

the OpenFOAM function wclean.

Make/option file, defines the names and paths to the previously existent header

files header.h that belongs to classes other than the developed class. In Make/

option file, paths that contain header files are defined as −I <path> whereas

for libraries −L <libraryPath> command is used. In Make/file file, the

developed class’s name and its path is defined in a similar fashion.

User defined libraries are compiled into their separate shared library using wmake

libso command which is OpenFOAM ’s application based on make for libraries. A

shared library generated this way is easily accessible by adding
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#include sharedlib.so line.

More detailed information about OpenFOAM classes will be given in the section where

implementation of the newly developed boundary condition class

timeVaryingMixed is explained.

2.5.1 File Structure in an OpenFOAM Solution

For a flow simulation, OpenFOAM needs 3 separate folders which are system/,

constant/ and 0/ namely. The file structure of an OpenFOAM case file is given in

Figure 2.16. The system/ folder and files underneath holds the information about

the numerical method and input/output settings for the case. In the constant folder

properties related to the solution domain and the fluid(s) to be worked with are given.

In 0/ folder, boundary conditions for the problem are given separately for each flow

variable. Main case folders and files underneath for an OpenFOAM simulation are

given in a more detailed sense below:

• System/: contains controlDict, fvSchemes and fvSolution files
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– controlDict: In this file, in-

put/output and time step parame-

ters such as which solver to use,

time step period, output period per

time step, start-finish times of the

simulation, etc .. are defined. User

generated shared libraries to be

used in the simulation are specified

here.

– fvSchemes: In this file, nu-

merical schemes to be used in the

solver are given explicitly such as

using which numerical schemes to

calculate laplacian of U , diver-

gence of p, etc ..

– fvSolution: Solver parame-

ters such as convergence criteria,

under-relaxation factors for vari-

ables, etc .. are defined in this file.
Figure 2.16: OpenFOAM case structure

• Constant/: This folder consist of transportProperties,

turbulenceProperties files and polyMesh folder:

– transportProperties: In this file, the physical properties of the

fluid to be worked with such as kinematic viscosity, heat capacity are

given.

– turbulenceProperties: This file specifies the turbulence model

to be used and defines the coefficients for the turbulence model.

– polyMesh/ folder: Data related to the solution domain and its mesh

are stored in separate files such as points, edges, faces, cells and boundaries

in this folder.
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• 0/: In this folder, boundary and initial conditions for each flow variable are

defined in separate files such as (p, U, vs.). As an example:

FoamFile

{

version 2.0;

format ascii;

class volVectorField;

object U;

}

dimensions [0 1 -1 0 0 0 0];

internalField uniform (-2.78225 -6.6085 -0.391);

boundaryField

{

inlet

{

type inletOutlet;

inletValue nonuniform List<vector>

14794

(

( 0.0000000E+00 0.0000000E+00 0.0000000E+00 )

( 0.0000000E+00 0.0000000E+00 0.0000000E+00 )

... }}

For this boundary condition file, volVectorField entry specifies that the

variable is a volumetric vector quantity whereas object U entry defines which

flow variable is considered. dimensions and InternalField objects that

are defined in volVectorField class specifies the dimensions for the vari-

able (m/s for this case) and gives the initial conditions for the volumetric vector

quantity U , respectively. Dimensions of variables which are determined based

on Table 2.1 are given with dimension entry.

BoundaryField entry is used to define the boundary conditions for U vari-

able. In this example, inletOutlet boundary condition class is used for a

patch named "inlet" which was defined on constant/polyMesh folder.

A keyword entry belonging to inletOutlet class, namely inletValue,

is of nonuniform List <vector> template class meaning that each face

34



Table 2.1: OpenFOAM base unit dimensions

No Property SI Unit

1 Mass kilogram (kg)

2 Length metre(m)

3 Time second(s)

4 Temperature Kelvin (K)

5 Quantity mole (mol)

6 Current ampere (A)

7 Luminous intensity candela (cd)

in "inlet" patch have a different value and these values are all vectors.

nonuniform List <vector> class takes the number of entries in the first

line (for this case it is the number of faces that belongs to the "inlet" patch

14794) and the vector value of each face in the following lines. As seen in the

above example, OpenFOAM ’s data entries are based on classes and keywords

belonging to those classes. This kind of data entries that consist of keywords

are called dictionary. Detailed information about the inletOutlet class is given

in the Method section where implementation of the newly developed boundary

condition class timeVaryingMixed is explained.

• Time Directories: These directories share the same format and files as the

0/ directory but instead of boundary and initial conditions, flow solutions at

different times are stored in directories named according to the simulation time.

2.5.2 OpenFOAM Boundary Condition Classes

In OpenFOAM boundary conditions are defined by C++ classes. To understand the

structure of OpenFOAM boundary condition classes, a BC class given previously

, inletOutlet , some of whose properties the developed boundary condition

timeVaryingMixed inherits, will be investigated.

inletOutletBC class inherits and is closely related to mixedFvPatchFields

which is one of the main BC classes as mentioned earlier.
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2.5.2.1 mixedFvPatchField Class

mixedFvPatchField class constructs the flow variable as a linear combination

of the flow variable defined at the boundary surface, and the value and gradient of the

flow variable given at the cell center with Equation 2.2.

xp = wxp + (1− w)

(
xc +

∇ ⊥ x

∆

)
(2.2)

where xp is the value at a patch (basically boundary cells face center), xc is the value

at cell center and w is the value fraction. Right hand side term (xc + ∇⊥x
∆

) is the

boundary face center value calculated using the cell center value and the gradient of

the flow variable. Thus, when w = 1 the boundary condition only uses the given

value at the face center and disregards the derivative, whereas for w = 0 the value

at the face center is calculated using only the derivative of the flow variable at cell

center and its cell center value, but this time disregarding the given value at the face

center.

2.5.2.2 InletOutlet Class

As mentioned earlier, OpenFOAM BC classes consist of a .c extension file where the

main code of the class along with the member operators /functions are defined, and

a .h extension header file where the accessibility of the class for / to other existing

classes are given and the member functions and operators used in .c extension file are

declared . For simplicity’s sake, only the .c extension file will be investigated.

.c extension file can be examined in three separate parts; constructors, member func-

tions and member operators namely.

• Constructors: Constructors, as the name suggests, create the objects to be

used in their corresponding classes. While there are several constructors in

BC classes, one of the constructors for the inletOutlet class is given for

simplicity’s sake.
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template <class Type>

Foam::inletOutletFvPatchField<Type>::

inletOutletFvPatchField

(

const fvPatch& p,

const DimensionedField<Type, volMesh>& iF,

const dictionary& dict

)

:

mixedFvPatchField<Type>(p, iF),

phiName_(dict.lookupOrDefault<word>("phi", "phi"))

{

this -> refValue() = Field<Type>("inletValue", dict, p.size());

this -> refGrad() = pTraits<Type>::zero;

this -> valueFraction() = 0.0;

}

First, inletOutlet BC class is defined as a template class with three objects p

which is of fvPatch, iF of DimensionedField<Type, volMesh> and dict which is of

dictionary classes defined in OpenFOAM .

inletOutlet inherits the mixedFvPatchField BC class which is one the

main BC classes. In the following lines, phiName object defined in

(mixedFvPatchField<Type>(p, iF)) is assigned to phi variable in the

solution. phi variable is nothing but the mass flow rate entering or exiting the solu-

tion domain. Afterwards refValue(), refGrad() and valueFraction()

which are member functions belonging to the

mixedFvPatchField class; are initialized.

this -> refValue() = Field<Type>("inletValue", dict,

p.size()); line assigns the data defined using the inletValue keyword from

the previously defined dictionary dict to the refValue() member function for

the mixedFvPatchField class. Dictionary dict is nothing other than the U file

given in the 0/ folder. The most important thing to note about constructors is that

they are executed only once at the beginning of a simulation in OpenFOAM .
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• Member functions: Operations performed in a BC class are done using member

functions. The member functions have direct access to all the data members

and member functions of the class. The most important member function for

BC classes in OpenFOAM is the updateCoeffs(). This member function

applies the boundary conditions for the face centers in a patch and is called at

the begining of each iteration. In this example, updateCoeffs() member

function (belonging to inletOutlet BC class) reads the phi variable that

phiName_ variable points as mentioned in the constructors subsection. Read

data is now a part of the inletOutlet class under the name phip. After

that this data is passed to valueFraction() function which was a part of

mixedFvPatchField class:

// * * * * * * * * * Member Functions * * * * * * *//

template<class Type>

void Foam::inletOutletFvPatchField<Type>::updateCoeffs()

{

if (this->updated())

{

return;

}

const Field<scalar>& phip = this-> patch().template

lookupPatchField<surfaceScalarField,scalar>

(

phiName_

);

this->valueFraction() = 1.0 - pos(phip);

mixedFvPatchField<Type>::updateCoeffs();

}

(this->valueFraction() = 1.0 - pos(phip);) Pos() function out-

puts 1 if the function variable is positive and 0 otherwise. valueFraction func-

tion will be used in updateCoeffs member function belonging to

mixedFvPatchField class for the example.
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• Member operators: Member operators which are used by member functions

are explained in this section. When the member operator of inletOutlet

class is examined this->valueFraction()*this->refValue() +

(1 - this->valueFraction())*ptf line is similar to Equation 2.2.

As explained in MixedFvPatchField class valueFraction() function

makes the boundary condition acts as a Neumann or Dirichlet type bound-

ary condition. As previously mentioned, (this -> valueFraction()

= 1.0 - pos(phip);) line makes the valueFraction() function 1

if the phi variable is negative and 0 if phi is positive. Phip variable is de-

fined as the mass flow rate in the member function part. So, when there is

inflow from the boundary, Phip variable becomes negative in turn making the

valuefraction() function 1. This results in inletOutlet BC class

acting as Dirichlet BC when the flow is entering the solution domain and Neu-

mann BC otherwise.
// * * * * * * * Member Operators * * * * * * * //

template<class Type>

void Foam::inletOutletFvPatchField<Type>::operator=

(

const fvPatchField<Type>& ptf

)

{

fvPatchField<Type>::operator=

(

this->valueFraction()*this->refValue()

+ (1 - this->valueFraction())*ptf

);

}

2.6 Developement of Time and Spatially Varying BC class

In this section , the main algorithm of the developed time and spatially varying BC

class that uses WRF data ,timeVaryingMixed, is explained. Algoritm for the de-

veloped timeVaryingMixedBC class is given in Figure 2.17. Light blue boxes in

the algorithm stands for preprocessing and data passed down to timeVaryingMixed
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Figure 2.17: timevaryingmixed BC class algoritm

class in which the processes inside is shown with green boxes.

For the preprocessing part, low resolution unsteady WRF solutions are obtained in

5 minute intervals. After that, latitude longitude and η coordinates are converted

into easting northing and altitude in meters. Once the conversion is done, ground

levels or the WRF and OpenFOAM solution domain are matched and WRF variables are

interpolated onto face centers of the high resolution OpenFOAM domain’s boundary

cells, tri-linearly in space as given in the Extraction of Boundary Condition Profiles

from WRF sub-section.

As mentioned in the inletOutlet class section, constructors are called only once

at the beginning of the simulations whereas member functions which the boundary

conditions are called at each iteration. Thus the main part of the algorithm must be

implemented into the member functions.

this -> refValue() = Field<Type>("inletValue", dict,

p.size()); line reads the data defined by the keyword inletValue, from the

dictionary dict, according to the number of face centers given by the p.size()

function; as mentioned in the part constructors of the inletOutlet class is ex-

plained.

In the developed boundary condition class, timeVaryingMixed, main idea is de-

fine each BC profile obtained from WRF with 5 minute intervals at OpenFOAM do-
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main’s boundary cells face centers, with a different keyword entry. Afterwards, ac-

cording to the simulation time, adjacent BC profiles can be read and interpolated in

time. For that purpose, bcreatorfoam.f in interfoam.f main program, reads the

boundary condition profiles from WRF extracted by the interpolater.f to write the

dictionary entry used for timeVaryingMixed BC class. The dictionary, consists

of different keyword entries for each BC profile extracted from WRF , whose structure

is given below:

FoamFile

{

version 2.0;

format ascii;

class volVectorField;

object U;

}

dimensions [0 1 -1 0 0 0 0];

internalField uniform (-2.78225 -6.6085 -0.391);

boundaryField

{

inlet

{

type timeVaryingMixed;

inletValue1 nonuniform List<vector>

14794

(

( 0.0000000E+00 0.0000000E+00 0.0000000E+00 )

( 0.0000000E+00 0.0000000E+00 0.0000000E+00 )

...)

inletValue2 nonuniform List<vector>

14794

(

( 0.0000000E+00 0.0000000E+00 0.0000000E+00 )

( 0.0000000E+00 0.0000000E+00 0.0000000E+00 )

...)

...
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As an example inletValue1 keyword belongs the BC profile at time=0 seconds

whereas inletValue2 keywords holds the data of the BC profile for tıme=300

seconds. For reading and interpolating 5 minute interval BC profiles in time,

updateCoeffs() function for timeVaryingMixed which inherits the

inletOutlet BC class is defined as below:

template<class Type>

void Foam::timevaryingmixedFvPatchField<Type>::

updateCoeffs()

...

int step,ustep;

int zaman;

std::string prev,next;

zaman=this->db().time().value();

step=(zaman/300)+1;

ustep=step+1;

char intStr[4];

sprintf(intStr,"% d", step);

prev="inletValue" + string(intStr);

sprintf(intStr,"%d", ustep);

next="inletValue" + string(intStr);

refValueLow_ = Field<Type>(prev, dict, p());

refValueHigh_ = Field<Type>(next, dict, p());

this->refValue() = refValueLow_+((refValueHigh_-

refValueLow_)/300)*(zaman%300);

mixedFvPatchField<Type>::updateCoeffs();

In the following expression zaman = this->db().time().value()

the simulation time is assigned to zaman variable, which in turn decides which adje-
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cent BC profiles will be read according to keywords assigned to the BC profiles. For

the interpolation of BC profiles in time, 2 member functions refValueLow_ and

refValueHigh_ are defined. refValueLow_ holds the values that belongs to

the previous adjacent BC profile whereas refValueHigh_ holds the next one.

Time dependent interpolation is done by the line this->refValue() =

refValueLow_ + ((refValueHigh_- refValueLow_)/300)*

(zaman%300);. Afterwards updateCoeffs() function belonging to the

mixedFvPatchField class is called to apply the boundary condition. w param-

eter in updateCoeffs() of the mixedFvPatchField class, which was ex-

plained previously in mixedFvPatchField section, is updated dynamically dur-

ing the simulation depending on the value of mass flux, phi. Thus, when w = 1 at

the inflow boundaries, the flow variable extracted from the WRF solution is applied

as the boundary value whereas when w = 0 at the outflow boundaries the value at the

face center is evaluated based on the cell gradient of the flow variable.

2.7 Parallel Implementation of TimeVaryingMixed Boundary Condition

Parallel processing in OpenFOAM is based on domain decomposition. This domain

decomposition and reconstruction is done using intrinsic decomposePar and

reconstructPar utilities, respectively. decomposePar utility decomposes the

case into partitions using either of 4 methods:

• Simple: uses geometric decomposition based on coefficents by direction. E.g 2

pieces in x-direction 1 piece in y direction.

• Hierarchical: same as geometric decomposition except the order in which the

directional splitting is done is specified in decomposeParDict. E.g first in

x-direction with 2 parts, then in y-direction with 3 parts

• Scotch: minimizes number of processor boundaries based on the weighting for

each partition

• Manual: Allocation of each cell is specified manually in decomposeParDict
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Once decomposePar is run with

its dictionary decomposeParDict in

which the required entries are given, it

decomposes the case into specified num-

ber of partitions as seen in Figure 2.18.

In the partition case files, the boundary

and initial conditions with necessary en-

tries are given in 0/ folder whereas the

grid points, faces and cell for a partition

are in constant/ folder. Interface bound-

aries are detected and named according

to between which partitions the inter-

faces lies. An example of a boundary

condition file in processor1/0/ folder is

given below:

Figure 2.18: Parallel case structure
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FoamFile

{

version 2.0;

format ascii;

class volVectorField;

object U;

}

dimensions [0 1 -1 0 0 0 0];

internalField uniform (-2.78225 -6.6085 -0.391);

boundaryField

{

inlet

{

inletValue1 nonuniform 0();

type timevaryingmixed;

value nonuniform 0();

}

yer

{

type fixedValue;

value uniform (0 0 0);

}

procBoundary1to0

{

type processor;

value uniform (-3.9662 -14.0808 0.0935);

}

procBoundary1to2

{

type processor;

value uniform (-3.9662 -14.0808 0.0935);

}

...

In the decomposed BC file, boundary type information is given first for all boundaries

for the undecomposed case, and interfacing boundaries for each partition are defined

as type processor with an unused entry value , afterwards.
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The developed BC class (timeVaryingMixed) cannot be run in parallel using

decomposePar automatically because of two reasons:

• In the developed BC class TimeVaryingMixed, the required entries con-

sist of the interpolated WRF data for each cell at 5 minute intervals which

are given in their respective keywords such as inletValue1 for the 00:00

data set. decomposePar does not support more than 1 data entries of type

nonuniform List<vector> to evaluate the BCs as seen above given

in line inletValue1 nonuniform 0();. Only inletValue1 key-

word is read by decomposePar according to the simulation time which is

00:00 at initialization. The problem arises when the updateCoeffs func-

tion of the TimeVaryingMixed BC class tries to read adjacent WRF de-

rived BC profiles to interpolate the value of BC in time (E.g inletValue1,

inletValue2) for each cell.

• Interpolation of BC profiles from the 5 minute WRF data is done for the ex-

tracted face centers of the TimeVaryingMixed boundary as given in the

Development of TimeVaryingMixed Boundary Condition Class. The sec-

ond and most important reason is that the indexes and the ordering of cell faces

belonging to TimeVaryingMixed boundary changes when decomposed.

In order to remedy these problems, all cells that has a face belonging to the

TimeVaryingMixed BC is grouped into only one partition. The first approach to

do that is done by:

• Decompose the domain with any method (E.g Simple)

• Write out the ownership of the cells to processors

• Find the cells that are adjacent to the timeVaryingMixed boundary

• Read the ownership data and change the processor numbers that belongs to cells

adjacent to the timeVaryingMixed boundary

• Decompose the domain with manual method using the modified ownership data
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While the previous method enables parallel processing, it does not guarantee the num-

ber of processor faces are minimized, resulting in sub-optimal parallel performance.

So a second approach is devised using METIS (Serial Graph Partitioning and Fill-

reducing Matrix Ordering) to minimize the number of interfaces given that the all

cells that has a face belonging to the TimeVaryingMixed BC is grouped into only

one of the partition.

METIS takes the neighbouring information of each cell in the form of graph file. Data

Structure of a graph file is given below:

1st weight, 1st neigh. of 1st cell, 2nd neigh. of 1st cell, ...

2nd weight, 1st neigh. of 2nd cell, 2nd neigh. of 2nd cell, ...

...

nth cell’s weight ....

where weight is the measure of processor power needed for a cell and taken as number

of faces for the cell as they are proportional.

In this graph file, defining all the cells that has a timeVaryingMixed boundary

face as a single cell and giving the modified neighbouring data, restricts the decom-

position to keep all cells in a single partition while METIS optimizes the number

of interface boundaries. The steps to extract and utilize this decomposition is given

below:

• Find all neighboring cells for the timeVaryingMixed boundary

• Renumber the indexes of cells such that all timeVaryingMixed boundary

cells are indexed as the 1st cell

• Find the neighbouring cells for the newly generated 1st cell

• Writeout neighbouring info for remaining cells unchanged

• Use METIS and reconvert the ownership info into original cell numbering
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• Use decomposePar manually with the converted ownership data

An example for domain decompositions using the first and second approach is given

in Figure2.19. Each color in Figure 2.19 represents a different partition whereas

the transparent light grey section is the partition where all the cells belonging to the

timeVaryingMixed are grouped together.

1st Approach (5 parts) 2nd Approach (8 parts)
Figure 2.19: Domain decompositions for a case with TimeVaryingMixed BC

using the 1st and 2nd approaches

While the second approach is obviously better the first in terms of parallel perfor-

mance, it still has a bottleneck in parallel performance. Since all the cells that has

a face belonging to TimeVaryingMixed are grouped together via defining them

as a single cell, the minimum number of cells that partition can have, is fixed. Thus,

number of partitions that can be used for the parallel processing efficiently is limited.

2.8 Turbulence Modelling

Turbulence is a state of fluid motion with chaotic changes due to random and chaotic

three-dimensional vorticity patterns. Turbulent flow is characterised with increased

energy dissipation, mixing, heat transfer and drag. Recent understanding of turbu-

lence suggest that turbulence is caused by eddies which are coherent vorticity pat-

terns whose motions are correlated with each other. While turbulence is present ev-

erywhere, its existence is amplified with increasing Reynolds number.
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There are several methods to simulate the turbulence and 4 important approaches are

summarized below:

• (U)RANS equations: (Unsteady) Reynolds Time Averaged Navier-Stokes equa-

tions are solved while modelling all scales of turbulence according to Boussi-

nesq hypothesis.

• Large Eddy Simulations (LES): Based on Smagorinsky [42], in LES, larger

scale eddies are computed while the smaller scales are modelled. LES method

requires a fair amount of computational effort due to meshes should have the

resolution to resolving large eddies.

• Detached Eddy Simulations (DES): Only regions where flow is seperated, are

modelled by LES while (U)RANS equations are employed everywhere else. It

is a middle ground between (U)RANS and LES methods in terms of computa-

tional power.

• Direct Numerical Simulations (DNS): All scales of turbulence are resolved. As

a result DNS method suffers from immense computational effort requirements

due to meshes should be smaller than Kolmogorov length scale. There are only

few solutions of DNS with supercomputers for only simple cases (ex. chan-

nel flow with Reynolds number up to 590) as the method is not feasible for

engineering problems. [36]

Only feasible option for the problem presented in this work is (U)RANS models, as

the time is of essence for short term wind power predictions.

2.8.1 (Unsteady) Reynolds Averaged Navier-Stokes Equations (URANS)

URANS equations are derived from 2 hypothesis.

Reynolds averaging: Reynolds [39] suggested that turbulent velocity can be decom-

posed into an time-averaged mean part u and and a fluctuating part u′. When im-

plemented into Navier-Stokes equations and time-averaged for mean flow variables,
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RANS equations are obtained as follows:

∂ρ

∂t
+

∂

∂xi
(ρui) = 0 (2.3)

∂

∂t
(ρui)+

∂

∂xj
(ρuiuj) = − ∂p

∂xi
+

∂

∂xj

[
µ

(
∂ui
∂xj

+
∂uj
∂xi
− 2

3
δij
∂ul
∂xl

)]
+

∂

∂xj
(−ρu′iu′j)

(2.4)

If the flow velocity is small, air can be assumed incompressible and above equations

reduce to;

∂uj
∂xj

= 0 (2.5)

∂ui
∂t

+ uj
∂ui
∂xj

= −1

ρ

∂p

∂xi
+ ν

∂2ui
∂xj∂xj

−
∂u′iu

′
j

∂xj
. (2.6)

Boussinesq Hypothesis: Boussinesq suggested that the Reynolds stresses were re-

lated directly to the main stress which is based on the idea that viscous and Reynolds

stresses have similar effects on the mean flow and can be written for incompressible

flows [8]:

−ρu′iu′j = µt

(
∂ui
∂xj

+
∂uj
∂xi

)
(2.7)

Where µt is the eddy viscosity which is additional viscosity due to turbulence. If the

turbulent viscosity can be obtained from other time averaged flow variables, then the

turbulence closure can be achieved.

2.8.1.1 k − ε Model

k − ε model is a two equation model which solves the transport equations for two

new variables: turbulent kinetic energy k and turbulent dissipation per unit mass ε
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[31]. Most basic form (where buoyancy and compressibility effects are neglected) for

transport equations for k and ε are:

∂k

∂t
+

∂

∂xi
(kui) =

∂

∂xj

[(
ν +

νt
σk

)
∂k

∂xj

]
+ Pk − ε (2.8)

∂ε

∂t
+

∂

∂xi
(εui) =

∂

∂xj

[(
ν +

νt
σε

)
∂ε

∂xj

]
+ C1ε

ε

k
Pk − C2ε

ε2

k
(2.9)

where Pk represents the generation of turbulence kinetic energy due to the mean ve-

locity gradients and calculated as:

Pk = −u′iu′j
∂uj
∂xi

(2.10)

Turbulent kinematic viscosity νt is calculated as:

νt = Cµ
k2

ε
(2.11)

and model constants are:

C1ε = 1.44, C2ε = 1.92, Cµ = 0.09, σk = 1.0, σε = 1.3 (2.12)

2.8.1.2 Realizable k − ε Model

Realizable k− ε model is a modification of the standard k− ε to account for deficien-

cies in high shear flows and inaccuracy for the spreading rate of jets. Most basic form

for transport equations for k and ε are:

∂k

∂t
+

∂

∂xj
(kuj) =

∂

∂xj

[(
ν +

νt
σk

)
∂k

∂xj

]
+ Pk − ε (2.13)
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∂ε

∂t
+

∂

∂xj
(εuj) =

∂

∂xj

[(
ν +

νt
σε

)
∂ε

∂xj

]
+ C1Sε− C2

ε2

k +
√
νε

(2.14)

where,

C1 = max

[
0.43,

η

η + 5

]
, η = S

k

ε
, S =

√
2SijSij (2.15)

Turbulent kinematic viscosity νt is calculated in the same manner as in k − ε model:

νt = Cµ
k2

ε
(2.16)

But this time instead of being constant, Cµ is calculated as:

Cµ =
1

A0 + As
kU∗

ε

(2.17)

U∗ ≡
√
SijSij + Ω̃ijΩ̃ij, Ω̃ij = Ωij − 2εijkωk, Ωij = Ωij − εijkωk (2.18)

where Ωij is the mean rate of rotation tensor viewed in a rotating reference frame with

the angular velocity ωk

A0 and As are given by:

A0 = 4.04, As =
√

6 cosφ (2.19)

which are calculated according to:

φ =
1

3
cos−1(

√
6W ), W =

SijSjkSki

S̃3
, S̃ =

√
SijSij, Sij =

1

2

(
∂uj
∂xi

+
∂ui
∂xj

)
(2.20)

Model constants are given by:

C1ε = 1.44, C2 = 1.9, σk = 1.0, σε = 1.2 (2.21)
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Although this model increases the computational power, its performance in boundary

layers with adverse pressure gradient is better with respect to the standard k−εmodel.

2.8.1.3 k − ω SST Model

The SST k − ω turbulence model [33] is a two equation eddy viscosity model which

is a modification of the Wilcox’s k−ω model [53] that solves transport equations for

turbulent kinetic energy k and specific dissipation rate ω. The model acts as a k − ω
model for the inner parts of the boundary layer and switches its behaviour to k − ε
in the free stream, using the advantages of both models. Transport equations for the

turbulent kinetic energy k and specific dissipation rate ω are given as follows:

∂k

∂t
+ Uj

∂k

∂xj
= Pk − β∗kω +

∂

∂xj

[
(ν + σkνT )

∂k

∂xj

]
(2.22)

∂ω

∂t
+Uj

∂ω

∂xj
= αS2−βω2+

∂

∂xj

[
(ν + σωνT )

∂ω

∂xj

]
+2(1−F1)σω2

1

ω

∂k

∂xi

∂ω

∂xi
(2.23)

where the production of turbulent kinetic energy Pk is:

Pk = min
(
τij
∂Ui
∂xj

, 10β∗kω

)
(2.24)

Turbulent viscosity is calculated as follows:

νT =
a1k

max(a1ω, SF2)
(2.25)

Auxiliary relations for the turbulence closure are given as:

F1 = tanh


{

min

[
max

( √
k

β∗ωy
,
500ν

y2ω

)
,

4σω2k

CDkωy2

]}4
 (2.26)

F2 = tanh

[max

(
2
√
k

β∗ωy
,
500ν

y2ω

)]2
 (2.27)
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CDkω = max
(

2ρσω2
1

ω

∂k

∂xi

∂ω

∂xi
, 10−10

)
(2.28)

α1 =
5

9
, α2 = 0.44, β1 =

3

40
, β2 = 0.0828, β∗ =

9

100
(2.29)

σk1 = 0.85, σk2 = 1, σω1 = 0.5, σω2 = 0.856 (2.30)

2.9 Near Wall Treatment and Roughness

It is known that the presence of land covers such as forests or vegetation or sheltering

objects such as buildings effect the wind flow significantly [14]. In atmospheric flow

solutions surface roughness models are used to model these effects. These models are

typically implemented in turbulent boundary layers by means of rough wall functions.

Turbulent boundary layers can de divided into three sub-layers depending on the value

of the non-dimensional distance from a wall, y+. y+ is defined as:

y+ =
yuτ
ν

(2.31)

At the first level near the bounding surface (y+ < 5), there is the viscous sub-layer

where the viscosity effects are dominant. In the outer part (30 < y+ < 200) , there

exists a fully turbulent zone where the flow is characterised by the turbulence. Be-

tween them (5 < y+ < 30), there exists a buffer zone in which both viscosity and

turbulence are both influential. The non-dimensional velocity profiles in these regions

can be given as:

u+ = y+ viscous sublayer (2.32)

u+ =
1

κ
ln
(
Ey+

)
buffer layer (2.33)
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u+ =
1

κ
ln
(
Ey+

)
fully turbulent zone (2.34)

where u+ is

u+ = u/uτ (2.35)

and uτ is the shear velocity that can be calculated by:

uτ =

√
τw
ρ

(2.36)

The usual way for handling the high gradients that exists near wall boundaries is to

mesh such that the value of the first vertical level resides within y+ < 1. But using

this approach in an atmospheric flow solution where the solution domain is covers

kilometre squares requires too much computational power. The remedy is to use wall

functions with a decent vertical resolution mesh that doesn’t need to cover the viscous

sub-layer. The wall functions forces the non-dimensional velocity profiles within the

first vertical levels to follow a certain ’law of the wall’. For a smooth wall, a typical

wall function forces the following non-dimensional velocity profile:

u+ =
1

κ
ln
(
Ey+

)
, κ = 0.4178 , E = 9 (2.37)

The surface roughness is typically defined with two variables: the roughness height

(Ks) which is usually given as sand grain roughness and non-dimensional roughness

constant (Cs) that varies from 0 to 1. (Ks) can be obtained from a region interest using

the global Corine Roughness Data Set. On a rough wall, the velocity is slowed in

presence of roughness elements. Cebeci and Bradshaw [15] suggested a wall function

that is based on empirical formulae.

u+ =
1

κ
ln
(
Ey+

)
−∆B , κ = 0.4178 , E = 9 (2.38)
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where K+
s is the non-dimensional roughness height and

Ks
+ =

Ksuτ
ν

=
cµ

1/4k1/2

ν
(2.39)

∆B is the retardation factor due to roughness that depends on the 3 sub-regimes Ks
+

is in:

• Hydrodynamically smooth (Ks
+ < 2.25) , ∆B = 0

• Transition

(2.25 < Ks
+ < 90) , ∆B = 1

K
ln[K

+
s −2.25
87.75

+CsK
+
s ] sin[0.4258(lnK+

s −0.811)]

• Fully Rough (Ks
+ > 90) , ∆B = 1

κ
ln (1 + CsK

+
s )

In OpenFOAM , like most of the turbulence closures, shear velocity is calculated using

the turbulent kinetic energy in the following way:

uτ =
cµ

1/4k1/2

ν
(2.40)

The effects of surface roughness is implemented in OpenFOAM via the intrinsic the

wall function nutkRoughWallFunction for k-ε turbulence closure by changing

the E parameter when K+
s < 2.25 and using the smooth wall function given in Equa-

tion 2.37, instead of applying a retardation factor ∆B as in Equation 2.38.

Edash = E/fnRough(Ks
+, Cs) (2.41)

fnRough(Ks
+, Cs) function changes values according to the K+

s value as

• (Ks
+ < 90) , [K

+
s −2.25
87.75

+ CsK
+
s ]sin[0.4258(ln(K+

s )−0.811)

• (Ks
+ > 90) , (1 + CsK

+
s )
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The turbulent viscosity is then evaluated to satisfy the wall function as in Equation

2.38 as follows:

νt = ν

(
y+κ

ln(Edashy+)
− 1

)
(2.42)

In this study, the roughness heigh, (Ks), for a region of interest is obtained from the

global Corine Roughness Data Set. The roughness constant Cs, is set to an average

value of 0.5 which corresponds to sand grain roughness. This implementation of

roughness is reported to cause unrealistic results if the first vertical level of the grid

has a height greater than the roughness height. [6]. So, care must be taken to avoid

when meshing the solution domain.

2.10 Coriolis Acceleration

Coriolis acceleration is the acceleration that acts on a particle that is moving in a ro-

tating reference frame, perpendicular to its direction of motion. For atmospheric flow

simulations, Coriolis acceleration results from the rotation of Earth and and New-

ton’s Law of motion being only valid in the inertial reference frame. A generic vector
~A(x, y, z, t) in Cartesian coordinates is expressed as:

~A = Ax~ı+ Ay~+ Az~k (2.43)

in an inertial reference frame and,

~A = Âx
~̂i+ Ây

~̂j + Âz
~̂
k (2.44)

in a rotating frame of reference. Taking the time derivative of ~A in the inertial frame:

d ~A

dt
=

[
Ax

d~ı

dt
+~ı

dAx
dt

]
+

[
Ay
d~

dt
+ ~

dAy
dt

]
+

[
Az
d~k

dt
+ ~k

dAz
dt

]
(2.45)
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since the unit vectors of the inertial frame~i, ~j, ~k does not change in time:

d~i

dt
=
d~j

dt
=
d~k

dt
= 0 (2.46)

then Equation 2.45 reduces to:

d ~A

dt
=
dAx
dt
~ı+

dAy
dt

~+
dAz
dt

~k (2.47)

Derivative of ~A in the rotating reference frame:

d ~A

dt
=

[
Âx

d~̂i

dt
+~̂i

dÂx
dt

]
+

[
Ây
d~̂j

dt
+ ~̂j

dÂy
dt

]
+

Âz d~̂k
dt

+
~̂
k
dÂz
dt

 (2.48)

As the derivative of a constant vector doesn’t change in an inertial or rotating frame,

Equation2.47 and Equation 2.48 should yield the same result. Thus,

d ~A

dt
=
dAx
dt
~ı+

dAy
dt

~+
dAz
dt

~k =

[
Âx

d~̂i

dt
+~̂i

dÂx
dt

]
+

[
Ây
d~̂j

dt
+ ~̂j

dÂy
dt

]
+

Âz d~̂k
dt

+
~̂
k
dÂz
dt


(2.49)

rearranging Equation 2.49 :

[
dAx
dt
~ı+

dAy
dt

~+
dAz
dt

~k

]
=

[
dÂx
dt
~̂i+

dÂy
dt
~̂j +

dÂz
dt

~̂
k

]
+

Âxd~̂i
dt

+ Ây
d~̂j

dt
+ Âz

d
~̂
k

dt


(2.50)

Left hand side of the Equation 2.50 is the time derivative of ~A in an inertial frame,

whereas the first term in the right hand side is the time derivative of ~A in a rotating

frame and the second term equals the effects of rotation.

Since the velocity is defined as:

~V =
d~r

dt
(2.51)
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The derivative of the the unit vectors in rotating frame can be given as:

d~̂i

dt
= ~Ω×~̂i , d

~̂j

dt
= ~Ω× ~̂j , d

~̂
k

dt
= ~Ω× ~̂k (2.52)

Thus, Equation 2.47 becomes:

[
dAx

dt
~ı+

dAy

dt
~+

dAz

dt
~k

]
=

[
dÂx

dt

~̂
i+

dÂy

dt

~̂
j +

dÂz

dt

~̂
k

]
+

[
Âx

(
~Ω× ~̂i

)
+ Ây

(
~Ω× ~̂j

)
+ Âz

(
~Ω× ~̂k

)]
(2.53)

Since Newton’s Law of Motion is only valid on inertial reference frame, the derivative

of ~V is needed in the inertial frame. So, replacing the ~A with Velocity ~V in Equation

2.53 yields:

(
d~Vinertial

dt

)
inertial

=
d~Vinertial

dt
+ ~Ω× ~Vinertial (2.54)

since the inertial velocity is velocity in the rotating reference frame plus rotational

velocity:

(
d~V

dt

)
inertial

=
d

dt

(
~V + ~Ω× ~r

)
+ ~Ω×

(
~V + ~Ω× ~R

)
(2.55)

Rearranging the terms:

(
d~V

dt

)
inertial

=
d~V

dt
+ 2~Ω× ~V + ~Ω2 ~R (2.56)

Left hand side of Equation 2.56 is the acceleration following the motion in an in-

ertial system. As for the right hand side; first term is the rate of change of relative

velocity following the relative motion in a rotating reference frame, the second term

is the Coriolis acceleration and the third term is the centrifugal acceleration. Lastly,
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applying Newton’s Law of Motion yields:

(
d~V

dt

)
inertial

=

∑ ~F

m
,

d~V

dt
+ 2~Ω× ~V + ~Ω2 ~R =

∑ ~F

m
(2.57)

It is important to note that the ~V in the Equation 2.57 are defined in rotating frame

(with respect to Earth).

As mentioned earlier, for the case of atmospheric flows, Coriolis acceleration results

from the rotation of Earth and and Newton’s Law of motion being only valid in the

inertial reference frame.

A representation of Earth and its rotational velocity components are given in Figure

2.20. For a given location the vertical component of the Earth’s rotational velocity

Ωv, is ~Ω sinϕ, whereas the horizontal component, Ωh is ~Ω cosϕ.

As derived in Equation 2.57, Coriolis acceleration is the term 2~Ω × ~V . In a more

explicit sense for atmospheric flows:

2~Ω× ~V = 2

∣∣∣∣∣∣∣∣
i j k

0 Ω cosϕ Ω sinϕ

u v w

∣∣∣∣∣∣∣∣ (2.58)

Figure 2.20: Components of

the Earth’s rotational velocity

So the magnitude and direction of the Coriolis ac-

celeration depends on the Latitude. As an example,

Coriolis acceleration deflects the flow direction to the

right of the direction of the flow in Northern Hemi-

sphere , whereas for the Southern Hemisphere the de-

flecting due to the Coriolis acceleration is to the left.

Effects of Coriolis acceleration is proportional to the

Rossby number which is defined as:

Ro =
V

L2Ωsinϕ
(2.59)

where V is the velocity, L is the characteristic length, Ω is the rotational speed and
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ϕ is the angle between the axis of rotation and the direction of the flow. Also, for

flow solutions over a topography, ϕ is the Latitude and Ω is the rotational speed of the

Earth which is Ω = (2π/23h 56m 4secs) = 7.2921× 10−5sec−1 . It is important to

note that the effects of Coriolis acceleration can be neglected when Rossby number

is much greater than 1, Ro >> 1.

2.10.1 Implementation of Coriolis Acceleration in PimpleFOAM Solver

The Coriolis acceleration is successfully implemented into pimpleFOAM solver by

utilizing useful features OpenFOAM such as object oriented programming and oper-

ator overloading. The modifications to the pimpleFOAM source code are given in

Figure 2.21.

In the first column, a short representation of pimpleFOAM algoritm is shown. Firstly,

in the PIMPLE pressure corrector loop, equations defined in Ueqn.H file is solved

which is nothing but conservation of momentum equation as seen in the second col-

umn where parts of the Ueqn.H is shown. After that, pressure velocity coupling is

done using the equation Peqn.H As shown in the previous section, Coriolis accel-

eration can be used as a simple source term which was 2~Ω × ~V where Ω ’s vertical

and horizontal components only depends on the Latitude. So, simply defining Ω as a

vector variable in the Ueqn.H and adding 2~Ω × ~V source term to the left hand side

to the Ueqn, effects of the Coriolis acceleration is implemented into pimpleFOAM.
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...

while (runTime.run())

{

#include "readTimeControls.H"

#include "CourantNo.H"

#include "setDeltaT.H"

runTime++;

//PIMPLE corrector loop

while (pimple.loop())

{

#include "UEqn.H"

//Pressure corrector loop

while (pimple.correct())

{

#include "pEqn.H"

}

if (pimple.turbCorr())

{

turbulence->correct();

}

}

}

....

...

dimensionedVector Omega

(

"Omega",

dimensionSet(0,0,-1,0,0),

vector(0,5.848E-5,4.356E-5)

);

tmp<fvVectorMatrix> UEqn

(

fvm::ddt(U)

+ fvm::div(phi, U)

+ turbulence->divDevReff(U)

+ 2*Omega ∧ U

==

fvOptions(U)

);

...

Figure 2.21: PimpleFOAM algoritm and modification on UEqn.H
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CHAPTER 3

RESULTS AND DISCUSSIONS

In this study, a coupled flow solution methodology with an atmospheric weather fore-

cast software, WRF , and OpenFOAM , an open source Navier-Stokes solver, is de-

veloped. In this section, a validation study for the implementation of the Coriolis

acceleration in the pimpleFOAM solver is first performed. Further validation studies

and analysis of wind fields are presented for the Mut region in Mersin/Turkey and the

Alaiz region in Navarra/Spain.

The validation of the new boundary condition class developed, timeV aryingMixed,

and its parallel performance are carried out in the Mut region. The analysis of wind

fields and the assessment of the coupled flow solutions are performed in the Alaiz

region, where meteorological mast data are available at 5 different altitudes. Grid in-

dependence studies for vertical and horizontal grid resolutions, and the comparison of

the flow fields predicted by various turbulence models are first performed. Unsteady

variation of wind velocities at the met-mast location are compared with the met-mast

data at 5 different altitudes. The predictions of atmospheric flow features such as flow

separation, reattachment, diurnal cycle and capping inversion, are assessed. Next, a

sensitivity analysis for the effect of WRF grid resolution on the unsteady OpenFOAM

solutions is performed. Finally, distributions of wind potential density at any alti-

tude and the corresponding production of wind energy are obtained by integrating the

proper combinations of the flow variables in time.
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3.1 Validation of Coriolis Acceleration implemented in PimpleFOAM Solver

The Coriolis acceleration implemented into the pimpleFOAM solver is validated on

a 2D flow field which is similar to what is suggested by Tapia[46]. The flow in an

open channel is solved by the modified pimpleFOAM solver and the deflection in the

flow due to the Coriolis acceleration is compared with a simple 1D Euler integration.

The solution domain which is given in Figure 3.1 is of size 20km × 2km in x and

y directions with a resolution of 100m × 100m. The leftmost inflow boundary con-

dition is given as FixedValue 10m/s for velocity and zeroGradient for pres-

sure. Other boundaries are given as zeroGradient for velocity and FixedValue

0 Pa for pressure boundary condition. The steady state solutions obtained are given

in Figure 3.2.

Figure 3.1: Solution domain for the validation of the Coriolis acceleration imple-

mentation

Figure 3.2: Streamlines under the effect of the Coriolis acceleration

For the flow field shown in Figure 3.1, the only forcing on the fluid particles is due

to the Coriolis acceleration, other than the negligible pressure gradient and gravity.

For this 2D case, forcing due to Coriolis acceleration which acts opposite to Coriolis
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acceleration is:

−2~Ω× ~V = −2

∣∣∣∣∣∣∣∣
i j k

0 Ω cosϕ Ω sinϕ

u v 0

∣∣∣∣∣∣∣∣ = 2vΩ sinϕ~ı−2uΩ sinϕ~ = ax~ı+ay~ (3.1)

The motion of an air particle on x − y plane that is under the effect of Coriolis ac-

celeration may also be obtained by integrating the equations of motion in x and y

directions as given in Equation 3.2 and 3.3:

an−1
x = −2Un−1Ωsinϕ , Un = Un−1 + an−1

x ∆t , xn = xn−1 + Un−1∆t (3.2)

an−1
y = −2V n−1Ωsinϕ , V n = V n−1 + an−1

y ∆t , yn = yn−1 + V n−1∆t (3.3)

A streamline obtained from the steady state OpenFOAM solution that has the same

starting point as the streamline obtained from the Euler integration are compared in

Figure 3.3. The position and the flow velocities at the exit of the solution domain

are compared in Table 3.1. As both Figure 2.20 and Table 3.1 suggest, the Coriolis

acceleration is successfully implemented into the OpenFOAM solver, pimpleFOAM.

Figure 3.3: Streamlines based on the OpenFOAM solutions and the Euler integration
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Table 3.1: Location and velocity of the air particles at the exit plane

Integration Time X (m) Y (m) U (m/s) V (m/s)

OpenFOAM 1385 sec 3816.592 -130.52 9.928 -1.1993

Euler Int. 1385 sec 3816.736 -130.725 9.928 -1.1989

3.2 Case Study: Wind Farm in Mut Mersin, Turkey

The preliminary case study is done in Mut district in Mersin providence. Mut lies on

the foothills of the mountain range Taurus and on the waterfront of Göksu river. A

medium scale wind farm consisting of 16 wind turbines with a total of 50Mw installed

power is located in the district. While being near a mountain range, the topography

of the region is relatively smooth and simple. The prevailing wind direction in the

district is from North to South.

Nested WRF solutions are first obtained for a 1 month period, within a parent domain

of 3km horizontal resolution and a nested domain of 1km resolution. The compu-

tations are performed for the date 04.04.2010 starting from 00:00 GMT 0 to 12:00.

The parent and the nested solution domains are of 100 × 79 (horizontal) ×50 (verti-

cal) size, and 88 × 67 (horizontal) ×50 (vertical) size, respectively. WRF ’s solution

domain and its nests are given in Figure 3.4.

The unsteady boundary conditions needed for the OpenFOAM solution at its domain

boundaries, which fall into the innermost nest of WRF domain as seen in Figure3.4,

are extracted from the WRF solution at 5-minute time intervals. These velocity profiles

are used by the developed BC class timeV aryingMixed for emposing boundary

conditions for the OpenFOAM domain.

The computational grid for OpenFOAM solutions are based on a high resolution terrain

topography obtained from ASTER GDEM, which is a product of METI (The Ministry

of Economy, Trade, and Industry of Japan) and NASA. The worldwide elevation data

has about 1.5 sec−1 spatial resolution which is approximately 38 m. The region of

interest is 1.8km × 3km in East-West and North-South directions. The topography

of the region and the modelled surface is given in Figure 3.5.
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Figure 3.4: WRF and OpenFOAM solution domains

Figure 3.5: Topography of the Mut region and the modelled ground surface

The terrain fitted computational grids have a uniform horizontal resolution of 30m

and a vertical resolution of 1m on the terrain surface. The 61×100×27 grid stretches

rapidly in the vertical direction in order to capture the turbulent atmospheric boundary

layers efficiently as shown in Figure 3.6. The turbulent boundary layers dominate the

flow characteristics at the surface layer of the atmosphere where majority of the wind

turbines reside.

In Figure 3.7 and Figure 3.8 the velocity boundary conditions imposed on the Open-

FOAM solutions are compared against the WRF solution interpolated on the OpenFOAM

grid at an arbitrary time step along the 24 hour solution. As expected, the agreement

is stronger at the inflow boundaries where the Dirichlet type boundary conditions are

applied through the new boundary condition class developed. It should be noted that

the zero-gradient boundary condition is applied at the outflow boundaries. The ve-

locity vectors at the outflow boundaries of both the OpenFOAM solution domain and

the inner nested domain of WRF solution are compared at various times along the un-

steady solution in Figures 3.9 and 3.10, respectively. It is observed that the velocity
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Figure 3.6: Computational grid for OpenFOAM solutions in the Mut region

Figure 3.7: OpenFOAM (right) vs WRF (left) solutions (inflow)

directions are in a general agreement, yet the high vertical resolution in the OpenFOAM

solution resolves the atmospheric boundary layer profile better.

Figure 3.8: OpenFOAM (right) vs WRF (left) solutions (outflow)

Figure 3.11 shows the streamlines and the distribution of velocity magnitudes on two
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Figure 3.10: Unsteady OpenFOAM solutions (top) and WRF solutions (bottom) at 6,

11, 18, 24th hour
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terrain following surfaces 25m and 100m above the ground at various instances. Hav-

ing known the unsteady variation of the wind velocity in the vertical direction makes

it possible to predict the power production of a wind farm located in the solution do-

main. The short term power production of an individual wind turbine can be evaluated

based on the variation of the wind velocity at the hub height or in the turbine blade

plane.

Figure 3.11: Velocity contours and streamlines on terrain following surfaces 25m and

100m above the ground at a)≈6 b)≈12 c)≈18 d)≈24 hours
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Figure 3.12: Vertical slice for comparison with/out Coriolis acceleration

Effects of the Coriolis acceleration are investigated on a z cut at 800m altitude shown

in Figure 3.12. Wind speed contours and streamlines at the cut which are obtained

with and without the Coriolis implementation into pimpleFOAM are given along

with wind speed differences in Figure 3.13. As seen in Figure 3.13, the influence

of the Coriolis acceleration on wind speed is less than 1% and increases as the wind

passes through the computational domain. Upon closer inspection it can be seen that

the Coriolis acceleration deflects the flow direction to the right slightly as expected.

A more through analysis about the influence of the Coriolis acceleration is given in

the Alaiz case study.

The serial computations for a 24-hour simulation take about 60 CPU hours on a com-

puter with a 2.3 GHz Intel processor. In parallel computations, the domain decompo-

sition of the computational grid is given in Figure 3.14, where the the outer boundary

cells are collected in a single partition. In the figure different colors denote a differ-

ent partition, whereas the outer transparent grey domain includes the boundary cells

where timeVaryingMixed type boundary conditions are imposed.
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(a) (b) (c)
Figure 3.13: Wind speed distribution with (a) and without (b) Coriolis acceleration

and the difference (c)

Figure 3.14: Domain decomposition by METIS (left 8, right 10 partitions)

The OpenFOAM solutions coupled with

WRF for a 24 hour period are obtained us-

ing 3,5,7 partitions with the first method

in which the grid is first partitioned by

OpenFOAM , then the outer boundary cells

are collected in an additional partition. In

the second method the boundary cells are

first collected into a single giant cell and

all the cells are partitioned by METIS into

2,4,8,10 and 16 partitions.

Figure 3.15: Efficiency of parallel com-

putations
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The parallel efficiencies of these methods are assessed and the resulting speed-up

curves are given in Figure 3.15. As expected the parallel performance of the first

method is poorer in comparison to the latter due to the sub-optimal number of par-

tition faces. In the case of METIS based partitioning, a super-linear speed up is

observed with low number of partitions. However, with 16 partitions, the number

of cells in the partitions become unbalanced and the fixed number of boundary cells

in a single partition not only limits the parallel efficiency of the computations but

also increases the computational time needed. If the grid used in the Mut case study

is considered, it is of 61 × 100 × 27 size with a total number of 164700 cells and

14794 outer boundary cells. The number of outer boundary cells limits the number

of partitions to be used to 164700/14794 ≈ 11 in order to have a near uniform cell

distribution among all the partitions. Therefore, decomposing the cells in the domain

into more partitions than 11 provides no improvement in parallel computations and

reduces the parallel efficiency. In the current study, the METIS based partitioning

is used and the optimum number of partitions is determined based on the number of

outer boundary cells.

3.3 Case Study: Alaiz Wind Field in Navarra, Spain

Alaiz Mountain range is located in Navarre providence, Spain, towards 15km south-

east of Pamplona. A wide valley lies to the north at around 700m lower altitude, and

there are several wind farms to the south on the complex terrain as seen in Figure 3.16.

The prevailing wind directions are from North and from South. In this region there

are 5 met-masts that extend up to 118m above the ground, and are located upstream

of several wind turbines.

One of the important features of the region is that the topography is complex with

slopes upto 2, which far exceeds the operation envelopes of linearised and CFD based

prediction models (max. ≈ 0.4) as mentioned in the Introduction chapter. The pres-

ence of a mountain and a complex terrain cause flow features such as flow separation

and reattachment. Another feature is that the roughness of the region can be charac-

terised by two levels that sharply differ. The southern and the western parts of the

region are mostly covered with 10 − 15m tall beech trees. The northern and eastern
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Figure 3.16: Alaiz mountain range

Table 3.2: WRF model settings

Micro-physics Single Moment 5-class scheme

Long/Short wave radiation rrtmg Scheme

Surface Layer Monin-Obukhov Similarity Scheme

Land-Surface Noah Land Surface Model

Boundary Layer YSU Scheme

parts of the region are covered with low bushes and shrubs.

The observation data from one of the five meteorological masts, MP5, are obtained

from CENER (National Renewable Energy Centre) in Spain. The data contain 10

years of wind speed and direction time series with 10 minute intervals at 5 different

altitudes (40m, 78m, 90m, 102m, 118m above the ground).

3.3.1 WRF Solutions

The WRF solutions are obtained for the date 01.01.2015 starting from 00:00 GMT 0

to 24:00. The local terrain data for the WRF solution is downloaded automatically

from UCAR (University Corporation of Atmospheric Research) server via WRF . The

initial and boundary conditions are taken from the ERA-Interim reanalysis data set

with 0.25◦× 0.25◦ resolution which corresponds to ≈ 25km for the region. The WRF

model settings used are summarized in Table 3.2.
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Figure 3.17: Nested domains for WRF solutions (4 nests (left), 3 nests (right))

The WRF solution is performed using two different nest configurations with different

resolutions (Figure 3.17) for sensitivity analysis. In the first configuration shown on

the left in Figure 3.17, there are 3 nests that are of 88×67, 76×55, 61×43 horizontal

size from larger to smaller respectively whereas the parent domain is of 100×81 size.

All the domains share the same number of η levels which is set to 61. The time step

for all the domains is taken as 90 seconds. The surface resolutions of the nests are

24.3km, 8.1km, 2.7km and 0.9km respectively starting from the parent domain to

the innermost nest. In the second configuration shown on the right in Figure 3.17

only two nests are employed, The surface resolution of the innermost nest is now

2.7km.

3.3.2 High Resolution Terrain Modeling for OpenFOAM and Grid Generation

The computational grid for the OpenFOAM solutions are based on a high resolution

terrain topography obtained from ASTER GDEM as in the Mut case study with a

horizontal resolution of 38m. The region of interest which is 6.5km in East-West

direction and 5.2km in the north-south direction is chosen such that the mountain

range and the complex topography surrounding the met-mast is contained within. The

topography and the modelled surface of the Alaiz region are given in Figure 3.18.

The top of the solution domain is given as the projection of the topography as a flat

surface at 2200m altitude and the first vertical length is given as 2m as the length of
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Figure 3.18: Alaiz topography and modelled ground surface

the first grid level should not exceed the roughness height as mentioned in the Near

Wall Treatment and Roughness sub-section. Using the high resolution topography,

GAMBIT software is used to generate rapidly stretching grids in the vertical di-

rection, using a journal file automatically generated for given vertical and horizontal

resolutions as given in the Methodology chapter. Grids for 4 different vertical and 3

horizontal resolutions are generated for a grid independence study which are given

later in this section. A sample grid with 38m horizontal resolution and 25 vertical

levels are given in Figure 3.19.

3.3.3 Grid Independence Study

Preliminary grid independence studies are conducted on the Alaiz region with a spa-

tially varying BC profile from WRF for the date 01.01.2015 at 00:00 with different

horizontal resolutions and number of vertical levels. The topographical model of the

region is the same as the one used in the previous section with 38m horizontal reso-

lution ASTER-GDEM data set. The velocity profiles obtained at the MP5 met-mast

location are then compared with each other.

Firstly, rapidly stretching structured grids with various number of vertical levels are

generated as seen in Figure 3.20(left), while keeping horizontal resolution and the

first vertical distance constant at 38m and 2m respectively.

The resultant velocity profiles from structured grids with 13, 25, 38 and 50 verti-

cal levels are compared at the MP5 met-mast location in Figure 3.21. Although no

significant changes are observed in the vicinity of the topography which is at approxi-
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Figure 3.19: Computational grid for OpenFOAM solutions in the Alaiz region

mately 1116m altitude, it can be seen that the difference between the 13 vertical level

case and the others increases with the altitude. The difference between the velocity

magnitude with 50 vertical level grids is less than 5% for that of 13 vertical levels

whereas for the 25 vertical levels case, it is less than 2%. This result is to be expected

as the first vertical length of all 4 cases are the same, 2m. At the top of the domain,

the case with 13 vertical levels differs from the others, which is attributed to the low

vertical resolution at the top.

Next, structured grids with 25m vertical levels are generated with 30m, 38m and

60m horizontal resolutions as seen in Figure 3.20(right). The velocity profiles are

compared at the met-mast location in Figure 3.22. As seen, the velocity profiles ex-

cept the one with 60m horizontal resolution are in reasonable agreement. The differ-

ence in velocity profiles between the 30m and 38m horizontal resolution is less than

1%, but with the 60m horizontal resolution case there exists significant differences in

near the ground level as seen in Figure 3.22 (right). In the light of these results, 25

vertical levels and 38m horizontal resolution are chosen to be used in the remaining

OpenFOAM solutions.
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13 vertical levels

25 vertical levels

38 vertical levels

50 vertical levels

60 m horizontal resolution

38 m horizontal resolution

30 m horizontal resolution

Figure 3.20: Grid resolutions in the Alaiz region
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Figure 3.21: Effect of the vertical grid resolution on the velocity profile (left) and the

zoomed view (right)

Figure 3.22: Effect of horizontal resolution on the velocity profiles (left) and zoomed

view (right)
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3.3.4 Comparison of Turbulence Models

Velocity profiles with different turbulence models are compared on the optimum grid

configuration which has 25 vertical levels, 38m horizontal resolution, and 2m vertical

resolution on the ground.

k − ε, k − ω SST and realizable k − ε turbulence models with a steady spatially

varying velocity boundary conditions from WRF for the date 01.01.2015 at 00:00

are used with the same constant free stream turbulence. Since k − ε and realizable

k− ε models use k and ε values as the boundary conditions, the constant values for k

and epsilon are determined with the conventions for external flows suggested in the

literature:

k =
3

2
(U I)2 (3.4)

ε = Cµ
k

3
2

l
(3.5)

where I is the turbulence intensity and taken as 10 % according to the studies con-

ducted in Alaiz [13], U is the mean velocity taken as the mean inflow velocity, Cmu

is the turbulence model constant taken as 0.09. l is the turbulent length scale and it is

approximated in external flows by:

l = 0.07δABL (3.6)

where δABL is the length of the atmospheric boundary layer and taken as 1km.

For k − ω SST model ω is given as:

ω =

√
k

l
(3.7)

where k is turbulent kinetic energy and l is the turbulent length scale.

As seen in Figure 3.23 the velocity profiles for 3 different turbulence models are
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Figure 3.23: Velocity profiles predicted by the turbulence models

in good agreement. The difference between standard k − ε model with respect to

k − ω SST and realizable k − ε is observed to be less than 1% at all altitudes. Also,

it is important to note that the maximum difference between the realizable k − ε and

k − ω SST model is less than 0.1%. As k − ω SST and realizable k − ε turbulence

closures take more time then the standard k− ε model and the k− ε model is reported

to have more reliable results in atmospheric flow simulations [27, 48], the standard

k − ε model is used for the remaining unsteady OpenFOAM solutions.

3.3.5 Unsteady OpenFOAM solutions coupled with WRF

OpenFOAM based unsteady atmospheric flow solutions coupled with WRF predictions

are performed by using the methodology developed for the date 01.01.2015 starting

from 00:00 to 24:00. Horizontal dimensions for the region of interest is 6.5km in

East-West direction and 5.2km in North-South direction.

Rapidly stretching structured grids with 38m horizontal resolution and 25 vertical

levels with the first vertical length of 2m is used as decided from the mesh indepen-

dence studies. The 168 × 137 × 25 structured grid generated with the topographical

model for the region has 575400 cells. As the k+ value is around 800, standard wall
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functions for the k − ε turbulence closure is used for near wall treatment.

Unsteady boundary condition profiles obtained from 0.9km horizontal resolution

WRF predictions are utilized using the developed BC class timeVaryingMixed.

Boundary condition type for each at each 38266 boundary faces are changed between

Neumann and Dirichlet dynamically based on the WRF data at the simulation time.

timeVaryingMixed imposes time interpolated velocities extracted from the WRF

solution for the inflow, whereas the velocity gradients are set to zero at the outflow

boundaries.

pimpleFOAM solver with implemented Coriolis acceleration is used for the unsteady

coupled solutions. pimpleFOAM uses multiple cycling over the same time step using

the last iteration final value as initial guess for the next iteration (outer correction

loops) and under-relaxation of the variables between consequent outer iterations. The

main advantage of the solver is that the time step can be adjusted according to the

maximum Courant number, which in turn reduces instabilities. Convergent results

with a maximum of 40 Courant number with 30 corrector steps is achieved for the

Alaiz case study.

Domain decompositions for this case is done with METIS and examples with 8 and

16 partitions are given in Figure 3.24. Each color in Figure 3.24 represents a different

partition whereas the transparent light grey section is for the main partition where all

the cells belonging to the timeVaryingMixed are grouped together.

Figure 3.24: Domain decomposition for the Alaiz region with 8 and 16 partitions

Parallel implementation for the developed BC class is done for 16 processors as the

number of faces belonging to timeVaryingMixed limits parallel performance as

mentioned in the parallel implementation section in Method chapter. Using the par-
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allel implementation methodology developed, accurate daily runs can be completed

within 4 hours using 16 2.3 Ghz cores.

3.3.5.1 Comparison of timeVaryingMixed Boundary Conditions with WRF

results

Inflow and outflow profiles for the OpenFOAM domain in Figure 3.25 (left) are com-

pared with WRF solution on the 8× 6× 13 subset of WRF grids given in Figure 3.25

(right) that barely encloses the high resolution OpenFOAM domain. As both domains

exists in different physical spaces, Latitude and Longitude coordinates of the WRF

solution are just scaled to match the size of the OpenFOAM domain whereas η co-

ordinates are transformed to altitude based on the pressure from WRF solution. So,

changes in the height of WRF sub-domain can be observed upon closer inspection due

to changes in pressure over time. x and y axis points towards East and North direction

for both OpenFOAM and WRF solutions.

As seen in Figure 3.25, the topographical model for the WRF is far smoother and

simpler than the complex terrain model used in OpenFOAM . This demonstrates the

need for matching the ground levels of both models to avoid undefined regions on

outer boundaries, before the extraction of BC profiles from the WRF solution. It

is also evident from Figure 3.25 that the wind speed, direction and profile change

drastically in both time and space. It can be said that assuming spatially constant

and steady logarithmic profiles is a huge oversimplification for the short-term wind

dynamics. Velocity magnitude contours of both WRF and OpenFOAM solution are in

good agreement as well as velocity profiles at inflow. There are some differences for

the outflow profiles as expected, because of the timeVaryingMixedBC switching

to zero-gradient for velocity in case of outflow.

Surprising thing to note is that even if the topographical model for the WRF domain

is not complex, there are deflections on flow direction to the East on the North-East

corner of the domain, especially evident in 15th and 24th hour. These deflections are

also seen in the OpenFOAM solutions North-East corner inflow profiles. Also, high

shear velocity profiles at the South-East corner of the domain are maintained in the

OpenFOAM domain indicating that the stretching method is utilized successfully.
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Figure 3.25: Inflow/outflow velocity profiles in OpenFOAM and WRF solutions

3.3.5.2 Effects of Complex Terrain

In order to examine the effects of complex topography, the unsteady flow field data

are extracted from two cuts which are at x = 620350m easting which coincide with

a mountain top in Alaiz, and z = 1040m altitude as shown in Figure 3.26.
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Figure 3.26: Vertical and horizontal cuts in the OpenFOAM solution domain

In Figure 3.27, contours of velocity magnitude and turbulent kinetic energy, k, are

given side by side for 6 different simulation time covering the whole day on the ex-

tracted x cuts. It is clear from Figure 3.27 that the velocity magnitude increases as

the altitude increases at all times which is as expected. The wake behind the moun-

tain is clearly seen from the velocity magnitude contours and the distance covered by

the wake increases with the incoming wind velocity. The main factor responsible for

the generation of turbulent kinetic energy is seen to be the influence of the mountain

which makes sense. It can also be deduced from the 2.9 Hour and 12.33 Hour con-

tours that turbulent kinetic energy increases with increasing wind velocity which is

consistent with the theory. It can be said that physics of the problem is still captured

to an extent, even if the turbulent kinetic energy, k, and turbulent dissipation rate,

ε, are given constant according to the conventions in literature as mentioned in the

Turbulence Modelling sub-section.

Next, streamlines colored with velocity magnitude on the x cuts are examined in

Figure 3.28 and Figure 3.29 at the same 6 times covering the whole day. As seen in

Figure 3.28 and Figure 3.29, there is a recirculation zone in the wake of the mountain

at around 3rd hour of the simulation, dying out at around the 9th hour and reappearing

at around 17.5th hour. Taking a closer look at the 12.33rd hour, a small recirculation

zone near the top of the mountain can be observed although the rest of the flowfield

seems attached.
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Figure 3.27: Wind speed and turbulent kinetic energy distributions in the vertical cut
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Figure 3.28: Streamlines colored with velocity magnitude on the vertical cut
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Figure 3.29: Streamlines colored with velocity magnitude on the vertical cut
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Figure 3.30: Streamlines colored with velocity magnitude on the horizontal cut
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Figure 3.31: Streamlines colored with velocity magnitude on the horizontal cut
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Figure 3.32: Streamlines colored with velocity magnitude on the horizontal cut

The streamlines colored with velocity magnitude on the horizontal cut plane at 1040m
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Figure 3.33: Streamlines colored with velocity magnitude and the 3D representation

of the flow field

altitude are examined in Figure 3.30 and Figure 3.31. Horizontal direction change of

the wake behind the mountain in time is easily seen from Figure 3.30 and Figure 3.31.

At 2.9th hour of the simulation the wake behind the mountain is to the south with two

distinct circulation bubbles, when at around 9th hour the separation bubbles disperses

and the wake is drastically shifted to the south-west, only to shift to the south again

at around 12.33rd hour. A similar cycle can be seen at around 17.5th hour again with

two distinct circulation bubbles in the southern direction. At about 22th hour the

bubbles disperse and the wake turns into the south west direction.

While 2D streamlines at the x and z cuts explains the complex flowfield to an extent,

velocity magnitude colored streamlines from these cuts are given side by side along
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Figure 3.34: Streamlines colored with velocity magnitude and the 3D representation

of the flow field

with a 3D representation of flowfield near the mountain’s wake at 9th and 17.5th hour,

in Figure 3.33 and 3.34 for a better visualization.

In Figure 3.33, a relatively smooth wind field mostly without flow separation is ob-

served on the x cut whereas for the y cut there are a two small vortices just behind the

mountain as the wind is coming from North-East direction. The flow pattern behind

the mountain can be observed more throughoutly in the 3D representation of the flow

field below. It is seen that the flow is mostly attached except for the two small vortices

just behind the mountain top at the 9th hour.

Conversely at 17.5th hour in Figure 3.34, even if the wind velocity is similar in mag-

93



nitude as in the 9th hour, as the flow direction is from the North, parts of the complex

topography encountered by the flow is blunter resulting separation zones and reat-

tachments aftermath. Two distinct recirculation bubbles near the mountain top and

farther in the wake are observed in the x cut while for the z cut, two vortices created

by the flow separation behind the mountain became more distinct as expected. The

complex vorticity pattern that is seen vertical in x cut and horizontal in z cut behind

the mountain top can be seen in the below figure which has the same streamline seeds

as given for the 9th hour. It can be said that time dependent, complex terrain effects

can be captured and accounted for using the methodology developed which is not

possible with the current wind energy prediction methodologies as mentioned in the

Introduction section.

3.3.5.3 Velocity Profiles at MP5 Met-Mast and Diurnal Cycle

Velocity profiles at the MP5 met-mast location are extracted and shown at 3 different

times till midday and 3 after midday in Figure 3.35. The same argument about the

inlet and outlet profiles is more evident in Figure 3.35, where the magnitude, direction

of the wind velocity and shape of the velocity profiles changes drastically with time.

It is important to note stability effects such as diurnal cycle described in the Introduc-

tion chapter might be captured with unsteady boundary conditions from WRF even if

the governing equation set doesn’t contain density variations. The development of the

velocity profiles can be given as an example as seen in Figures 3.36 and 3.37. The first

velocity profile on the left is taken at around 5 o’clock and the second one is taken at

12 o’clock. As seen from the Figure 3.36, velocity profile at night time is similar to

what is described in Stull(2012) for stable atmospheric boundary layer at night [45].

It is worth mentioning that although the velocity profile for the daytime has some sim-

ilarities with what is shown in Stull 2012 [45] for unstable daytime velocity profile

as given in Figure 3.37 , its agreement is less when compared to the night time case

for stable atmospheric boundary layer. This results is not surprising since the stability

results from the heating from the ground and buoyancy effects associated with that,

which are not modelled in the methodology developed.
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Figure 3.35: Velocity profiles at the met-mast location before(left) and after(right)

mid-day
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Figure 3.36: Velocity profile predicted by OpenFOAM solution at about 5 o’clock

(left) and the diurnal cycle description for the night-time (right)

Figure 3.37: Velocity profile predicted by the OpenFOAM solution at about 12

o’clock (left) and the diurnal cycle description for the night-time (right)
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3.3.5.4 Effects of Coriolis Acceleration

As mentioned earlier in the Methodology chapter, the Coriolis effects depend on the

non-dimensional parameter called the Rossby number which is:

Ro =
V

L2Ωsinϕ
(3.8)

where Ω = (2π/23h 56m 4secs) = 7.2921 × 10−5sec−1 is the rotational speed

of the Earth and average wind velocity V is taken as 9m/s which is more or less

in agreement with both studies conducted by CENER and the average of the time

dependent flow velocity from the WRF solution. L is taken as the maximum distance

(5.2km) for the OpenFOAM domain in the North-South direction as the prevailing

wind direction is from North to South.

So, the Rossby number for the Alaiz Case can be

calculated as

Ro =
9m/s

5200m27.29× 10−5sec−1sin42.69
= 17.50

(3.9)

which doesn’t seem to be negligible or too sig-

nificant. In order to investigate its influence, un-

steady OpenFOAM solutions coupled with WRF are

performed with and without the Coriolis accelera-

tion term implemented into pimpleFOAM. All the

results are obtained with spatially varying rough-

ness models for the region of interest, which is

given in the next subsection.
Figure 3.38: Wind direction con-

vention for the met-mast data

Wind direction convention for the met-mast data is given in Figure 3.38. Blue vector

in wind direction convention represents a generic wind direction whereas dark red is

the deflection due to Coriolis force in Northern Hemisphere and light red vector is

the resulting wind direction. Time series for wind speed/direction at the MP5 met-
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Figure 3.39: Wind speed and direction time-series at the MP5 met-mast location

118m and 40m above the ground with and w/o the Coriolis acceleration

mast 118m, 90m and 40m above the ground are given in Figure 3.39. Likewise, the

red and blue lines represents the OpenFOAM solutions with and without the Coriolis

acceleration, respectively.

It is evident that the Coriolis acceleration doesn’t change the wind speed significantly,

as expected. On the contrary, there is a positive shift around 2◦ with slight increments

at the 15th hour in the wind direction, as expected. The reason for the slight incre-

ments is that the flow direction at the 15th hour is close to 0◦, magnifying the effect

of Coriolis acceleration on direction.

In order to quantify the effects of the Coriolis acceleration, RMS of the wind direction

differences between the OpenFOAM solutions with and without the Coriolis accelera-

tion are calculated using Equation 3.10 at 40m, 78m, 90m, 102m and 118m above

ground at the MP5 met-mast location. As for the percent change of velocity mag-

nitude due to the Coriolis acceleration, the relative RMS of the speed difference is
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calculated as in Equation 3.11.

RMSDirection =
n∑
i=1

√
1

n

[
DirwCoriolisi −Dirw/oCoriolisi

]2

(3.10)

rRMSEspeed =
n∑
i=1

√√√√ 1

n

[
V wCoriolis
i − V w/oCoriolis

i

V wCoriolis
i

]2

(3.11)

Table 3.3: Effects of the Coriolis acceleration at the MP5 met-mast location

40 m 78 m 90 m 102 m 118 m

RMS of Direction (◦) 1.849 1.811 1.801 1.792 1.781

rRMS of Speed(%) 0.87 0.887 0.892 0.897 0.902

It can be seen from Table 3.3 that the average deflection due to Coriolis acceleration

while slightly decreasing, doesn’t vary significantly with altitude. Average deflection

at these heights is found to be about 1.8◦. As for velocity magnitude, the difference

is minuscule around 0.9 % but increases slightly but not significantly with increasing

altitude which is not surprising as the velocity increases also with altitude.

3.3.5.5 Effects of Surface Roughness

For the investigation of surface roughness effects, OpenFOAM solutions coupled with

WRF are performed with and without the implementation of spatially varying rough-

ness model for the topography. All results are with the Coriolis implementation in the

pimpleFOAM solver.

The roughness height profiles for the topography of Alaiz region are extracted via the

interface program Interfoam.f that reads the Corine roughness data set color codes

and interpolates the corresponding roughness height values into the high resolution

terrain’s cell centres. The roughness length values for each color used Corine rough-

ness map of Alaiz and their types of terrain are given in Table 3.4. Corine roughness

map and the resulting spatially varying roughness map for OpenFOAM domain’s to-

pography are given in Figure 3.40. As mentioned in Methodology chapter,
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Figure 3.40: Corine roughness and roughness distribution in the Alaiz region

nutkRoughWallFunction is used with k-ε model to account for spatially vary-

ing roughness. 2 different points, one of which is the location of the MP5 met-mast in

the region and the other one being Point A in Figure 3.40 with lower surface rough-

ness is selected for the investigation of time series data from the OpenFOAM solutions.

Figure 3.41: Wind speed and direction time-series 118m and 40m above the ground

at the MP5 mast location with the smooth and the rough terrains

In Figure 3.41, the time series of wind speed and direction from the OpenFOAM so-
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Table 3.4: Corine roughness classes used

Class Color(RGB) Roughness (m) Type

2 ( 255, 0, 0 ) 0.6000 Discontinuous urban fabric

3 ( 204, 77, 242 ) 0.7000 Industrial or commercial units

7 ( 166, 0, 204 ) 0.1000 Mineral extraction sites

12 ( 255, 255, 168 ) 0.0300 Non-irrigated arable land

18 ( 230, 230, 77 ) 0.0300 Pastures

20 ( 255, 230, 77 ) 0.0100 Complex cultivation patterns

21 ( 230, 204, 77 ) 0.0100 Land principally occupied by agriculture

23 ( 128, 255, 0 ) 1.4000 Broad, leaved forest

24 ( 0, 166, 0 ) 1.4000 Coniferous forest

25 ( 77, 255, 0 ) 1.4000 Mixed forest

26 ( 204, 242, 77 ) 0.0500 Natural grasslands

28 ( 166, 230, 77 ) 0.0500 Sclerophyllous vegetation

29 ( 166, 242, 0 ) 1.4000 Transitional woodland, shrub

Table 3.5: Effects of surface roughness at the MP5 met-mast location

40 m 78 m 90 m 102 m 118 m

rRMS Speed(%) 4.298 2.113 1.772 1.513 1.246

RMS Direction (◦) 0.238 0.249 0.2476 0.244 0.237

lution 118m, 90m and 40m above the ground at the MP5 met-mast location which

has a roughness height of 1.4m, with and without the surface roughness model are

given with blue and red colors, respectively. It is clear that the presence of surface

roughness retards the flow and slows down the wind speed significantly at 40m, yet

its influence on wind speed fades away at 118m as the distance above the ground

decreases, as expected. The wind direction seems unaffected at both distances above

the ground as seen in Figure 3.41.

As in the effects of the Coriolis acceleration section, the RMS of wind direction and

the rRMS of the wind speed differences are evaluated as in Equations 3.10, 3.11 ,

but this time with and without the surface roughness model for the terrain at the MP5

met-mast location at different heights to yield Table 3.5. It is seen from the Table 3.5,

101



Table 3.6: Effects of roughness at the locations with different surface roughness

40 m 78 m 90 m 102 m 118 m

rRMS Speed at MP5 (%) 4.298 2.113 1.772 1.513 1.246

rRMS Speed at Point A (%) 3.632 2.183 1.883 1.624 1.347

the direction difference due to the roughness increases slightly with altitude but not

significant (≈ 0.24◦) with respect to the deflection due to the Coriolis acceleration

(≈ 1.8◦). The surface roughness primarily effects the wind speed especially near the

ground as expected.

Figure 3.42: Wind speed and direction time-series 118m and 40m above the ground

at Point A with the smooth and the rough terrains

For the investigation of different surface roughness in the spatially varying surface

roughness model, wind speed time series are extracted are given in Figure 3.42 at

Point A with a roughness height of 0.01m. The trends for wind speed at Point A are

similar as for the MP5 met-mast location case, while wind speed being much lower

than the MP5 met-mast location. The effect of roughness 40m above the ground at

Point A seems less significant than at the MP5 met-mast location, but then again the

wind speed is also significantly lower at Point A. So, rRMS values of the wind speed

differences due to roughness at the MP5 mast location and Point A are calculated in

a similar way with Equation 3.11 and compared in Table 3.6.

rRMSEspeed =
n∑
i=1

√√√√ 1

n

[
V Smooth
i − V Rough

i

V Rough
i

]2

(3.12)

While the wind speed change is lower at Point A with respect to speed at the MP5

met-mast, percentages of differences due to surface roughness is similar at all dis-

tances, except at 40m above the ground which is surprising considering the roughness
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height values at these points are vastly different. 40m above ground, rRMS of wind

speed difference is around 4.3% for the MP5 met-mast location and 3.6% at Point

A. The reduction in wind speed difference is thought to be because of the roughness

difference. The difference sharply decreases at 78m to approximately 2.1% for both

locations. Starting from 78m and going up, the percentage difference of wind speed

is slightly more at Point A then at the MP5 met-mast, which is thought to be due to

the wind speed being significantly lower at Point A.

3.3.5.6 Comparison with WRF and Observation Data

Figure 3.43: Wind speed and direction time-series at 118m above the ground

Time series of wind speed and direction from the MP5 met-mast are compared with

the predictions of the OpenFOAM solution coupled with WRF and WRF alone at 118m,
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102m, 90m and 78m above the ground in Figures 3.43, 3.44, 3.45 and 3.46 respec-

tively. Since the 40m data from the met-mast do not contain the wind direction,

only the wind speed is compared at 40m in Figure 3.47. The red lines represent

the OpenFOAM solutions coupled with WRF with spatially varying surface roughness

model and Coriolis implementation into OpenFOAM . The WRF results which are taken

at altitudes based on the low resolution WRF models terrain level with no stretch-

ing/shrinking are shown with blue lines. Observation data from the MP5 met-mast

are given with black dots with error bars which have extensions upto one standard

deviation provided in the time series data set.

Figure 3.44: Wind speed and direction time-series at 102m above the ground

Looking at the met-mast data on Figures 3.43, 3.44, 3.45, 3.46 and 3.47; there is

a general increase in the wind speed as the distance from the ground increases, as

expected. Wind speed and direction trends are more or less similar as the distance
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from the ground increases. When the variation of velocity magnitude for the met-

mast data is investigated; highly oscillatory behaviour is seen between 7th and 18th

hour of the simulation. Also there are sharp changes in direction between 10th-12th,

12th-15th and 15th-19th hours, forming an M shape at all distances from the ground.

The reason for this phenomenons is thought to be the atmospheric stability as the sun

rising and setting for the date 01.01.2015 should be around 7th and 18th hour. As

the radiation from the Sun hits earth’s surface, it is absorbed by the ground. This

results in the heating of the atmosphere, more intense near the ground. As the density

of air near the ground decreases, air moves up and a vertical highly turbulent flow

is generated by buoyancy. Inversely, at night as the air with more density is near

the ground level, no significant vertical flow is generated and atmosphere becomes

stable. Surprisingly, the standard deviation of both velocity magnitude and direction

are observed between 16th and 24th hour when the atmosphere is stable.

Figure 3.45: Wind speed and direction time-series at 90m above the ground
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When WRF predictions are considered, it can be seen that while the variation of wind

speed follows a similar trend with respect to the observation data, the WRF results

mostly underestimates the wind velocity at all distances above the ground which is

consistent with the studies by Jimenez [25], as the low resolution terrain model in

WRF skips high slope features such as in the case for Alaiz. The least accurate results

with respect to the MP5 met-mast data are observed at 40m. This results are not

surprising as the viscous effects are not fully taken into account because of the η

coordinate assumption in WRF and also the low resolution of WRF (0.9km). The least

accurate results are observed between the start and 14th hours at all distances above

the ground. As far as wind direction is concerned, significant error between 12th and

18th hours is observed. Also, the wind direction trends in these hours are opposite of

what is predicted by WRF .

Figure 3.46: Wind speed and direction time-series at 78m above the ground
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Figure 3.47: Wind speed time-series at 40m above the ground

When the OpenFOAM predictions are examined, it can be seen that using OpenFOAM

with the boundary conditions from WRF greatly improves the velocity magnitude pre-

dictions at all distances above the ground and nearly at all times. It is observed that

most accurate results for both direction and velocity magnitude with respect to the

experimental data are observed during the night-time. The difference between the

OpenFOAM solutions and the met-mast data increases when a highly oscillatory be-

haviour in the velocity magnitude from the met-mast data is seen (7th-18th hour).

This drop in accuracy in day-time is currently expected as atmospheric stability ef-

fects due to heating and buoyancy is neglected in the OpenFOAM solutions. Wind

direction changes between the 12th and 18th hours are also not captured by the cou-

pled solutions.

In order to quantify the improvement with respect to the WRF predictions, the relative

root mean Square errors (rRMSE) of the wind speed from the OpenFOAM solutions

are obtained using the met-mast data at 10 minute intervals using Equation 3.13.

rRMSEspeed =
n∑
i=1

√√√√ 1

n

[
V Mast
i − V OpenFOAM

i

V Mast
i

]2

(3.13)

There are 2 important points to note in the evaluation of Equation 3.13. The first one

is that any missing data from the met-mast is disregarded. The second one is that

the OpenFOAM solution is interpolated in time since the time step in the OpenFOAM
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solution changes with a fixed Courant number employed in the solution.

Table 3.7: rRMSE of the wind speed predicted by WRF and the coupled OpenFOAM

solutions with respect to the met-mast data

40 m 78 m 90 m 102 m 118 m

WRF (%) 29.238 25.378 25.843 27.707 28.337

OpenFOAM (%) 17.827 16.12 16.036 15.608 15.265

Improvement (%) 11.411 9.258 9.807 12.099 13.072

It is shown in Table 3.7, that the methodology developed improved the wind speed

results with respect to the met-mast data at all distances above the ground, quanti-

tatively. It is seen that the time dependent rRMS error of the OpenFOAM solutions

with respect to the mast data decreases with increasing altitude and is around 16%,

while for WRF results there is a non-linear trend with an average value of 27%. Sur-

prisingly, accuracy of the WRF results decreases as the altitude increases after 78m

above the ground. Improvement over the WRF results also increases after 78m which

is primarily due to the same reason. 11.4% improvement is achieved at 40m above

the ground using 0.9km resolution WRF data (with 29.38% rRMS error at the same

height) as boundary conditions. Average improvement is found to be 11.13% which

roughly translates into 37% improvement in estimated energy generation, since the

energy is proportional to the cube of wind speed.

Since relative error of wind speed might be misleading as the flow direction becomes

0◦ at instances, RMS errors for the wind direction are calculated using Equation 3.14

using the same methodology for the wind speed and are given in Table 3.8.

RMSEDirection =
n∑
i=1

√
1

n

[
DMast
i −DOpenFOAM

i

]2

(3.14)

It is seen from Table 3.8 that the wind direction from WRF are slightly improved with

the coupled OpenFOAM solutions. Wind direction RMS errors of coupled OpenFOAM

solution decreases with increasing altitude upto 118m above the ground then which

it increases slightly. There is a sharp increase in improvement over the WRF results

at 102m above the ground. Average improvement is 1.87◦. The best WRF result for

direction is obtained at 78m above the ground which is surprising as the resolution
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Table 3.8: rRMSE of the wind direction predicted by WRF and the coupled Open-

FOAM solutions with respect to the met-mast data

RMSE of Wind Direction (◦) 78 m 90 m 102 m 118 m

WRF (◦) 17.882 18.619 22.176 18.216

OpenFOAM (◦) 20.193 17.634 14.652 16.915

Improvement (◦) -2.331 0.985 7.524 1.302

of the topographical model for WRF solutions is low. Furthermore, the WRF direction

results at 78m are more accurate than that of coupled OpenFOAM solutions, even if

the wind speed results shows a completely opposite situation.

3.3.5.7 Sensitivity Analysis on the WRF resolution

In order to asses the influence of the WRF resolution on the coupled methodology,

coupled OpenFOAM solutions are performed using 2.7km and 0.9km resolution WRF

solutions, and the predictions are compared at the MP5 met-mast location. The time

series for the wind speed and the direction at the MP5 met-mast location for the

date 01.01.2015 from 00:00 to 24:00 at 118m, 102m, 90m, 78m and 40m above the

ground are used for the comparison, and are given in Figures 3.48, 3.49, 3.50, 3.51

and 3.52, respectively.

In Figures 3.48, 3.49, 3.50, 3.51, 3.47; the solid blue lines represent the WRF pre-

dictions with 0.9km resolution whereas the dashed blue lines represents the 2.7km

WRF predictions. The solid red lines denote the OpenFOAM solutions coupled with

the WRF solution on the 0.9km resolution grid, while the dashed red lines denote the

OpenFOAM solutions coupled with the WRF solution on the 2.7km resolution grid.
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Figure 3.48: Wind speed and direction time-series 118m above the ground at the

met-mast location

At the first glance, it is seen that WRF predictions improve significantly in both wind

speed and direction as the grid resoluton increases from 2.7km to 0.9km. This is

expected as complex terrain is modelled more accurately with 0.9km resolution even

if the same data set is used for the topographical model in the WRF solutions.
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Figure 3.49: Wind speed and direction time-series 102m above the ground at the

met-mast location

The same arguments about the time dependent OpenFOAM solutions coupled with

WRF given in the previous sections also holds for the sensitivity analysis results given

in Figures 3.48, 3.49, 3.50, 3.51 and 3.52. For wind speed, it is seen that taking the

boundary conditions from either of 0.9km and 2.7km horizontal resolution WRF re-

sults, improved the corresponding coupled OpenFOAM solutions with respect to the

observation data from the MP5 met-mast. The improvement for wind speed over

corresponding pure WRF results seems to be higher, when high resolution WRF data

with 0.9km horizontal resolution is used as boundary condition instead of the 2.7km

horizontal resolution WRF results. For wind direction, usage of high horizontal reso-

lution WRF instead of low resolution one, doesn’t seem to improve the results which

is unexpected.
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Figure 3.50: Wind speed and direction time-series 90m above the ground at the

met-mast location

In order to quantify the improvements in the prediction of the wind speed and the

direction, the rRMS errors for wind speed with respect to the MP5 met-mast data

are given in Table 3.9 and RMS errors for wind direction are given in Table 3.10,

respectively. WRF solutions with both 2.7km and 0.9km resolutions are considered.
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Figure 3.51: Wind speed and direction time-series 78m above the ground at the

met-mast location

Figure 3.52: Wind speed time-series 40m above the ground at the met-mast location
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Table 3.9: rRMSE of wind speed predictions with respect to the met-mast data

40 m 78 m 90 m 102 m 118 m

highResWRF (%) 29.24 25.38 25.84 27.71 28.34

lowResWRF (%) 36.51 32.96 32.48 30.63 30.23

Improvement (%) 7.268 7.584 6.636 2.919 1.897

OF+highResWRF (%) 17.82 16.12 16.03 15.61 15.26

OF+lowResWRF (%) 29.29 25.07 23.89 22.03 20.42

Improvement (%) 11.47 8.95 7.86 6.42 5.16

Table 3.10: RMSE of wind direction predictions with respect to the met-mast data

78 m 90 m 102 m 118 m

highResWRF (◦) 17.882 18.619 22.176 18.216

lowResWRF (◦) 21.069 21.351 22.218 18.139

Improvement (◦) 3.187 2.732 0.042 -0.077

OF+highResWRF (◦) 20.193 17.634 14.652 16.915

OF+lowResWRF (◦) 13.609 11.843 10.897 10.938

Improvement (◦) -6.584 -5.891 -3.755 -5.977

It is observed that as the horizontal resolution in WRF solution increases from 2.7km

to 0.9km, the rRMSE of the wind speed predicted by WRF decreases at all altitudes,

especially near the ground by about 7% at 40m above.(Table 3.9). The rRMSE of

the wind speed predicted by the OpenFOAM solution coupled with the WRF solution

shows the same trend. As the resolution of the WRF solution increases, the coupled

OpenFOAM prediction improves more than 11% at 40m above the ground.

On the other hand, although the wind direction prediction also improves slightly in

the WRF predictions, it unexpectedly deteriorates about 5◦ in the OpenFOAM solu-

tions coupled with the high resolution WRF solution (Table 3.10). Further studies

are needed to resolve this unexpected behaviour. It should be noted that both wind

speed and direction predictions of WRF are generally improved by coupled OpenFOAM

solution, for both high and low resolution WRF inputs.

Since the prediction of the velocity field in the coupled solution improves significantly

when the maximum resolution is employed in the WRF solutions, it is concluded
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that OpenFOAM solutions should, in general, be coupled with the high resolution WRF

solutions.

3.3.6 Daily Wind Power Production Estimation

A post-processing tool that can extract the wind fields from the coupled OpenFOAM

solutions at a given distance from the ground and estimates the wind power density

(WPD) and the wind power generation is developed in order to employ for the micro-

siting of wind turbines and for the wind turbine selection.

• Wind power density (WPD) is defined as the maximum wind power that can be

extracted within a unit cross-sectional area (Equation 3.15). It is mainly used

to select the turbine model for a given location.

P

A
=

1

2
ρv3 (3.15)

• Wind power production can be evaluated by

using the power curve of a wind turbine and

the wind speed at the turbine hub height. An

example of a generic power curve is given in

Figure 3.53. Wind turbine power curves are in

general defined by 3 wind speeds and a rated

power; the cut-in speed, the rated output speed

and the cut-out speed.
Figure 3.53: Power curve of a

generic wind turbine

The cut-in speed is the wind speed where the turbine starts to generate power.

The rated output speed is the wind speed when the power output reaches the

limit that the electric generator is capable of. Basically, increasing the wind

speed further gives no benefit beyond this point. In between these speeds the

power increases proportional to the cube of the wind speed. The cut-out speed

is the speed when the turbine is stopped to avoid risks of structural damage to
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the turbine. In Figure 3.53 the cut-in, rated output and cut-out wind speeds are

2m/s, 11m/s and 24m/s, respectively.

The post processing tool consists of 2 parts:

• a ParaV iew macro to extract the time dependent OpenFOAM solution on a copy

of the terrain surface at a given height above the ground,

• Fortran routines to read the data on the extracted surface and to integrate the

wind speed properly in order to obtain the wind power density distribution

or the wind power production estimation according to the wind turbine power

curve provided.

The ParaV iew macro generates a copy of the terrain at a given height above the

ground using the grid data and the Transform filter. The time dependent flow vari-

ables are then extracted from OpenFOAM solution using Resample with Data Set

filter. Once the extraction is done, time dependent data is written in .csv format. As

an example, the time dependent data at 40m above the ground is given in Figure 3.54.

The Fortran routines first read the .csv files containing the day-long flowfield data

at a specific altitude such as shown in Figure 3.54. The average wind power density

is then calculated via integration of u(t)3 using Equation 3.16 and given for the date

01.01.2015 in Figures 3.55, 3.56 and 3.57 at 40m, 90m and 118m above the ground,

respectively.

AverageWPD =
1

86400sec

t=24h=86400sec∫
t=0

1

2
ρu(t)3dt (3.16)
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Figure 3.54: Unsteady OpenFOAM solutions coupled with WRF at 40m above the

ground

Figure 3.55: Wind power density at 40m above the ground
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Figure 3.56: Wind power density at 90m above the ground

Figure 3.57: Wind power density at 118m above the ground
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The trapezoid rule is used in the time integration. Thus the average wind power

density for a time step is calculated by averaging the time adjacent average wind

power densities, 1
2
ρu(t)3 and 1

2
ρu(t+ ∆t)3. It is important to note that the simulation

times are not uniformly spaced as the time stepping is based on the Courant number.

It is important to note that the legend of the WPD distributions is logarithmic since

the wind energy potential is proportional to the cube of wind speed. It is seen that the

wake region behind the mountain becomes narrower as the distance above the ground

increases, as expected. The best locations for the maximum wind power generation

are observed to be at the mountain top, the ledge at the south-west part (where the

wind turbines are located) and the valley to the west of the mountain. More variations

in the WPD distributions are observed at 40m above the ground with respect to WPD

distributions at 90m and 118m above the ground.

The daily wind power productionEWT is similarly estimated by integrating the power

output of a wind turbine based on its power curve in time, PWT (u, t), as given in

Equation 3.17:

EWT =

∫ t=24h

t=0

PWT (u(t), t)dt (3.17)

The daily wind power production estimation for the date 01.01.2015 with the generic

wind turbine power curve in Figure 3.53, is given in Figures 3.58, 3.60 and 3.61 at

40m, 90m and 118m above the ground, respectively. It can be seen from Figures

3.58, 3.60 and 3.61 that the power production increases significantly as the wind

speed increases with the distance above the ground. One interesting thing to note

is that at 118m and 90m levels the generic turbine generates the maximum power

it can generate, which is around 48000 KwH , in the most of the southern parts of

the domain. Whereas at 40m more variation is seen and the maximum power is only

produced at the south-west ledge and at the mountain top. The ledge at the south-

west part of the solution domain’s topography where the daily wind power production

estimation shows a sharp increase at both 40m and 118m above ground, is where the

wind farms are mainly located in Alaiz, as shown in Figure 3.59. It is also seen

that there are regions in the North-West corner where no power is produced due to the

wind speed being smaller than the cut-in speed. The area where no power is produced,
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decreases with the height above the ground.

Figure 3.58: Daily wind power production estimation at 40m above the ground

Figure 3.59: Wind turbines in the Alaiz region
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Figure 3.60: Daily wind power production estimation at 90m above the ground

Figure 3.61: Daily wind power production estimation at 118m above the ground
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CHAPTER 4

CONCLUSION

In this work, atmospheric boundary layer flows are computed with OpenFOAM coupled

with the numerical weather prediction model, WRF, on a terrain fitted, high resolution

grid. The WRF solution, which is based on a global model and accounts for all the

atmospheric physics on a meso-scale coarse grid, provides the spatially varying un-

steady boundary conditions for the OpenFOAM solver, pimpleFOAM. The coupling

is achieved through the development of a new boundary condition class in OpenFOAM

, timeVaryingMixed, which is implemented with a parallel solution algorithm.

The Coriolis acceleration is successfully added into OpenFOAM solutions which are

performed in a rotating reference frame. A spatially varying roughness model is also

utilized in the k − ε turbulence model in order to account for the effect of surface

canopy on the high resolution topography.

Two daily validation studies, one in Mut wind farm in Mersin, Turkey on the date

04.04.2010 and other for Alaiz wind field in Navarra providence, Spain on the date

01.01.2015 are performed. In the Mut case study, the new boundary condition class

developed, timeVaryingMixed, is validated and its parallel implementation is as-

sessed. In the implementation of timeVaryingMixed, all the boundary cells are

collected in a single partition. The parallel performance of the current solution algo-

rithm is therefore limited, and needs to be improved for more efficient computations.

In the Alaiz case study, a grid independence study for various vertical and horizontal

resolutions is performed. In addition, the performance of various turbulence models

is assessed. It is concluded that 25 vertical levels in the atmospheric boundary layer

and a horizontal resolution of 38m for the computational grid with standard k-epsilon

model that utilizes a spatially varying roughness model may successfully be used for
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the simulations.

Unsteady OpenFOAM solutions coupled with WRF are investigated near the distinct

regions of the complex topography in Alaiz, and it is shown that time dependent,

complex terrain effects such as recirculation zones, separation and re-attachment can

be captured and accounted for using the methodology developed which is not possible

with the current wind energy prediction methodologies.

It is also observed in the comparison of velocity profiles at the met-mast location that

the coupled solution captures the diurnal variation in the vertical velocity profile even

though a neutral atmosphere is assumed in the OpenFOAM solution. As expected, it is

attributed to the unsteady coupling with the WRF solution, which accounts for density

variations and resolves the diurnal cycle.

The effects of Coriolis acceleration are investigated via taking the time series of wind

speed and direction at 5 different heights above the ground on the MP5 Met-Mast lo-

cation with and without the Coriolis acceleration implementation into PimpleFOAM

solver. It is seen that Coriolis acceleration does not change the wind speed signifi-

cantly, but mainly effects the wind direction by deflecting it 1.8◦ on average to the

right of flow for the region It is also seen that the amount of deflection does not vary

significantly with increasing distance from the ground.

Similarly, effects of the spatially varying roughness model for the topography is inves-

tigated at the MP5 Met-Mast location and a location with a lower surface roughness

value. It is seen that the presence of surface roughness retards the flow and slows

down the wind speed 4.3% at 40 meters above the MP5 mast location, yet its influ-

ence on wind speed fades away at 118m as the distance above the ground decreases,

as expected. The wind direction is not effected significantly by the surface rough-

ness. Investigating a location with a much lower surface roughness, it is seen that the

retardation of wind speed near the ground is reduced.

Time series of wind speed and direction obtained from the WRF coupled OpenFOAM

solutions are then compared with pure WRF results and observation data from the

MP5 Met-Mast location at 118m, 102m, 90m, 78m and 40m above the ground

level. It is observed that most accurate of the coupled OpenFOAM results for both
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direction and velocity magnitude with respect to the experimental data are observed

during the night-time. Difference between the OpenFOAM solutions and met-mast

data increases in day time. This drop in accuracy in day-time is thought to be due

to the atmospheric stability effects due to heating and buoyancy which are neglected

using the incompressible fluid approximation in OpenFOAM solutions. By taking the

time dependent relative RMS errors of wind speed with respect to the MP5 Met-Mast

data, it is shown that the methodology developed improved the wind speed results at

all distances above ground level, especially near the ground. Average improvement is

found to be 11.13%. Though slightly, wind direction estimations are also improved

using the coupled solution methodology.

Sensitivity analysis on the WRF resolution are performed using 2.7km and 0.9km

horizontal resolution WRF predictions. It is observed that as the horizontal resolution

in WRF solution increases from 2.7km to 0.9km, WRF wind speed predictions are

improved, especially near the ground by about 7% at 40m above. The improvement

in wind speed predictions is more significant for coupled OpenFOAM solutions with

more than 11% at 40m above the ground. On the other hand, although the wind

direction prediction also improves slightly by increasing the horizontal resolution in

the WRF predictions, it unexpectedly deteriorates about 5◦ in the OpenFOAM solutions

coupled with the high resolution WRF solution. Further studies are needed to resolve

this unexpected behaviour. It should be noted that both wind speed and direction

predictions of WRF are generally improved by coupled OpenFOAM solution, for both

high and low resolution WRF inputs.

Lastly, daily wind energy and wind power density estimations are done via a post-

processing tool that can extract the wind fields from the unsteady WRF coupled Open-

FOAM solutions at a given distance from the ground. It is seen that the ledge at the

south-west part of the solution domain’s topography where the daily energy estima-

tion shows a sharp increase at 40m above ground, is where the wind farms are mainly

located in Alaiz.

The improvement on the wind speed estimations over WRF about 12% is achieved

which roughly translates into 40% improvement in the power production using the

novel coupled solution methodology developed. The inclusion of atmospheric stabil-

125



ity effects by using the Boussinesq approximation for density in pimpleFOAM, could

further increase the accuracy of energy estimations. Also, other models for physical

processes can be implemented with minimal effort and tested as the methodology is

mostly independent of the flow solver used. The coupled solution methodology de-

veloped is shown to be especially useful for daily wind energy predictions where the

unsteady variations in the wind speed are critical.
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