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Both symmetric and asymmetric cryptographic algorithms must firstly be robust against brute force. The key needs to be chosen uniformly and randomly from the key space. It is possible to assure randomness by using statistical randomness tests which are also critical for other cryptographic issues as well. There is still an issue to be elaborated: the most well-known tool for attacking against passwords namely dictionary attacks. These attacks are based on trying all keys from a particular subspace of the key space, which are composed of words from daily life and their variations. In this study we focus on the randomness of the keys but we are not interested with latter issue that is dictionary attacks. The one who use our tests to generate key must check it regarding specified dictionaries.
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CHAPTER 1

Introduction

1.1 Random Sequences

Although it may look simple at first sight to give a definition of what a random number is, it proves to be quite difficult in practice.

A random number is generated by a unpredictable process, in which outcomes cannot be reliably reproduced later. In other sense, a kind of black box called a random number generator can accomplish this task, too. However, we cannot prove whether a singular random number was produced through a random number generator without examining sequences of numbers generated by the generator. Random sequences have specific properties as below:

- **Unpredictability:** Unpredictability: it means that knowing the first $t$ element of a sequence does not inform anything about the next element of the sequence.

- **Uniformity:** In a sequence, 0’s and 1’s should be available in approximately equal numbers.

- **Independence:** Each term of the sequence is generated independently of the other terms.

It make us question about when a particular number or output string can be called unpredictable or uniformly distributed.

1.2 Random Number Generator

A random number generator is an algorithm, based on an initial seed or by means of continuous input, generates a sequence of numbers or bits. True Random Generators, abbreviated as TRNGs, output the results of a physical experiment which is considered to be random, like radioactive decay or the noise of a semiconductor diode. Outputs of
a deterministic algorithm which resembles a true number generator are called pseudo-random numbers. The specific feature of these generators is to use a numerical algorithm in order to generate a sequence of truly random numbers. In some cases, PRNGs use TRNGs with an additional algorithm which lead a sequence work like real random numbers.

TRNGs have some problems. Firstly, they are often biased, which means their output might include more ones than zeros, results that it does not correspond to a uniformly distributed random variable. In addition to this, some TRNGs are really expensive and requires an additional hardware device. They are usually too slow for applications we work. On the other hand, PRNGs do not need an additional hardware and they are faster than TNRGs. Moreover, their outputs accomplish the most necessary conditions of random numbers, like unbiasedness.

1.3 Statistical Randomness Test

Statistical tests are used to check whether the output sequences of a PRNG is statistically indistinguishable from the output of a truly random generator. They fulfill this task through calculating specific statistical quantities and comparing them with expected values. The expected values obtained from calculations are employed on the model of an ideal random number generator. Testing randomness is an empirical task for which there are various tests affirming any kind of imperfection in a sequence.
CHAPTER 2

Statistical Randomness Testing

Let $\Omega_n$ be the set of binary sequences of length $n$. Fixed $n$, an integer valued random variable defined on $\Omega_n$ that is $X$ maps $\Omega_n$ into some subset of integers.

$$X : \Omega_n \rightarrow \mathbb{T}$$

Let $X$ be a random variable on $\Omega_n$ and $\alpha \in (0, 1)$ is predetermined value, or one can call significance level. Respecting the random variable and its distribution function $F$ does not enable us to call a sequence $\sigma \in X$ "good" or "bad". But we can call a sequence $\sigma$ better than $\sigma'$ if $\text{Prob}(X = X(\sigma)) \geq \text{Prob}(X = X(\sigma'))$. Then we can talk about, for example, the 'worst 20 sequence' or 'worst 20-percentage sequences' etc. We define the '$\alpha, X – worst$' set to be the set of all sequences in $\Omega_n$ that we want to eliminate in test. We can call this set $W_\alpha$ and here is the way how we determine it:

Let probability density function of $X$ be $F_n(k) = \text{Prob}(X = k)$ such that

$$F_n : \mathbb{T} \rightarrow [0, 1].$$

For any $u \in [0, 1]$ define $A_u \subset \Omega_n$ such that

$$A_u = \{\sigma \in \Omega_n | \text{Prob}(x = x(\sigma)) \leq u\}.$$

Let us define

$$\text{Prob}(A_u) = \sum_{\sigma \in A_u} \text{Prob}(x = x(\sigma)).$$

Given $\alpha$, among all $u \in (0, 1)$ such that $\text{Prob}(A_u) \leq \alpha$ and call the largest one $u_\alpha$. Then, $W_\alpha = A_{u_\alpha}$.

We decide whether a given sequence is '$\alpha, X – bad$' or not using certain statistical properties of random variables. Vice versa, we can call sequence as '$1 – \alpha, X – good$'.

Here are some examples of distribution functions:
Figure 2.1: Example of Probability Distribution

Figure 2.2: Example of Probability Distribution
In [2.3] all elements of $W_\alpha$ is in the one side of the distribution. So we call the test that we intend to apply as one-sided test. Likewise, two-sided test refer to the test for the distribution like in [2.1]. In this study, we do not have any example of [2.2] but our method is still suitable for that kind of distribution.

2.1 Frequency (Weight) Test

Frequency Test is esteemed as the simplest test while we are testing randomness property. It measures the number of 1’s in a sequence. There are $\binom{n}{w}$ $n$-bit sequences that has $w$ weight, and the probability of that is:

$$Pr(W = w) = \binom{n}{w} \frac{2^n}{2^n}.$$ 

Thus, as it has obviously been observed the the probability distribution function is the binomial distribution.

2.1.1 Recursion

Initial values are:

$$P_1(0) = 1, P_1(1) = \frac{1}{2},$$

for $n \geq 2$ and $k = 0$

$$P_n(0) = \frac{1}{2} P_{n-1}(0).$$
When \( n \geq 2 \) and \( k \geq 1 \), we can write

\[
P_n(k) = \frac{\binom{n}{k}}{2^n} = \frac{n + 1 - r}{r} \binom{n}{r - 1}.
\]

So;

\[
P_n(k) = \frac{n + 1 - r}{r} P_{n-1}.
\] (2.1)

**Why Recursive Relations?**

As opposed complex explicit expressions, concentrating on deriving simple recursive relations much more effective. In this study, all obtained relations are linear, so that they have low complexities. It is feasible to get the exact probabilities for considerably long sequences such as \( 2^{14} \) bits by employing these relations.

For example, for the frequency test if we do not have the recursion above we have to find \( k \) from this equation:

\[
\sum_{i=0}^{k} \binom{n}{i} \frac{1}{2^{n+1}} = \alpha.
\]

For the sequences that have long length, for example 4096, it is impossible to find the value of \( k \).

Here are some test results:

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>worst ( \alpha - set )</th>
<th>actual ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(0, 1965) ∪ (2131, 4096)</td>
<td>0.009925289</td>
</tr>
<tr>
<td>0.02</td>
<td>(0, 1973) ∪ (2123, 4096)</td>
<td>0.01989435</td>
</tr>
<tr>
<td>0.04</td>
<td>(0, 1982) ∪ (2115, 4096)</td>
<td>0.03917112</td>
</tr>
</tbody>
</table>

Table 2.1: Weight Test for \( n=4096 \)

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>worst ( \alpha - set )</th>
<th>actual ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(0, 48) ∪ (79, 128)</td>
<td>0.008007673</td>
</tr>
<tr>
<td>0.02</td>
<td>(0, 50) ∪ (78, 4096)</td>
<td>0.016670734</td>
</tr>
<tr>
<td>0.04</td>
<td>(0, 51) ∪ (76, 4096)</td>
<td>0.034186728</td>
</tr>
</tbody>
</table>

Table 2.2: Weight Test for \( n=128 \)

**2.2 Runs Test**

A run is defined as an uninterrupted sequence of identical bits[2]. For instance, for a given sequence \( \sigma = 00101110010110 \), there are 9 runs: 00-1-0-111-00-1-0-11-0.

In this study, we take a family of test functions depending on the probabilities defined as below:
- probability that a random sequence of length \( n \) has \( r \) runs,
- probability that a random sequence of length \( n \) has exactly \( k \) runs of length \( a \).

where \( n, r, a \) are positive integers and \( k \) is a nonnegative integer.

A composition of an integer \( n \) is a way of writing \( n \) as the sum of a sequence of positive integers, concerning the ordering of summands. Given a binary string of length \( n \) with \( r \) runs, suppose that lengths of the runs are \( \ell_1, \ldots, \ell_r \). Obviously, sum of these lengths is equal to the length of the sequence; therefore, the ordered array \((\ell_1, \ldots, \ell_r)\) is a composition of \( n \). Hence, lengths of runs of a binary sequence of length \( n \) matches a unique composition of \( n \). Contrarily, it matches two sequences (one starting with a one; the other starting with a zero) for each composition of \( n \), so lengths of runs are equal to the corresponding parts of the composition. Any problem on compositions can be envisioned as a problem on the number of runs of a binary sequence because of this 2-1 correspondence. Now we approach compositions for required computations.

In this section, all theorems are taken from [15].

### 2.2.1 Generating Functions

The generating function for the infinite sequences \( \langle g_0, g_1, g_2, \ldots \rangle \) is the power series:

\[
G(x) = g_0 + g_1 x + g_2 x^2 + g_3 x^3 + \ldots
\]

A generating function is a formal power series, in which we usually take \( x \) as a placeholder instead of a number. A generating function is rarely regarded by letting \( x \) take a real number value. Hence, the issue of convergence is generally bypassed by the author. In this way, we can figure out “correspondence” between a sequence and its generating function with a doublesided “arrow” below:

\[
\langle g_0, g_1, g_3, \ldots \rangle \longleftrightarrow g_0 + g_1 x + g_2 x^2 + g_3 x^3 + \ldots
\]

For example, you can see some sequences and their generating functions below:

\[
\langle 0, 0, 0, 0, \ldots \rangle \longleftrightarrow 0 + 0x + 0x^2 + 0x^3 + \ldots = 0
\]

\[
\langle 0, 0, 1, 0, \ldots \rangle \longleftrightarrow 0 + 0x + 1x^2 + 0x^3 + \ldots = x^2
\]

\[
\langle 4, 7, 6, 0, \ldots \rangle \longleftrightarrow 4 + 7x + 6x^2 + 0x^3 + \ldots = 4 + 7x + 6x^2
\]

The pattern here is simple: the \( i \)th term in the sequence (indexing from 0) is the coefficient of \( x^i \) in the generating function.

The sum of an infinite geometric series is:

\[
1 + z + z^2 + z^3 + \ldots = \frac{1}{1 - z}.
\]
This equation does not hold when $|z| \geq 1$ but as described, it is not necessary to worry about convergence issues. This shows closedform generating functions for a whole range of sequences. For instance:

$$\langle 1, 1, 1, \ldots \rangle \leftrightarrow 1 + 1x + 1x^2 + 1x^3 + \ldots = \frac{1}{1-x}$$

$$\langle 1, -1, 1, -1, \ldots \rangle \leftrightarrow 1 - x + 1x^2 - x^3 + \ldots = \frac{1}{1+x}$$

$$\langle 1, a, a^2, a^3, \ldots \rangle \leftrightarrow 1 + ax + a^2x^2 + a^3x^3 + \ldots = \frac{1}{1-ax}$$

$$\langle 1, 0, 1, 0, \ldots \rangle \leftrightarrow 1 + x^2 + x^4 + \ldots = \frac{1}{1-x^2}.$$ 

### 2.2.2 Using Generating Function on Runs Test

Let $n, r$ be positive integers, recall that, we approve the formal sum $1 + z + z^2 + \ldots$ correspond to each summand $(x_i)$ in order to find the number of nonnegative integer solutions of the equation $x_1 + x_2 + \ldots + x_r = n$ and then find the coefficient of $z^n$ in $(1 + z + z^2 + \ldots)^r$. Any limitation on summands has a natural reflection to the corresponding factors. For example, the number of solutions of $x_1 + x_2 + \ldots + x_8 = 20$ based on the condition $3 \leq x_i \leq 10$ is given by the coefficient of $z^{20}$ in $(z^3 + z^4 + \ldots + z^{10})^8$. In a same way, coefficient of $z^{10}$ in $(1 + z^2 + z^4 + \ldots)^4(z + z^3 + z^5 + \ldots)^4$ is the number of solutions of the same equation if we depend upon exactly half of the summands be even.

If we remember compositions again, we observe that $c(n, r)$, the number of compositions with $r \geq 1$ parts of the positive integer $n$, is the number of positive integer solutions of the equation

$$x_1 + x_2 + \ldots + x_r = n \tag{2.2}$$

which is the coefficient of $z^n$ in $(z + z^2 + \ldots)^r = \left(\frac{1}{1-z}\right)^r$ or equivalently, $c(n, r)$ is the coefficient of $z^n x^r$ in

$$1 + \sum_{r=1}^{\infty} \left(\frac{z}{1-z}\right)^r x^r = \frac{1}{1-(\frac{1}{1-z})x}$$

which means that

$$C(z, x) = \frac{1 - z}{1 - z - zx}.$$ 

On the other hand, as

$$\frac{z^r}{(1-z)^r} = z^r \sum_{i=0}^{\infty} \binom{-r}{i} (-z)^i = z^r \sum_{i=0}^{\infty} \binom{r+i-1}{r-1} (-z)^i,$$

coefficient of $z^n$ in $(z + z^2 + \ldots)^r$ is

$$c(n, r) = \binom{n-1}{r-1}.$$
By definition, \( c(n) = \sum_{r=1}^{n} c(n, r) \). In other words, \( c(n) \) is the sum of coefficients of \( z^n \) in \( 1, \frac{z}{1-z}, \frac{z^2}{(1-z)^2}, \ldots \) or equivalently, \( c(n) \) is the coefficient of \( z^n \) in

\[
1 + \sum_{r=1}^{\infty} (\frac{z}{1-z})^r = \frac{1}{1 - \frac{z}{1-z}} = \frac{1-z}{1-2z}.
\]

It follows that

\[
C(z) = \frac{1-z}{1-2z}
\]

and consequently, \( c(n) = 2c(n-1) \) for \( n \geq 2 \) and by iteration we get

\[
c(n) = 2^{n-1}.
\]

### 2.2.3 Number of Total Runs Test

As stated in [15], the set of all compositions of \( n \) is equivalent to the set of all compositions of all integers less than \( n \), including 0, hence for any integer \( n \geq 1 \)

\[
c(n) = c(n-1) + \ldots + c(1) + c(0) = \sum_{i=1}^{n} c(n-i). \tag{2.3}
\]

Theorem 2.1 ([15]). The sequence \( \{c(n)\}_{n=0}^{\infty} \) is determined with the initial conditions \( c(0) = c(1) = 1 \) and the recurrence relation \( c(n) = 2c(n-1) \) for all integers \( n \geq 2 \).

**Proof.** By convention it’s obvious that \( c(0) = 1 \) and \( c(1) = 1 \). We can write the recursion [2.3] as

\[
c(n-1) = \sum_{i=1}^{n-1} c(n-1-i) = \sum_{i=2}^{n} c(n-i) = \left( \sum_{i=1}^{n} c(n-i) \right) - c(n-1)
\]

for \( n \geq 2 \). One can compare it with expression [2.3] and conclude that \( c(n) = 2c(n-1) \) for \( n \geq 2 \). \( \square \)

### 2.2.4 Runs of Length \( r \) Test

Theorem 2.2 ([15]). If \( a \) is a fixed positive integer then

\[
\mathcal{C}_a(z, y, x) = \frac{1-z}{1-z(x+1)+z^ax(1-z)(1-y)}.
\]

**Proof.** \( \mathcal{C}_a(n, k, r) \) is the number of positive solutions of the equation \( x_1 + x_2 + \ldots + x_r = n \) such that \( x_{i_1} = \ldots = x_{i_k} = a \) for some \( \{i_1, \ldots, i_k\} \subset \{1, \ldots, r\} \) and \( x_i \neq a \) for \( i \notin \{i_1, \ldots, i_k\} \). The subset \( \{i_1, \ldots, i_k\} \) can be chosen in \( \binom{r}{k} \) distinct ways and once this
set is determined, the number of solutions of the equation is given by the coefficient of $z^n$ in
$$(z^a)^k((z + z^2 + \ldots) - z^a)^{r-k} = (z^a)^k \left(\frac{z}{1-z} - z^a\right)^{r-k}.$$ 

It follows that $c_a(n, k, r)$ is the coefficient of $z^n y^k x^r$ in

$$\mathcal{C}_a(z, y, x) = 1 + \sum_{k=0}^{\infty} \sum_{r=1}^{\infty} \binom{r}{k} z^k U^{r-k} y^k x^r$$

where $U = \frac{z}{1-z} - z^a$. The double sum on the right hand side can be separated for the cases $k = 0$ and $k = 1, 2, \ldots$ to obtain

$$\mathcal{C}_a(z, y, x) = \frac{1}{1-UX} + \sum_{k=1}^{\infty} \frac{z^k y^k x^k}{1-UX} \sum_{r=1}^{\infty} \binom{r}{k} (Ux)^{r-k}$$

and finally by substituting $U = \frac{z}{1-z} + z^a$, we obtain the desired expression.  

**Theorem 2.3 ([15]).** If $a$ is a fixed positive integer then

$$\mathcal{C}_a(z, y) = \frac{1-z}{1-2z + z^a(1-z)(1-y)}.$$

**Proof.** From the proof of Theorem 2.2, we see that $c_a(n, k)$ is the coefficient of $z^n$ in $\sum_{r=1}^{\infty} \binom{r}{k} (z^a)^k y^{r-k}$. It follows that $c_a(n, k)$ is the coefficient of $z^n y^k$ in

$$1 + \sum_{k=0}^{\infty} \sum_{r=1}^{\infty} \binom{r}{k} z^k U^{r-k} y^k.$$ 

From [2.4] we observe that this expression is in fact $\mathcal{C}_a(z, y, 1)$, thus $\mathcal{C}_a(z, y) = \mathcal{C}_a(z, y, 1)$. 

A recursion for $c_a(n, k)$ can be attained through the way analogous to the one used in attaining [2.3]. First consider the case $k = 0$, we find such compositions of all integers less than $n$, except $n - a$ by deleting the first part of each composition of $n$ which has no part equal to $a$. Thus, the recursion for $c_a(n, 0)$ diverges from the recursion for $c(a)$ only by the summand $c(n-a, 0)$, that is

$$c_a(n, 0) = \sum_{i=1}^{n} c_a(n-i, 0) - c_a(n-a, 0).$$

(2.5)
Delete the first part of a composition of \( n \) which has \( k > 1 \) parts equal to \( a \). If the deleted part is equal to \( a \), then the rest constitute a composition of \( n-a \) with \( k-1 \) parts equal to \( a \). If the deleted term is equal to \( i (i \neq a) \), then the rest form a composition of \( n-i \) with \( k \) parts equal to \( a \). So we can say

\[
c_a(n, k) = \sum_{i=1}^{n} c_a(n - i, k) - c_a(n - a, k) + c_a(n - a, k - 1). \tag{2.6}
\]

**Theorem 2.4** ([15]). Let \( a \) be a positive integer. The sequence \( \{c_a(n, k)\}_{n=0}^{\infty} \) is determined with the initial conditions for \( k = 0 \)

\[
c_a(n, 0) = \begin{cases} 
1 & \text{if } n = 0 \\
2^n & \text{if } a > 1 \text{ and } 1 \leq n \leq a - 1 \\
2^{a-1} - 1 & \text{if } n = a 
\end{cases}
\]

and for \( k \geq 1 \)

\[
c_a(n, k) = \begin{cases} 
0 & \text{if } n \leq ka - 1 \\
1 & \text{if } n = ka 
\end{cases}
\]

and the recurrence relations

\[
c_a(n, 0) = 2c_a(n - 1, 0) - c_a(n - a, 0) + c_a(n - 1 - a, 0) \tag{2.7}
\]

for \( n \geq a + 1 \) and

\[
c_a(n, k) = 2c_a(n - 1, k) - c_a(n - a, k) + c_a(n - a - 1, k) + c_a(n - a, k - 1) - c_a(n - a - 1, k - 1) \tag{2.8}
\]

for \( k \geq 1 \) and \( n \geq ka + 1 \).

**Proof.** When \( k = 0 \), we have \( c_a(0, 0) = 0 \) by convention. If \( n < a \), then no composition of \( n \) contains \( a \) as a part, so \( c_a(n, 0) = 2^{n-1} \) for \( n \leq a \). Only one composition of \( a \) contains \( a \), thus \( c_a(a, 0) = 2^{a-1} - 1 \).

When \( k \geq 1 \), then \( c(0, k) = 0 \) by convention. If \( n < ka \), then no composition of \( n \) can contain \( k \) parts equal to \( a \), so \( c_a(n, k) = 0 \) for \( n < ka \). Only one composition of \( n = ka \) consists of \( k \) parts, each equal to \( a \), thus \( c_a(a, k) = 1 \).

For \( n \geq a + 1 \), recursion [2.5] can be written as

\[
c_a(n - 1, 0) = \sum_{i=1}^{n-1} c_a(n - 1 - i, 0) - c_a(n - 1 - a, 0)
\]

\[
= \sum_{i=2}^{n} c_a(n - i, 0) - c_a(n - 1 - a, 0)
\]

\[
= \sum_{i=1}^{n} c_a(n - i, 0) - c_a(n - 1, 0) - c_a(n - 1 - a, 0).
\]
Comparing this expression to \(2.5\), we find \(2.7\).

In a similar way, for \(n \geq ka + 1\) we write the recursion \(2.6\):

\[
c_a(n - 1, k) = \sum_{i=1}^{n-1} c_a(n - 1 - i, k) - c_a(n - 1 - a, k) + c_a(n - 1 - a, k - 1)
\]

Comparing this expression to \(2.6\), we find \(2.8\).

\[\square\]

### 2.2.5 Probability Distribution Function of Runs Test

In this section we compute the basic probabilities based on our tests. Let \(\Omega_n\) be the set of binary sequences of length \(n\) and define the following nonnegative integer valued random variables on \(\Omega_n\):

\[
X(\sigma) = \text{number of runs of } \sigma,
\]

\[
X_a(\sigma) = \text{number of runs of length } a \text{ of } \sigma
\]

we denote the probability mass functions of these random variables as

\[
p(n, r) = \text{probability}(X = r),
\]

\[
p_a(n, k) = \text{probability}(X_a = r).
\]

we have stated that it matches unique composition of \(n\) for each binary sequence of length \(n\) and it matches exactly 2 binary sequences of length 2 for each composition of \(n\). Then, the number of binary sequences of length \(n\) which have \(r\) runs is twice the number of compositions of \(n\) with \(r\) parts, as an instance. Because the number of all binary sequences of length \(n\) is \(2^n\), we exactly get

\[
p(n, r) = \frac{1}{2^n} (2c(n, r)) = 2^{1-n}c(n, r)
\]

and

\[
p_a(n, k) = 2^{1-n}c_a(n, k).
\]

**Theorem 2.5 ([15]).** Let \(a\) be a positive integer. The sequence \(\{p(n, r)\}_{n=0}^{\infty}\) is determined with the initial conditions

\[
p(n, r) = \begin{cases} 
1 & \text{if } r = n \\
0 & \text{if } r = 0 \text{ and } n > 0 \\
0 & \text{if } r > 0 \text{ and } r > n
\end{cases}
\]
the recursion

\[ p(n, r) = \frac{1}{2} (p(n - 1, r) + p(n - 1, r - 1)) \]

and for \( n > r > 0 \).

**Proof.** We already know that \( c(n, r) = \binom{n-1}{r-1} \). Pascal’s identity \( \binom{n-1}{r-1} = \binom{n-2}{r-1} + \binom{n-2}{r-2} \) leads the desired expression. \( \square \)

**Theorem 2.6 (\[15\]).** Let \( a \) be a positive integer. The sequence \( \{p_a(n, k)\}_{n=0}^{\infty} \) is determined with the initial conditions:

for \( k = 0 \)

\[ p_a(n, 0) = \begin{cases} 1 & \text{if } n \leq a - 1 \\ 1 - 2^{1-a} & \text{if } n \in \{a, a + 1\} \end{cases} \]

for \( k \geq 1 \)

\[ p_a(n, k) = \begin{cases} 0 & \text{if } n \leq ka - 1 \\ 2^{1-a} & \text{if } n \in \{ka, ka + 1\} \end{cases} \]

apart from \( p_1(2, 0) = 1/2 \) and \( p_1(2, 1) = 0 \).

The recurrence relations

- for \( n \geq a + 2 \)
  \[ p_a(n, 0) = p_a(n - 1, 0) - 2^{-a} p_a(n - a, 0) + 2^{-a-1} p_a(n - 1 - a, 0) \]

- for \( r \geq 1 \) and \( n \geq ra + 2 \)
  \[ p_a(n, k) = p_a(n - 1, k) - 2^{-a} p_a(n - a, k) + 2^{-a-1} p_a(n - a - 1, k) + 2^{-a} p_a(n - a, r - 1) - 2^{-a-1} p_a(n - a - 1, r - 1). \]

**Proof.** By convention, \( p_a(0, 0) = 1 \). Initial conditions can be controlled by direct computing. For the other cases, just substitute \( p_a(n, k) = 2^{1-n} c_a(n, k) \) in \[2.4\]. \( \square \)

One can see some test results below:

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>worst ( \alpha - set )</th>
<th>actual ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(0, 1966) U (2132, 4096)</td>
<td>0.009925289</td>
</tr>
<tr>
<td>0.02</td>
<td>(0, 1974) U (2124, 4096)</td>
<td>0.019894351</td>
</tr>
<tr>
<td>0.04</td>
<td>(0, 1982) U (2115, 4096)</td>
<td>0.039123224</td>
</tr>
</tbody>
</table>

Table 2.3: Number of Runs Test for \( n=4096 \)
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<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>worst $\alpha -$ set</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(0, 49) $\cup$ (80, 128)</td>
<td>0.007519595</td>
</tr>
<tr>
<td>0.02</td>
<td>(0, 51) $\cup$ (79, 128)</td>
<td>0.016670734</td>
</tr>
<tr>
<td>0.04</td>
<td>(0, 52) $\cup$ (77, 128)</td>
<td>0.032789562</td>
</tr>
</tbody>
</table>

Table 2.4: Number of Runs Test for n=128

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>worst $\alpha -$ set</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(0.932) $\cup$ (1118, 4096)</td>
<td>0.009714587</td>
</tr>
<tr>
<td>0.02</td>
<td>(0.941) $\cup$ (1109, 4096)</td>
<td>0.019586516</td>
</tr>
<tr>
<td>0.04</td>
<td>(0.951) $\cup$ (1099, 4096)</td>
<td>0.039928555</td>
</tr>
</tbody>
</table>

Table 2.5: Number of Runs of length 1 Test for n=4096

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>worst $\alpha -$ set</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(0, 16) $\cup$ (50, 128)</td>
<td>0.008763745</td>
</tr>
<tr>
<td>0.02</td>
<td>(0, 18) $\cup$ (49, 128)</td>
<td>0.017565686</td>
</tr>
<tr>
<td>0.04</td>
<td>(0, 19) $\cup$ (46, 128)</td>
<td>0.039504471</td>
</tr>
</tbody>
</table>

Table 2.6: Number of Runs of length 1 Test for n=128

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>worst $\alpha -$ set</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(0.457) $\cup$ (568, 4096)</td>
<td>0.009335232</td>
</tr>
<tr>
<td>0.02</td>
<td>(0.462) $\cup$ (562, 4096)</td>
<td>0.019336163</td>
</tr>
<tr>
<td>0.04</td>
<td>(0.468) $\cup$ (556, 4096)</td>
<td>0.039830136</td>
</tr>
</tbody>
</table>

Table 2.7: Number of Runs of length 2 Test for n=4096

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>worst $\alpha -$ set</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(0, 6) $\cup$ (27, 64)</td>
<td>0.006718844</td>
</tr>
<tr>
<td>0.02</td>
<td>(0, 7) $\cup$ (26, 64)</td>
<td>0.01501039</td>
</tr>
<tr>
<td>0.04</td>
<td>(0, 8) $\cup$ (25, 64)</td>
<td>0.031320682</td>
</tr>
</tbody>
</table>

Table 2.8: Number of Runs of length 2 Test for n=128

### 2.3 Random Walk Excursion Test

Let $\sigma$ be a binary string of length $n$ denoted by $s_1s_2...s_n$. We call a string balanced, if it has an equal number of 1’s and 0’s. Say $s_k$ is a balanced point if substring of $\sigma$ $s_1s_2...s_k$ is balanced.

A string $\sigma$ is said to intersect the line $y = t$ as $s_i$ if $2(s_1 + s_2 + ... + s_i) - i = t$ for $i = 1, ..., n$. We can see that obviously $s_i$ is a balanced point if and only if $\sigma$ intersects the line $y = 0$ at $s_i$.

Say $X_t(n, k)$ be the set of strings of length $n$ intersecting the line $y = t$ exactly at $k$ distinct terms and let $x_t(n, k) = |X_t(n, k)|$. We can say that from the definition $x_0(n, k) = x(n, k)$ and it is obvious that $x_t(n, k) = x_{-t}(n, k)$ for any $t = 1, ..., n$.

$B(n, k)$ stands for the set of balanced strings containing exactly $k$ balance points and
$b(n, k)$ is the number of such strings. $B_t(n)$ denotes the set of strings of length $n$ which touch the line $y = t$ for the first time at the last term and $b_t(n) = |B_t(n)|$. You can see that $B_0(n) = B(n, 1)$. Also, no string in $B_t(n)$ is balanced if $t \neq 0$.

$X(n, k)$ stands for the set of strings containing exactly $k$ balance points and $x(n, k)$ is the number of such strings. As previously, for $t = 0$, we can write $X_t(n) = X_t(n, 0)$ and $x_t(n) = |X_t(n, 0)|$.

While $X_t(n)$ is the set of strings of length $n$ which do not intersect the line $y = t$, complement of this set which we can call $X_t(n)$ is the set of strings which intersects the line $y = t$ at least in one point. So, $|X_t(n)| = |X_t(n)|$. The probability of a string of length $n$ to have $k$ intersections with the line $y = t (ory = -t)$ is denoted by $p_t(n, k)$.

Lastly, $[a(n, k)]$ denotes the table(or matrix) whose rows are indexed by $i = 1, \ldots, n$ and columns are indexed by $j = 1, \ldots, k$ where $n$ and $k$ are positive inetegers. Likewise, $a(i, j)$ denotes two dimensional array for $i = 1, \ldots, n$ and $j = 1, \ldots, k$.

In this section, all theorems are taken by [3].

2.3.1 Catalan Numbers

One of the basic tools used here is the sequence $\{C\}_{n=0}^{\infty}$ of Catalan numbers where

$$C_n = \frac{1}{n+1} \binom{2n}{n}$$

for any nonnegative integer $n$. First a few terms of this sequence are $1, 1, 2, 5, 14, \ldots$.

It is sincere to see that Catalan numbers satisfy the following recursion for $n > 1$

$$C_n = \frac{4(n-1)}{n+1}C_{n-1}. \tag{2.9}$$

Another important property of Catalan numbers is that, convolution of the sequence $C_{n=0}^{\infty}$ is itself, that is, for any nonnegative integer $n$,

$$C_n = \sum_{i=0}^{n-1} C_i C_{n-i}. \tag{2.10}$$

Generating function of this sequence is

$$C(z) = \sum_{i=0}^{\infty} C_i z^i = 1 + z + 2z^2 + 5z^3 + 14z^4 + \ldots.$$

Using this property it is easy to verify that

$$zC^2(z) = C(z) - 1. \tag{2.10}$$

By differentiating both sides of (2.10) one obtains

$$\frac{d}{dz} C(z) = \frac{C^2(z)}{1 - 2zC}$$
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and by differentiating the product \(z C(z) = \sum_{i=0}^{\infty} \frac{1}{i+1} \binom{2i}{i} z^{i+1}\) we obtain the generating function of the sequence \(\left\{ \binom{2n}{n} \right\}_n\):

\[
C(z) + z \frac{d}{dz} (C(z)) = \sum_{i=0}^{\infty} \binom{2i}{i} z^i.
\]  

(2.11)

Following lemma presents a result which will be the basis of many computations throughout the work.

**Lemma 2.7** ([3]). Let \(n, t, q\) be positive integers with \(t \leq q \leq n\). The number of strings of length \(n\) which contain \(q\) zeros and which intersect the line \(y = t\) at least once is given by

\[
\begin{cases}
\binom{n}{q-t} & \text{if } t \leq q \leq \frac{n+t}{2} \\
\binom{n}{q} & \text{if } \frac{n+t}{2} \leq q \leq n
\end{cases}
\]  

(2.12)

**Proof.** Given a string \(\sigma\) of length \(n\) which intersects the line \(y = t\), depending on \(q\) we consider two cases:

- In \(\frac{n+t}{2} \leq q \leq n\) case \(\sigma\) necessarily intersects the line \(y = t\) and number of such strings is
  \[
  \binom{n}{q}.
  \]

- Let us look at \(t \leq q \leq \frac{n+t}{2}\) case. Let \(A\) be the set of strings of length \(n\) which have \(q\) zeros and which intersect the line \(y = t\), and let \(B\) be the set of strings of length \(n\) which have \(q-t\) zeros. We will present that these two sets are equivalent which is why the number of strings in \(A\) is
  \[
  \binom{n}{q-t}.
  \]

Given \(\sigma \in A\). Let \(i_0\) be the smallest integer such that \(\sigma\) intersects the line \(y = t\) at \(s_{i_0}\). The string \(\overline{\sigma} = \overline{s_1} \ldots \overline{s_{i_0}} \overline{s_{i_0+1}} \ldots \overline{s_n}\) where \(\overline{s_i} = 1 - s_i\), \(i = 1, \ldots, i_0\) has \(q - t\) zeros, hence \(\sigma \in B\). Hence, it matches a unique string \(\overline{\sigma} \in B\) for each \(\sigma \in A\). Contrarily, any string \(\tau\) in \(B\) has \(q - t\) zeros, hence \(n - q + t\) ones. However, the condition \(q \leq (n+t)/2\) shows that \(n - q + t \geq (n+t)/2\), meaning the string \(\tau\) intersects the line \(y = -t\). Now in the string \(\tau\), starting with the first term replace each one with a zero and each zero with a one up to the term at which the string intersects the line \(y = -t\) for the first time. The resulting string intersects the line \(y = t\) and has \(q\) zeros, hence is in \(A\). Then the correspondence given above is one to one and the sets \(A\) and \(B\) are equivalent.

\[\square\]

**Lemma 2.8** ([3]). Let \(n, t\) be positive integers with \(t \leq n\). The number of strings of length \(n\) which intersect the line \(y = t\) at least once is given by

\[
\varpi_t(n) = \begin{cases}
2 \sum_{i=0}^{\frac{n+t}{2}} \binom{n}{i} - \binom{n}{\frac{n+t}{2}} & \text{if } n + t \text{ is even} \\
2 \sum_{i=0}^{\frac{n+t-1}{2}} \binom{n}{i} & \text{if } n + t \text{ is odd}
\end{cases}
\]  

(2.13)
Proof. Depending on the parity of $n + t$, we examine two cases separately:

- $n + t$ is even

\[
\varphi_t(n) = \sum_{i=t}^{\frac{n+t-1}{2}} \binom{n}{i} + \sum_{i=\frac{n+t}{2}}^{n} \binom{n}{i}
\]

\[
= \sum_{i=0}^{\frac{n-t-1}{2}} \binom{n}{i} + \sum_{i=0}^{\frac{n-1}{2}} \binom{n}{i}
\]

\[
= 2 \sum_{i=0}^{\frac{n-1}{2}} \binom{n}{i} - \binom{n}{\frac{n-t}{2}}
\]

- $n + t$ is odd

\[
\varphi_t(n) = \sum_{i=t}^{\frac{n+t-1}{2}} \binom{n}{i} + \sum_{i=\frac{n+t+1}{2}}^{n} \binom{n}{i}
\]

\[
= \sum_{i=0}^{\frac{n-t-1}{2}} \binom{n}{i} + \sum_{i=0}^{\frac{n-1}{2}} \binom{n}{i}
\]

\[
= 2 \sum_{i=0}^{\frac{n-1}{2}} \binom{n}{i}
\]

\[\square\]

2.3.2 Recursive Relations Satisfied by $b(n, k)$

We first define $B(n, 1)$ as the number of balanced sequences having no balance points other than the last term. It is clear that a balanced sequence must be of even length, so $B(n, 1) = 0$ for any odd integer $n$. We have the following proposition for sequences of even length, as below:

**Proposition 2.9 (3).** For any positive integer $m$,

\[b(2m, 1) = 2C_{2m-1}\]

where $C_{m-1}$ is a Catalan number.

**Proof.** Any $\sigma = s_1 \cdots s_{2m} \in B(2m, 1)$ is balanced and has only one balance point (necessarily the last term) and none of the terms $s_1, \cdots, s_{2m-1}$ is a balance point. For $m = 1$ the claim is clear: $b(2, 1) = 2 = 2C_0$. Now assume that $m > 1$ and $s_1 = 1$ (hence, $s_{2m} = 0$). It is easy to observe that the string $s_2, \cdots, s_{2m-1}$ is balanced
and it cannot intersect the line \( y = 1 \). Therefore, there corresponds a unique string \( \sigma \in B(2m, 1) \) with \( s_1 = 1 \) for each such string. The number of strings in \( B(2m, 1) \) is equal to the number of strings of length \( 2m - 2 \) having \( q = m - 1 \) zeros and not intersecting the line \( y = 1 \) because the converse relation also holds. After that, from 2.12 we obtain \( B(2m, 1) = \binom{2m-2}{m-1} - \binom{2m-2}{m-2} \) which simplifies into the \( C_{m-1} \). By including the strings with initial term 0, the assertion follows.

In conclusion, for any nonnegative integer we have

\[
b(n, 1) = \begin{cases} 
0 & \text{if } n = 0 \text{ or } n \text{ is odd} \\
2C_{\frac{n}{2}-1} & \text{if } n > 0 \text{ is even}
\end{cases}
\] (2.14)

**Proposition 2.10** ([3]). For any positive integers \( m \) and \( k > 1 \), the sequence \( \{b(2m, k)\}_{n=0}^{\infty} \) is convolution of the sequences \( \{b(n, 1)\}_{n=0}^{\infty} \) and \( \{b(2m, k - 1)\}_{n=0}^{\infty} \), that is

\[
b(2m, k) = \sum_{i=0}^{m-1} b(2i, 1)b(2m - 2i, k - 1).
\]

**Proof.** Let \( k > 1 \) and consider a string \( \sigma \in B(n, k) \). Assume that the first balance point is \( s_{2i} \). Then, \( \sigma \) can be divided into two substrings \( \sigma_1 = s_1 \cdots s_{2i} \) and \( \sigma_2 = s_{2i+1} \cdots s_{2m} \) such that \( \sigma_1 \in B(2i, 1) \) and \( \sigma_2 \in B(2m - 2i, k - 1) \).

Expression [2.14] provides us compute the first row of \( [b(n, k)] \) by \( n/2 \) multiplications. Then, using above proposition, for each \( k > 1 \), computation of terms on \( k \text{th} \) column requires \( \frac{(n-2b)(n-2b+2)}{8} \) multiplications and one less additions. As a result, the total number of multiplications and additions for computing the entire table \( [b(n, k)] \) are \( \frac{n^3 - n}{6} \) and \( \frac{n^3 - 4n^2}{6} \), respectively.

Now we point out generating function of the sequence \( \{b(n, k)\}_{n=0}^{\infty} \). First we find the generating function \( B(z) \) of \( \{b(n, 1)\}_{n=0}^{\infty} \):

\[
B(z) = \sum_{i=0}^{\infty} b(i, 1)z^i
= \sum_{i=1}^{\infty} b(i, 1)z^{2i}
= 2 \sum_{i=1}^{\infty} C_{i-1}z^{2i}
= 2z^2 \sum_{i=0}^{\infty} C_i z^{2i}
= 2z^2 C(z^2).
\]

18
Proposition 2.11 ([3]). Let $k$ be a positive integer. Then generating function of the sequence $\{b(n,k)\}_{n=0}^{\infty}$ is

$$B^k(z) = 2^k z^{2k} C^k(z^2).$$

Proof. Proposition 2.10 shows that the generating function of $\{b(n,k)\}_{n=0}^{\infty}$ is the product of $B(z)$ and the generating function of $\{b(n,k-1)\}_{n=0}^{\infty}$. Then, proof follows inductively: generating function of $\{b(n,k)\}_{n=0}^{\infty}$ for $k = 2$ is $B(z)B(z) = B^2(z)$. For $k = 3$ we have $B(z)B^2(z) = B^3(z)$ and so on. \qed

Theorem 2.12 ([3]). For any positive integers $n$ and $k$, the quantities $b(n,k)$ satisfy the following recursions with regard to the given initial conditions.

Proof.

- for $k = 1$

$$b(n,1) = \begin{cases} 0 & \text{if } n = 1 \\ 2 & \text{if } n = 2 \\ \frac{4(n-3)}{n} b(n-2,1) & \text{if } n \geq 3 \end{cases},$$

- for $k = 2$

$$b(n,2) = \begin{cases} 0 & \text{if } n \leq 2 \\ 2b(n,1) & \text{if } n \geq 3 \end{cases},$$

- for $k \geq 3$

$$b(n,k) = \begin{cases} 0 & \text{if } n < 2k \\ 2b(n,k-1) - 4b(n-2,k-2) & \text{if } n \geq 2k \end{cases}.$$

- Initial terms are obvious and the recursion follows from 2.9 and 2.12

- Initial terms are obvious. Generating function of $\{b(n,2)\}_n$ satisfies.

$$B^2(z) = 4x^4 C^2 z^2$$

$$= 4z^2 [z^2 C^2(z^2)]$$

$$= 4z^2 [C(z^2) - 1]$$

$$= 4z^2 C(z^2) - 4z^2$$

$$= 2B(z) - 4z^2$$

which means that $b(2,2) = 2b(2,1) - 4 = 0$ and for $n > 2$, $b(n,2) = 2b(n,1)$. 19
Initial terms are obvious. For any integer $k > 2$ we have

\[
B^k(z) = 2^k z^{2k} C^k(z^2)
= 2^k z^{2k-2} C^{k-1}(2z^2)
= 2^k z^{2k-2} C^{k-1}(z^2 - 1)
= 2[2^{k-1} z^{2k-2} C^{k-1}(z^2)] - 4z^2[2^{k-2} z^{2k-4} C^{k-1}(z^2)]
= 2B^{k-1}(z) - 4z^2B^{k-1}(z)
\]

which implies that $b(n, k) = 2b(n, k - 1) - 4b(n - 2, k - 2)$ for any integer $n > 2$.

Theorem 2.12 is important that it diminishes the complexity of computation of $[b(n, k)]$ as follows. We can compute the first row by $n/2$ multiplications by first part of the theorem. Starting from the third row, each term can be computed by 2 multiplications and 1 additions, then we need a total of $\frac{n^2 + 2n}{4}$ multiplications and $\frac{n^2 - 2n}{8}$ additions for the entire table.

### 2.3.3 Recursive Relations Satisfied by $x(n, k)$

Given a positive integer $n$, by substituting $t = 1$ in (2.13) we see that

\[
\bar{x}_1(n) = \begin{cases} 
2^n - \left( \frac{n}{2} \right) & \text{if } n \text{ is odd} \\
2^n - \left( \frac{n}{2} \right) & \text{if } n \text{ is even}
\end{cases}
\]

which can be written simply as $\bar{x}_1(n) = 2^n - \left( \left\lfloor \frac{n}{2} \right\rfloor \right)$. On the other hand, by definition, $x_1(n) = 2^n - \bar{x}_t(n)$ which gives the number of strings which do not intersect the line $y = 1$ as

\[
x_1(n, 0) = x_1(n) = \left( \frac{n}{\left\lfloor \frac{n}{2} \right\rfloor} \right).
\tag{2.15}
\]

Now, let $\sigma \in X_0(n)$ and assume that $s_1 = 1$, then $s_2 \cdots s_n \in X_1(n - 1, 0)$. It follows that the number of strings in $X_0(n)$ with the first term 0 is $X_1(n - 1, 0) = \left( \frac{n - 1}{\left\lfloor \frac{n}{2} \right\rfloor} \right)$. Because the same holds for the strings with the first term 0, we get the number of strings which do not intersect the line $y = 0$ as

\[
x_0(n, 0) = x_0(n) = \left( \frac{n - 1}{\left\lfloor \frac{n - 1}{2} \right\rfloor} \right).
\tag{2.16}
\]
Let $X_k(z)$ be the generating function of the sequence $\{x(n,k)\}_{n=0}^{\infty}$ and for the special case $k = 0$ write $X(z) = X_0(z)$. We have $X(z) = \sum_{i=0}^{\infty} x(i,0)z^i$, where we let $x(0,0) = 1$. We can write this function as $X(z) = \sum_{i=0}^{\infty} x(2i,0)z^{2n} + x(2i+1,0)z^{2n+1}$.

From 2.13 we obtain $x(2i,0) = 2(2i-1) = 2^i$ and $x(2i+1,0) = 2^{2i}$, thus

$$X(z) = \sum_{i=0}^{\infty} x(2i,0)z^{2n} + \sum_{i=0}^{\infty} x(2i+1,0)z^{2n+1}.$$ 

Proposition 2.13 (3). For any positive integer $n$

$$x(n,0) = \left(\frac{n-1}{n-1}\right),$$

and for any integer $k > 1$,

$$x(n,k) = \sum_{i=1}^{[n/2]} b(2i, k-1)x(n-2i,0).$$

Proof. Let $k > 1$ and consider a string $\sigma \in X(n,k)$. Assume that the last balance point is $s_{2i}$. Then, $\sigma$ can be separated into two substrings $\sigma_1 = s_1 \cdots s_{2i}$ and $\sigma_2 = s_{2i+1} \cdots s_n$ such that $\sigma_1 \in B(2i, k)$ and $\sigma_2 \in B(n-2i, k-1)$.

Proposition 2.14 (3). For any positive integer $k$, generating function of the sequence $\{x(n,k)\}_{n=0}^{\infty}$ is

$$X_k(z) = X(z)B^k(z).$$

Proof. Previous proposition implies that $X_k(z) = X_{k-1}(z)B(z)$. Then for $X_1(z) = X(z)B(z)$ and assertion follows inductively.

With the notation of above proposition, if we substitute $k = 0$, we see that $X_0(z) = X(z)B^0(z) = X(z)$.

Theorem 2.15 (3). For any nonnegative integers $n$ and $k$, the quantities $x(n,k)$ satisfy the following recursions subject to the given initial conditions.

- for $k = 0$

$$x(n,0) = \begin{cases} 1 & \text{if } n = 0 \\ 2 & \text{if } n = 1 \\ 2 \left(1 - \frac{1}{n}\right) x(n-1,0) & \text{if } n \geq 2 \text{ is even} \\ 2x(n-1,0) & \text{if } n \geq 3 \text{ is odd} \end{cases}.$$
• for \( k = 1 \)
\[
x(n, 1) = \begin{cases} 
0 & \text{if } n \leq 1 \\
x(n, 0) & \text{if } n \geq 2 
\end{cases}
\]

• for \( k \geq 2 \)
\[
x(n, k) = \begin{cases} 
0 & \text{if } n < 2k \\
2x(n, k - 1) - 4x(n - 2, k - 2) & \text{if } n \geq 2k 
\end{cases}
\]

**Proof.** In all parts, initial conditions follow directly from the definitions.

• If \( n \) is odd, say \( n = 2m + 1 \) we have
\[
x(2m + 1, 0) = 2 \left( \frac{2m}{m} \right) = 4 \left( \frac{2m - 1}{m - 1} \right) = 2x(2m, 0),
\]
and if \( n \) is even, say \( n = 2m \), then
\[
x(2m, 0) = 2 \left( \frac{2m - 1}{m - 1} \right) = 2 \left( \frac{2m - 1}{m} \right) \left( \frac{2m - 2}{m - 1} \right) = 2 \left( 1 - \frac{1}{2m} \right) x(2m - 1, 0).
\]

• Since \( x(0, 0) = 1, x(1, 0) = 2, x(0, 1) = x(1, 1) = 0 \), it is sufficient to show that \( X_1(z) = X(z) - 1 - 2z \).
\[
X_1(z) = X(z)B(z) \\
= (1 + 2z)(2z^2C^2(z^2) + 2z^4C(z^2)C'(z^2))
\]
From 2.11 we write \( 2zC^2(z^2) + 4z^3C(z^2)C'(z^2) = 2zC'(z^2) \) which yields \( 2z^4C(z^2)C'(z^2) = z^2C'(z^2) - z^2C^2(z^2) \). Substituting this expression in the above equation we get
\[
X_1(z) = (1 + 2z)(z^2C'(z^2) + z^2C^2(z^2)) \\
= (1 + 2z)(z^2C'(z^2) + C(z^2) - 1) \\
= X(z) - 1 - 2z.
\]

• For any integer \( k \geq 2 \) we have
\[
X_k(z) = X(z)B^k(z) \\
= X(z)2B^{k-1}(z) - 4z^2B^{k-2}(z) \\
= 2X_{k-1}(z) - 4z^2X_{k-2}(z)
\]
which implies that \( x(n, k) = 2x(n, k - 1) - 4x(n - 2, k - 2) \).
2.3.4 Recursive Relations Satisfied by $x_t(n, k)$

We have defined $X_t(n, k)$ as the set of strings intersecting the line $y = t$ at exactly $k$ terms. For $t = 0$ we have already attained recursive relations by which $[x_0(n, k)]$ can be computed effectively. Thus, we focus on the case $t \neq 0$ and now we can assume that $t$ is positive without loss of generality because $x_{-t}(n, k) = x_t(n, k)$.

**Proposition 2.16 ([3]).** Given integers $n, k \geq 0$ and $t > 0$. If $n < t + 2k - 2$, then $x_t(n, k) = 0$. If $n \geq t + 2k - 2$, then

$$x_1(n, k) = \frac{1}{2} x(n + 1, k),$$
$$x_2(n, k) = \begin{cases} x_1(n + 1, 0) \quad \text{if } k = 0, \\ x_1(n + 1, k) - x(n, k - 1) \quad \text{if } k \geq 1. \end{cases}$$
$$x_t(n, k) = x_{t-1}(n + 1, k) - x_{t-2}(n, k) \quad (t \geq 3)$$

**Proof.** Assume that $\sigma = s_1 \cdots s_n \in X(n, k)$. There are two possibilities, either $s_1 = 0$ and $s_2 \cdots s_n \in X_{-1}(n-1, k)$ or $s_1 = 1$ and $s_2 \cdots s_n \in X_1(n-1, k)$ which implies that $x(n, k) = 2x_1(n-1, k)$. Let $\sigma = s_1 \cdots s_{n+1} \in X_0(n + 2, 0)$. If $s_1 = 0$ (respectively $s_1 = 1$), then necessarily $s_2 = 0$ (respectively $s_2 = 1$). Thus, there are two possibilities either $s_1 = s_2 = 0$ and $s_3 \cdots s_{n+2} \in X_2(n, 0)$ or $s_1 = s_2 = 1$ and $s_3 \cdots s_{n+2} \in X_2(n, 0)$. Thus $x(n+2, 0) = 2x_2(n, 0)$, that is

$$x_2(n, 0) = \frac{1}{2} x(n+2, 0) = x_1(n+1, 0).$$

If $k \geq 1$ and $\sigma = s_1 \cdots s_{n+1} \in X_1(n+1, k)$ then there are two possibilities, either $s_1 = 0$ or $s_2 \cdots s_{n+1} \in X_0(n, k-1)$ or $s_1 = 1$ and $s_2 \cdots s_{n+1} \in X_2(n, k)$. Hence $x_1(n+1, k) = x(n, k-1) + x_2(n, k)$.

Finally, if $\sigma = s_1 \cdots s_{n+1} \in X_{t-1}(n+1, k)$ where $t \geq 3$, then there are two possibilities, either $s_1 = 0$ and $s_2 \cdots s_{n+1} \in X_{t-2}(n, k)$ or $s_1 = 1$ and $s_2 \cdots s_{n+1} \in X_t(n, k)$.

Thus $x_{t-1}(n + 1, k) = x_{t-2}(n, k) + x_t(n, k)$.

[2.11] provides us compute all matrices $[x_{t_0}(n, k)]$ for $t = 0, 1, 2, \ldots$ up to $t_0$, recursively. We now get a recursive relation by which we can compute the table for $t_0 > 0$ without requiring the tables for $0, 1, \ldots, t_0 - 1$, except the column 0, which is obtained from the corresponding column of the table for $t_0 - 1$.

**Theorem 2.17 ([3]).** Let $n \geq 0$, $k \geq 0$ and $t \geq 1$ be integers. Quantities $x_t(n, k)$ satisfy the following recursions.

$$x_t(n, k) = \begin{cases} x_1(n, k) = \frac{1}{2} x(n + 1, k) \quad &\text{if } t = 1, \\ \frac{1}{2} (x_{t-1}(n + 1, 0) + x_{t-1}(n + 1, 1)) \quad &\text{if } t \geq 2 \text{ and } k = 0, \\ \frac{1}{2} x_{t-1}(n + 1, k + 1) \quad &\text{if } t \geq 2 \text{ and } k \geq 1. \end{cases}$$
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Proof. First equality is just a repetition of the first part of 2.16.

For the second inequality, since \(x(n, 0) = x(n, 1)\) for \(n \geq 2\), from \(x_1(n, k) = \frac{1}{2}x(n + 1, k)\) we see that \(x_1(n, 0) = x_1(n, 1)\). Then, equality \(x_2(n, 0) = x_1(n + 1, 0)\) can be written as

\[x_2(n, 0) = \frac{1}{2}(x_1(n + 1, 0) + x_1(n + 1, 1)).\]

Now, we continue with induction on \(t\). Let \(t_0 \geq 2\) and assume that

\[x_t(n, 0) = (x_{t-1}(n + 1, 0) + x_{t-1}(n + 1, 1)) \quad (2.17)\]

holds for any \(t \geq t_0\), then

\[x_{t_0+1}(n, 0) = x_{t_0}(n + 1, 0) - x_{t_0-1}(n, 0)\]

\[= \frac{1}{2}(x_{t_0}(n + 2, 0) - x_{t_0}(n + 2, 1)) - \frac{1}{2}(x_{t_0}(n + 1, 0) + x_{t_0}(n + 1, 1))\]

\[= \frac{1}{2}(x_{t_0}(n + 2, 0) - x_{t_0}(n + 1, 0)) + \frac{1}{2}(x_{t_0}(n + 2, 1) - x_{t_0}(n + 1, 1)) =\]

\[= \frac{1}{2}(x_{t_0-1}(n + 1, 0) + x_{t_0-1}(n + 1, 1))\]

which implies that \((2.17)\) holds for all positive integers \(t\).

For the last equality, first note that

\[x_2(n, k) = x_1(n + 1, k) - x_0(n, k - 1)\]

\[= x_1(n + 1, k) - 2x_1(n - 1, k - 1)\]

\[= \frac{1}{2}x_1(n + 1, k + 1).\]

Now, for \(k \geq 1\) and for a fixed integer \(t_02 \geq 2\) assume that

\[x_t(n, k) = \frac{1}{2}x_{t-1}(n + 1, k + 1), \quad (2.18)\]

holds for any \(t \leq t_0\), then

\[x_{t_0+1}(n, k) = x_{t_0}(n + 1, k) - x_{t_0-1}(n, k)\]

\[= x_{t_0}(n + 1, k) - 2x_{t_0}(n - 1, k - 1)\]

\[= \frac{1}{2}x_{t_0}(n + 1, k + 1)\]

which implies that \((2.18)\) holds for all positive integers \(t\). \(\square\)

### 2.3.5 Probability Distribution Function of Excursion Test

**Theorem 2.18:** Let \(n, k\) and \(t\) be nonnegative integers. The table \([p_t(n, k)]\) can be constructed by the following recursions
i) For \( t = 0 \) and \( k = 0 \)

\[
p_0(n, 0) = \begin{cases} 
1 & \text{if } n = 0 \\
1 & \text{if } n = 1 \\
(1 - \frac{1}{n})p_0(n - 1, 0) & \text{if } n \geq 2 \text{ is even} \\
p_0(n - 1, 0) & \text{if } n \geq 3 \text{ is odd}
\end{cases}
\]

ii) For \( t = 0 \) and \( k = 1 \)

\[
p_0(n, 1) = \begin{cases} 
0 & \text{if } n \leq 1 \\
p_0(n - 1, 0) & \text{if } n \geq 2
\end{cases}
\]

iii) For \( t = 0 \) and \( k \geq 2 \)

\[
p_0(n, k) = \begin{cases} 
0 & \text{if } n < 2k \\
2p_0(n, k - 1) - p_0(n - 2, k - 2) & \text{if } n \geq 2k
\end{cases}
\]

iv) For \( t = 1 \)

\[p_1(n, k) = p_0(n + 1, k)\]

v) For \( t \geq 2 \) and \( k = 1 \)

\[p_t(n, 0) = p_{t-1}(n + 1, 0) + p_{t-1}(n, 1)\]

vi) For \( t \geq 2 \) and \( k \geq 2 \)

\[p_t(n, k) = p_{t-1}(n + 1, k + 1)\]

**Proof.** Just substitute \( p_t(n, k) = 2^{-n}x_t(n, k) \) in Theorem 2.15 and 2.17.

Here are some test results:

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>worst ( \alpha - set )</th>
<th>actual ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(162, 2048)</td>
<td>0.00979953</td>
</tr>
<tr>
<td>0.02</td>
<td>(147, 2048)</td>
<td>0.0193272</td>
</tr>
<tr>
<td>0.04</td>
<td>(130, 2048)</td>
<td>0.039003159</td>
</tr>
</tbody>
</table>

Table 2.9: Excursion Test of y=0 line for n=4096

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>worst ( \alpha - set )</th>
<th>actual ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(27, 64)</td>
<td>0.007206215</td>
</tr>
<tr>
<td>0.02</td>
<td>(24, 64)</td>
<td>0.018740915</td>
</tr>
<tr>
<td>0.04</td>
<td>(22, 64)</td>
<td>0.03294666</td>
</tr>
</tbody>
</table>

Table 2.10: Excursion Test of y=0 line for n=128
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Table 2.11: Excursion Test of y=1 line for n=4096

<table>
<thead>
<tr>
<th>α</th>
<th>worst α − set</th>
<th>actual α</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(162, 2048)</td>
<td>0.00979953</td>
</tr>
<tr>
<td>0.02</td>
<td>(147, 2048)</td>
<td>0.0193272</td>
</tr>
<tr>
<td>0.04</td>
<td>(130, 2048)</td>
<td>0.039003159</td>
</tr>
</tbody>
</table>

Table 2.12: Excursion Test of y=1 line for n=128

<table>
<thead>
<tr>
<th>α</th>
<th>worst α − set</th>
<th>actual α</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>(27, 64)</td>
<td>0.007206215</td>
</tr>
<tr>
<td>0.02</td>
<td>(24, 64)</td>
<td>0.018740915</td>
</tr>
<tr>
<td>0.04</td>
<td>(22, 64)</td>
<td>0.03294666</td>
</tr>
</tbody>
</table>

2.4 \textbf{b-bit Integer Tests}

\textit{b-bit Integer Tests} are constructed for checking integer sequences. Many properties of integer sequences like maximum term, minimum term, distribution and saturation point of integers are tested by \textit{b-bit integer tests}. These tests obviously can also be applied on binary sequences.

In the integer sequence case, if the integer size is proper for the test, then the sequence is taken as is. If the sequence necessitate a different integer size, then, the sequence is converted first to binary and then to the required integer length-sequence. The binary sequences are directly converted to the integer sequences as follows. Let  \( \sigma \) be a binary and  \( b \) be the required integer size for the test. Then, the converted sequence \( \tilde{\sigma} \) will be \( \tilde{\sigma} = u_1, u_2, \ldots, u_l \) where  \( u_i \) is the integer whose binary representation is the subsequence \( s_{(i−1)b+1}s_{(i−1)b+2}\ldots s_i \), ie

\[
u_i = \sum_{j=1}^{b} 2^{b-j}s_{(i-1)b+j}
\]

with  \( l = \lceil n/b \rceil \),  \( M = 2^b \) and  \( u_i \in 0, 1, \ldots, M − 1, \ i = 1, \ldots, l \).

For example if  \( \sigma = 010100110101 \) then  \( \tilde{\sigma} = (010)_2(100)_2(110)_2(101)_2 = 2, 4, 6, 5 \) is the 3-bit representation of  \( \sigma \).

Another question is how to decide which  \( b \) value is proper for given  \( n \) − \textit{bit} sequence. We will give the way of choosing  \( b \) value separately for every integer tests.

2.4.1 \textbf{Saturation Point Test}

\textit{Saturation Point Test} is related with Knuth’s Coupon Collector test. The subject of \textit{Saturation Point Test} which is defined by Sulak [12] is the index of integer, denoted by  \( XS \), where all possible integers occur in the given sequence.
2.4.1.1 Probability Distribution Function

The first \( k-1 \) terms of the sequence must cover \( M-1 \) distinct integers in order to have \( k \) as the saturation point, and the \( k^{th} \) term must be the missing one in the first \( k-1 \) terms. Probability of the first \( k-1 \) terms of the sequence covering \( M-1 \) distinct integers is

\[
P(XS = k) = P(XC = k - 1) \frac{1}{M} = M^{-(k-1)} \left\{ \frac{k-1}{M-1} \right\} (M-1)! \tag{2.19}
\]

2.4.1.2 Recursion

We have \( P_1(1) = 1, P_1(0) = 0 \) and \( P_0(i) = 0 \) for \( i=1,2,... \) and

\[
P_M(k) = \frac{(M-1)!}{M^{k-1}} \left\{ \frac{k-1}{M-1} \right\} = \frac{(M-1)!}{M^{k-1}} \left[ \left\{ \frac{k-2}{M-2} \right\} + (M-1) \left\{ \frac{k-2}{M-1} \right\} \right] = \frac{(M-1)!}{M^{k-1}} \left\{ \frac{k-2}{M-2} \right\} + \frac{(M-1)!}{M^{k-1}} (M-1) \left\{ \frac{k-2}{M-1} \right\} = (1 - \frac{1}{M})^{k-1} P_{M-1}(k-1) + \frac{M-1}{M} P_M(k-1)
\]

for \( k \geq 2 \). Since we have a linear recursion, it’s feasible to calculate \( P_M(k) \) for any pair \( M,k \).

2.4.1.3 Test Setup

Let \( XS = XS(\tilde{\sigma}) \) denote the saturation point of the integer sequence \( \tilde{\sigma} \).

First we need to say if all the possible integers does not occur in the given sequence with sequence size \( k \), then we say \( XS \) of this sequence is \( k+1 \).

- For a chosen \( M \), we calculate \( P_M(k) \) for every \( k = 1,2,3,... \).
- Let \( K = \{1,2,\ldots\} \) is the set of all possible saturation points. Let \( S_m \) be a set such that \( \{ P_M(XS = k) : \forall k \in K \} \). Let \( P_M \) be an ordering on set \( S_m \) such that \( P_{M,i-1} < P_{M,i} \) for all \( i > 0 \). Then cumulative histogram \( M_i \) is defined as

\[
M_i = \sum_{j=0}^{i} P_{M,j}
\]
Find the smallest $i$ such that $M_{i+1} > \alpha$. Say $S_m(i) = \{P_{M,1}, P_{M,2}, ..., P_{M,i}\}$ and $\lambda_1, \lambda_2$ are the smallest and the largest elements of the set $\{k \mid k \in K \setminus S_m(i)\}$ respectively.

- Define another cumulative histogram $X_j$ such that
  \[
  X_j = \sum_{i=1}^j P_M(i)
  \]
  and find the smallest $j$ such that $X_{j+1} > \alpha$ and let us say that $k_{j+1} = \beta$.

- Lastly, find $\theta$ such that $0.99999 = \sum_{i=0}^\theta P(XS = i)$

One can see that $\lambda_1 < \beta < \lambda_2 < \theta$.

After applying this process for every $M$, next step is choosing proper $b$-value for a given $n$-bit sequence.

**Choosing Proper $b$-value**

For a chosen $b$, compute $\Lambda_1 = \lambda_1 b$, $\Lambda_2 = \lambda_2 b$, $B = \beta b$ and $\Theta = \theta b$. Then,

1. If $n > \Theta$ or $n < B$, then do not apply the test.
2. If $B \leq n \leq \Lambda_2$, then we use one-sided test such that:
   - If $\beta \leq XS(\tilde{\sigma})$, then do not eliminate sequence.
   - Otherwise eliminate sequence.
3. If $\Lambda_2 \leq n \leq \Theta$, then we use two-sided test such that:
   - If $\lambda_1 \leq XS(\tilde{\sigma}) \leq \lambda_2$, then do not eliminate sequence.
   - Otherwise eliminate sequence.
Here is the table of threshold points and proper $b$-values for some $n$-bit sequences:

<table>
<thead>
<tr>
<th>$b$</th>
<th>$M$</th>
<th>$\lambda_1$</th>
<th>$\beta$</th>
<th>$\lambda_2$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>51</td>
<td>292</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>22</td>
<td>26</td>
<td>110</td>
<td>252</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>59</td>
<td>91</td>
<td>209</td>
<td>471</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>120</td>
<td>179</td>
<td>569</td>
<td>993</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>290</td>
<td>435</td>
<td>1222</td>
<td>2081</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$b$</th>
<th>$M$</th>
<th>$\lambda_1$</th>
<th>$\beta$</th>
<th>$\lambda_2$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>49</td>
<td>192</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>23</td>
<td>28</td>
<td>105</td>
<td>221</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>62</td>
<td>73</td>
<td>250</td>
<td>471</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>101</td>
<td>180</td>
<td>521</td>
<td>993</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>405</td>
<td>454</td>
<td>1123</td>
<td>2081</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$b$</th>
<th>$M$</th>
<th>$\lambda_1$</th>
<th>$\beta$</th>
<th>$\lambda_2$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>9</td>
<td>11</td>
<td>41</td>
<td>192</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>25</td>
<td>30</td>
<td>95</td>
<td>221</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>66</td>
<td>71</td>
<td>215</td>
<td>471</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>120</td>
<td>139</td>
<td>477</td>
<td>993</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>421</td>
<td>478</td>
<td>1649</td>
<td>2081</td>
</tr>
</tbody>
</table>

Table 2.13: Threshold Values for Saturation Point Test

Table 2.14: Proper $b$ values for Saturation Point Test for some $n$ – bit Sequences
Here are some test results:

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$b$</th>
<th>$M$</th>
<th>$l$</th>
<th>worst $\alpha - set$</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>6</td>
<td>64</td>
<td>682</td>
<td>$(1,154) \cup (565,682)$</td>
<td>0.009935328</td>
</tr>
<tr>
<td>0.01</td>
<td>7</td>
<td>128</td>
<td>585</td>
<td>$(1,434)$</td>
<td>0.009947208</td>
</tr>
<tr>
<td>0.02</td>
<td>6</td>
<td>64</td>
<td>682</td>
<td>$(1,161) \cup (522,682)$</td>
<td>0.019817559</td>
</tr>
<tr>
<td>0.02</td>
<td>7</td>
<td>128</td>
<td>585</td>
<td>$(1,453)$</td>
<td>0.019562961</td>
</tr>
<tr>
<td>0.04</td>
<td>6</td>
<td>64</td>
<td>682</td>
<td>$(1,169) \cup (478,682)$</td>
<td>0.039947476</td>
</tr>
<tr>
<td>0.04</td>
<td>7</td>
<td>128</td>
<td>585</td>
<td>$(1,477)$</td>
<td>0.039753757</td>
</tr>
</tbody>
</table>

Table 2.15: Saturation Point Test for n=4096

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$b$</th>
<th>$M$</th>
<th>$l$</th>
<th>worst $\alpha - set$</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3</td>
<td>8</td>
<td>42</td>
<td>$(1,8)$</td>
<td>0.002403259</td>
</tr>
<tr>
<td>0.01</td>
<td>4</td>
<td>16</td>
<td>32</td>
<td>$(1,25)$</td>
<td>0.008692533</td>
</tr>
<tr>
<td>0.02</td>
<td>3</td>
<td>8</td>
<td>42</td>
<td>$(1,9)$</td>
<td>0.002403259</td>
</tr>
<tr>
<td>0.02</td>
<td>4</td>
<td>16</td>
<td>32</td>
<td>$(1,27)$</td>
<td>0.018959223</td>
</tr>
<tr>
<td>0.04</td>
<td>3</td>
<td>8</td>
<td>42</td>
<td>$(1,8) \cup {42}$</td>
<td>0.035721276</td>
</tr>
<tr>
<td>0.04</td>
<td>4</td>
<td>16</td>
<td>32</td>
<td>$(1,29)$</td>
<td>0.035433872</td>
</tr>
</tbody>
</table>

Table 2.16: Saturation Point Test for n=128

2.4.2 Repeating Point Test

Repeating Point Test derives the first index of the repetition in the sequence. It is denoted by XR. First the sequence is converted to $b$-bit integer sequence and then, starting from the first term, each term is compared to the predecessor terms.

Assume the first repetition appears at $k^{th}$ point. That is, the first $k - 1$ terms are distinct and the $k^{th}$ term is equal to one of the first $k - 1$ terms. Then, one can choose $k - 1$ distinct integers out of M for the first $k - 1$ terms and these terms can be managed in $(k-1)!$ ways. For the $k^{th}$ element there are $k-1$ possible values. Therefore, there are

\[
\binom{M}{k-1} (k-1)! (k-1)
\]

and the probability of a repetition to occur at $k^{th}$ index is

\[
M^{-k} \binom{M}{k-1} (k-1)! (k-1).
\]
2.4.2.1 Probability Distribution Function

The subject of Repeating Point Test is the index of integer, denoted by XR, where the first time we see repeating integer.

\[ P(XR = k) = M^{-k} \binom{M}{k-1} (k-1)!(k-1) \]  \hspace{1cm} (2.20)

2.4.2.2 Recursion

- \( P_M(1) = 0 \) for every \( M = 1, 2, \ldots \)
- \( P_1(k) = 0 \) for every \( k = 1, 3, 4, \ldots \) and \( P_1(2) = 1 \)
- \( P_M(2) = 1/M \)
- for \( k \geq 3 \) and \( M \geq 2 \);

Since,

\[
\binom{M}{k-1} = \frac{M!}{(k-1)!(M-k+1)!} = \frac{M!}{(M-k+2)!(k-2)!} \frac{M-k+2}{k-1}
\]

we can write \( P_M(k) \) as:

\[
P_M(k) = \frac{(k-1)!(k-1)}{M^k} \binom{M}{k-1} = \frac{(k-1)(k-2)!}{M^{k-1}} \binom{M}{k-2} \frac{M-k+2}{k-1}
\]

\[
= P_M(k-1) \frac{(k-1)(M-k+2)}{M(k-2)}.
\]

2.4.2.3 Test Setup

Let \( XR = XR(\tilde{\sigma}) \) denote the repeating point of the integer sequence \( \tilde{\sigma} \).

- For a chosen \( M \), we calculate \( P_M(k) \) for every \( k = 1, 2, 3, \ldots \).
Let $K = \{1, 2, \ldots\}$ be the set of all possible repeating points. Let $S_m$ be a set such that $\{P_M(XR = k) : \forall k \in K\}$. Let $P_{M_i}$ is an ordering on set $S_m$ such that $P_{M,i-1} < P_{M,i}$ for all $i > 0$. Then cumulative histogram $M_i$ is defined as

$$M_i = \sum_{j=0}^{i} P_{M,j}$$

Find the smallest $i$ such that $M_{i+1} > \alpha$ Say $S_m(i) = \{P_{M,1}, P_{M,2}, \ldots, P_{M,i}\}$ and $\lambda_1, \lambda_2$ are the smallest and the largest elements of the set $\{k|k \in K \setminus S_m(i)\}$ respectively.

Find $\theta$ such that $0.99999 = \sum_{i=0}^{\theta} P(XR = i)$.

After applying this process for every $b$, next step is choosing proper $b$-value for a given $n$-bit sequence.

**Choosing Proper $b$-value**

For a chosen $b$, compute $\Lambda_1 = \lambda_1 b$, $\Lambda_2 = \lambda_2 b$, and $\Theta = \theta b$.

If $\Theta$ less than following $\Lambda_2$, than assign following $\Lambda_2$ to $\Theta'$; otherwise assign $\Theta$ to $\Theta'$. Then,

1. If $n > \Theta'$ or $n < \Lambda_2$, then do not apply the test.
2. If $\Lambda_2 \leq n \leq \Theta'$, then we use two-sided test such that:
   - If $\lambda_1 \leq XR(\hat{\sigma}) \leq \lambda_2$, then do not eliminate sequence.
   - Otherwise eliminate sequence.
Here is the table of threshold points and proper $b$-values for some $n$-bit sequences:

<table>
<thead>
<tr>
<th>$b$</th>
<th>$M$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>2</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>2</td>
<td>17</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>2</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>2</td>
<td>34</td>
<td>51</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>3</td>
<td>68</td>
<td>74</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>2</td>
<td>68</td>
<td>105</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>2</td>
<td>97</td>
<td>150</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>3</td>
<td>138</td>
<td>214</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>3</td>
<td>154</td>
<td>304</td>
</tr>
<tr>
<td>13</td>
<td>8192</td>
<td>4</td>
<td>279</td>
<td>431</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$b$</th>
<th>$M$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>5</td>
<td>10</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>6</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>6</td>
<td>12</td>
<td>54</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>10</td>
<td>14</td>
<td>57</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>10</td>
<td>14</td>
<td>57</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>18</td>
<td>28</td>
<td>94</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>20</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>20</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>20</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>13</td>
<td>8192</td>
<td>20</td>
<td>30</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2.17: Threshold Values for Repeating Point Test
Table 2.18: Proper $b$ values for Repeating Point Test for some $n$ – bit Sequences

Here are some test results:

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$b$</th>
<th>$M$</th>
<th>$l$</th>
<th>worst $\alpha$ – set</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>13</td>
<td>8192</td>
<td>315</td>
<td>$(2, 3) \cup (276, 315)$</td>
<td>0.009915881</td>
</tr>
<tr>
<td>0.02</td>
<td>13</td>
<td>8192</td>
<td>315</td>
<td>$(2, 5) \cup (256, 315)$</td>
<td>0.019630694</td>
</tr>
<tr>
<td>0.04</td>
<td>13</td>
<td>8192</td>
<td>315</td>
<td>$(2, 9) \cup (235, 315)$</td>
<td>0.039127403</td>
</tr>
</tbody>
</table>

Table 2.19: Repeating Point Test for $n=4096$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$b$</th>
<th>$M$</th>
<th>$l$</th>
<th>worst $\alpha$ – set</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>5</td>
<td>32</td>
<td>25</td>
<td>$(18, 25)$</td>
<td>0.005201427</td>
</tr>
<tr>
<td>0.02</td>
<td>5</td>
<td>32</td>
<td>25</td>
<td>$(16, 25)$</td>
<td>0.019581843</td>
</tr>
<tr>
<td>0.04</td>
<td>5</td>
<td>32</td>
<td>25</td>
<td>$(15, 25)$</td>
<td>0.034812165</td>
</tr>
</tbody>
</table>

Table 2.20: Repeating Point Test for $n=128$
2.4.3 Coverage Test

Coverage test is a kind of an integer test. The coverage of the test is described as the number of distinct elements in the sequence. The bit sequence should be converted into an integer sequence as every integer tests.

2.4.3.1 Probability Distribution Function

The subject of Coverage Test is the index of integer, denoted by XC.

\[ P(XC = k) = \frac{k!}{M^l} \binom{M}{k} \binom{l}{k} \]

2.4.3.2 Recursion

As stated in [16],

\[
P_l(k) = \binom{M}{k} \binom{l}{k} \frac{k!}{M^l} \]
\[
= \binom{M}{k} \frac{k!}{M^l} \left[ \binom{l-1}{k-1} + k \binom{l-1}{k} \right] \]
\[
= \binom{M}{k} \frac{k!}{M^l} \left( \binom{l-1}{k-1} + \binom{M}{k} \frac{k!}{M^l} \binom{l-1}{k} \right) \]
\[
= \frac{M - k + 1}{m} \left[ \left( \frac{M}{k-1} \right) \frac{(k-1)!}{M^{l-1}} \binom{l-1}{k-1} \right] + \frac{k}{M} \left[ \binom{M}{k} \binom{l-1}{k} \frac{k!}{M^{l-1}} \right] \]
\[
= \left( 1 - \frac{k-1}{M} \right) P_{l-1}(k-1) + \frac{k}{M} P_{l-1}(k) \]

2.4.3.3 Test Setup

This test differs from the other b-bit integer tests in testing. Before we get probability distribution, we need to know the integer sequence size.

Given sequence of length \( n \), we need to apply our main method for every possible \( b \) values. We do not have any method for choosing proper \( b \)-value, previous \( b \)-bit integer tests can shed light on choosing it.

Here are some test results:
<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$b$</th>
<th>$M$</th>
<th>$l$</th>
<th>worst $\alpha$ set</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>12</td>
<td>4096</td>
<td>341</td>
<td>(1, 318) $\cup$ (337, 341)</td>
<td>0.009675332</td>
</tr>
<tr>
<td>0.01</td>
<td>11</td>
<td>2048</td>
<td>372</td>
<td>(1, 327) $\cup$ (354, 372)</td>
<td>0.009084112</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>1024</td>
<td>409</td>
<td>(1, 320) $\cup$ (355, 409)</td>
<td>0.008860071</td>
</tr>
<tr>
<td>0.01</td>
<td>9</td>
<td>512</td>
<td>455</td>
<td>(1, 284) $\cup$ (321, 455)</td>
<td>0.008795681</td>
</tr>
<tr>
<td>0.01</td>
<td>8</td>
<td>256</td>
<td>512</td>
<td>(1, 209) $\cup$ (234, 512)</td>
<td>0.007904103</td>
</tr>
<tr>
<td>0.01</td>
<td>7</td>
<td>128</td>
<td>585</td>
<td>(1, 123)</td>
<td>0.008068765</td>
</tr>
<tr>
<td>0.02</td>
<td>12</td>
<td>4096</td>
<td>341</td>
<td>(1, 319) $\cup$ (337, 341)</td>
<td>0.014805103</td>
</tr>
<tr>
<td>0.02</td>
<td>11</td>
<td>2048</td>
<td>372</td>
<td>(1, 328) $\cup$ (353, 372)</td>
<td>0.016213723</td>
</tr>
<tr>
<td>0.02</td>
<td>10</td>
<td>1024</td>
<td>409</td>
<td>(1, 322) $\cup$ (354, 409)</td>
<td>0.01694815</td>
</tr>
<tr>
<td>0.02</td>
<td>9</td>
<td>512</td>
<td>455</td>
<td>(1, 286) $\cup$ (319, 455)</td>
<td>0.019875364</td>
</tr>
<tr>
<td>0.02</td>
<td>8</td>
<td>256</td>
<td>512</td>
<td>(1, 210) $\cup$ (233, 512)</td>
<td>0.014907138</td>
</tr>
<tr>
<td>0.02</td>
<td>7</td>
<td>128</td>
<td>585</td>
<td>(1, 123)</td>
<td>0.008068765</td>
</tr>
<tr>
<td>0.04</td>
<td>12</td>
<td>4096</td>
<td>341</td>
<td>(1, 320) $\cup$ (336, 341)</td>
<td>0.03143676</td>
</tr>
<tr>
<td>0.04</td>
<td>11</td>
<td>2048</td>
<td>372</td>
<td>(1, 330) $\cup$ (352, 372)</td>
<td>0.03525057</td>
</tr>
<tr>
<td>0.04</td>
<td>10</td>
<td>1024</td>
<td>409</td>
<td>(1, 324) $\cup$ (352, 409)</td>
<td>0.037593169</td>
</tr>
<tr>
<td>0.04</td>
<td>9</td>
<td>512</td>
<td>455</td>
<td>(1, 287) $\cup$ (317, 455)</td>
<td>0.03442849</td>
</tr>
<tr>
<td>0.04</td>
<td>8</td>
<td>256</td>
<td>512</td>
<td>(1, 211) $\cup$ (231, 512)</td>
<td>0.036325143</td>
</tr>
<tr>
<td>0.04</td>
<td>7</td>
<td>128</td>
<td>585</td>
<td>(1, 124)</td>
<td>0.037431399</td>
</tr>
</tbody>
</table>

Table 2.21: Coverage Test for $n=4096$
<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$b$</th>
<th>$M$</th>
<th>$l$</th>
<th>worst $\alpha - set$</th>
<th>actual $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>11</td>
<td>2048</td>
<td>11</td>
<td>(1, 9)</td>
<td>0.000271936</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>1024</td>
<td>12</td>
<td>(1, 10)</td>
<td>0.001576062</td>
</tr>
<tr>
<td>0.01</td>
<td>9</td>
<td>512</td>
<td>14</td>
<td>(1, 11)</td>
<td>0.000451931</td>
</tr>
<tr>
<td>0.01</td>
<td>8</td>
<td>256</td>
<td>16</td>
<td>(1, 13)</td>
<td>0.007757892</td>
</tr>
<tr>
<td>0.01</td>
<td>7</td>
<td>128</td>
<td>18</td>
<td>(1, 13)</td>
<td>0.002128124</td>
</tr>
<tr>
<td>0.01</td>
<td>6</td>
<td>64</td>
<td>21</td>
<td>(1, 14)</td>
<td>0.008616901</td>
</tr>
<tr>
<td>0.01</td>
<td>5</td>
<td>32</td>
<td>25</td>
<td>(1, 12) ∪ (22, 25)</td>
<td>0.007214554</td>
</tr>
<tr>
<td>0.01</td>
<td>4</td>
<td>16</td>
<td>32</td>
<td>(1, 10)</td>
<td>0.001721586</td>
</tr>
<tr>
<td>0.02</td>
<td>12</td>
<td>4096</td>
<td>10</td>
<td>(1, 9)</td>
<td>0.010934609</td>
</tr>
<tr>
<td>0.02</td>
<td>11</td>
<td>2048</td>
<td>11</td>
<td>(1, 9)</td>
<td>0.000271936</td>
</tr>
<tr>
<td>0.02</td>
<td>10</td>
<td>1024</td>
<td>12</td>
<td>(1, 10)</td>
<td>0.001576062</td>
</tr>
<tr>
<td>0.02</td>
<td>9</td>
<td>512</td>
<td>14</td>
<td>(1, 12)</td>
<td>0.011731591</td>
</tr>
<tr>
<td>0.02</td>
<td>8</td>
<td>256</td>
<td>16</td>
<td>(1, 13)</td>
<td>0.007757892</td>
</tr>
<tr>
<td>0.02</td>
<td>7</td>
<td>128</td>
<td>18</td>
<td>(1, 14)</td>
<td>0.017113636</td>
</tr>
<tr>
<td>0.02</td>
<td>6</td>
<td>64</td>
<td>21</td>
<td>(1, 14)</td>
<td>0.008616901</td>
</tr>
<tr>
<td>0.02</td>
<td>5</td>
<td>32</td>
<td>25</td>
<td>(1, 13) ∪ (22, 25)</td>
<td>0.013036612</td>
</tr>
<tr>
<td>0.02</td>
<td>4</td>
<td>16</td>
<td>32</td>
<td>(1, 11)</td>
<td>0.016965046</td>
</tr>
<tr>
<td>0.04</td>
<td>12</td>
<td>4096</td>
<td>10</td>
<td>(1, 9)</td>
<td>0.010934609</td>
</tr>
<tr>
<td>0.04</td>
<td>11</td>
<td>2048</td>
<td>11</td>
<td>(1, 10)</td>
<td>0.02654286</td>
</tr>
<tr>
<td>0.04</td>
<td>10</td>
<td>1024</td>
<td>12</td>
<td>(1, 10)</td>
<td>0.001576062</td>
</tr>
<tr>
<td>0.04</td>
<td>9</td>
<td>512</td>
<td>14</td>
<td>(1, 12)</td>
<td>0.011731591</td>
</tr>
<tr>
<td>0.04</td>
<td>8</td>
<td>256</td>
<td>16</td>
<td>(1, 13)</td>
<td>0.007757892</td>
</tr>
<tr>
<td>0.04</td>
<td>7</td>
<td>128</td>
<td>18</td>
<td>(1, 14)</td>
<td>0.017113636</td>
</tr>
<tr>
<td>0.04</td>
<td>6</td>
<td>64</td>
<td>21</td>
<td>(1, 14) ∪ 21</td>
<td>0.033305177</td>
</tr>
<tr>
<td>0.04</td>
<td>5</td>
<td>32</td>
<td>25</td>
<td>(1, 14) ∪ (22, 25)</td>
<td>0.03811816</td>
</tr>
<tr>
<td>0.04</td>
<td>4</td>
<td>16</td>
<td>32</td>
<td>(1, 11)</td>
<td>0.016965046</td>
</tr>
</tbody>
</table>

Table 2.22: Coverage Test for n=128
CHAPTER 3

Conclusion

In this thesis, we have studied binary and integer tests. We propose a method to test single sequence using the exact distributions which are obtained already using recursive methods. Without these recursive relations, it takes exponential complexity to find probability distribution.

The contribution of the thesis and future works can be stated as follows:

- Using exact probability distributions, we provided the way to find applicable and meaningful boundaries for each tests. With these boundaries, our tests are applicable for singular sequences to be tested.

- We present test suite for single sequence and we gave the boundaries for the sequences of length 4096 and length 128 through the binary tests that are Weight Test, Number of Total Runs Test, Number of Runs of length 1 Test, Number of Runs of length 2 Test, Excursion Test of y=0 line, Excursion Test of y=1 line and $b$-bit integer tests which are Saturation Point test, Repeating Point Test, Coverage Test with suitable $b$ values. We faced some troubles while determining suitable $b$ values for $b$-bit integer tests. Nevertheless, we propose a new method. We choose three distinct values of significance level as $\alpha = 0.01$, $\alpha = 0.02$ and $\alpha = 0.04$.

- We conducted experiments using Microsoft Excel and JavaScript. We implemented all tests and made experiment on random sequences. As it is seen in 3.1 and 3.2 we apply our tests in some order to 100,000 random sequences of length 4096. While all test results (elimination ratio) are close to actual $\alpha$, results of Number of Runs of length 1 Test and Excursion Test of y=1 line differ greatly. Therefore, we change the order as it is seen in 3.3 and 3.4 and we still saw the same difference Number of Total Runs Test and Excursion Test of y=1 line.

- For the future work, correlations between Number of Total Runs Test and Number of Runs of length 1 Test and correlations between Excursion Test of y=1 and Excursion Test of y=2 can be examined.
### Experiment 1

<table>
<thead>
<tr>
<th>Test</th>
<th>Random Set Size</th>
<th>Survivor Set Size</th>
<th>Elimination Ratio</th>
<th>Actual Alpha</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>100000</td>
<td>98990</td>
<td>0.0101</td>
<td>0.0099253</td>
<td>0.01</td>
</tr>
<tr>
<td>All Runs</td>
<td>98990</td>
<td>98039</td>
<td>0.0096</td>
<td>0.0099250</td>
<td>0.01</td>
</tr>
<tr>
<td>Runs(a=1)</td>
<td>98039</td>
<td>97547</td>
<td>0.0050</td>
<td>0.0097146</td>
<td>0.01</td>
</tr>
<tr>
<td>Runs(a=2)</td>
<td>97547</td>
<td>96694</td>
<td>0.0067</td>
<td>0.0093332</td>
<td>0.01</td>
</tr>
<tr>
<td>Excursion(y=0)</td>
<td>96694</td>
<td>95761</td>
<td>0.0096</td>
<td>0.0097995</td>
<td>0.01</td>
</tr>
<tr>
<td>Excursion(y=1)</td>
<td>95761</td>
<td>95464</td>
<td>0.0031</td>
<td>0.0097995</td>
<td>0.01</td>
</tr>
<tr>
<td>Saturation(b=6)</td>
<td>95464</td>
<td>94544</td>
<td>0.0096</td>
<td>0.0099333</td>
<td>0.01</td>
</tr>
<tr>
<td>Saturation(b=7)</td>
<td>94544</td>
<td>93501</td>
<td>0.0100</td>
<td>0.0099472</td>
<td>0.01</td>
</tr>
<tr>
<td>Repeating(b=13)</td>
<td>93601</td>
<td>92898</td>
<td>0.0096</td>
<td>0.0099159</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=7)</td>
<td>92898</td>
<td>91966</td>
<td>0.0079</td>
<td>0.0083374</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=8)</td>
<td>91966</td>
<td>91252</td>
<td>0.0078</td>
<td>0.0079041</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=9)</td>
<td>91252</td>
<td>90462</td>
<td>0.0066</td>
<td>0.0086069</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=10)</td>
<td>90462</td>
<td>89640</td>
<td>0.0091</td>
<td>0.0087796</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=11)</td>
<td>89640</td>
<td>88802</td>
<td>0.0093</td>
<td>0.0090542</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=12)</td>
<td>88802</td>
<td>87971</td>
<td>0.0094</td>
<td>0.0095619</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 3.1: Experiment 1

### Experiment 2

<table>
<thead>
<tr>
<th>Test</th>
<th>Random Set Size</th>
<th>Survivor Set Size</th>
<th>Elimination Ratio</th>
<th>Actual Alpha</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>100000</td>
<td>99029</td>
<td>0.0097</td>
<td>0.009253</td>
<td>0.01</td>
</tr>
<tr>
<td>All Runs</td>
<td>99029</td>
<td>98045</td>
<td>0.0099</td>
<td>0.009250</td>
<td>0.01</td>
</tr>
<tr>
<td>Runs(a=1)</td>
<td>98045</td>
<td>97576</td>
<td>0.0048</td>
<td>0.0097146</td>
<td>0.01</td>
</tr>
<tr>
<td>Runs(a=2)</td>
<td>97576</td>
<td>96717</td>
<td>0.0088</td>
<td>0.0093352</td>
<td>0.01</td>
</tr>
<tr>
<td>Excursion(y=0)</td>
<td>96717</td>
<td>95728</td>
<td>0.0102</td>
<td>0.0097995</td>
<td>0.01</td>
</tr>
<tr>
<td>Excursion(y=1)</td>
<td>95728</td>
<td>95441</td>
<td>0.0030</td>
<td>0.0097995</td>
<td>0.01</td>
</tr>
<tr>
<td>Saturation(b=6)</td>
<td>95441</td>
<td>94496</td>
<td>0.0099</td>
<td>0.0099353</td>
<td>0.01</td>
</tr>
<tr>
<td>Saturation(b=7)</td>
<td>94496</td>
<td>93521</td>
<td>0.0103</td>
<td>0.0099472</td>
<td>0.01</td>
</tr>
<tr>
<td>Repeating(b=13)</td>
<td>93521</td>
<td>92580</td>
<td>0.0101</td>
<td>0.0099159</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=7)</td>
<td>92580</td>
<td>91784</td>
<td>0.0086</td>
<td>0.0083374</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=8)</td>
<td>91784</td>
<td>91016</td>
<td>0.0084</td>
<td>0.0079041</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=9)</td>
<td>91016</td>
<td>90286</td>
<td>0.0080</td>
<td>0.0086069</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=10)</td>
<td>90286</td>
<td>89542</td>
<td>0.0082</td>
<td>0.0087798</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=11)</td>
<td>89542</td>
<td>88730</td>
<td>0.0091</td>
<td>0.0090542</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=12)</td>
<td>88730</td>
<td>87940</td>
<td>0.0089</td>
<td>0.0095619</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 3.2: Experiment 2
### Experiment 3

<table>
<thead>
<tr>
<th>Test</th>
<th>Random Set Size</th>
<th>Survivor Set Size</th>
<th>Elimination Ratio</th>
<th>Actual Alpha</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>100000</td>
<td>99043</td>
<td>0.0096</td>
<td>0.0099253</td>
<td>0.01</td>
</tr>
<tr>
<td>Runs(a=1)</td>
<td>99043</td>
<td>98049</td>
<td>0.0100</td>
<td>0.0097146</td>
<td>0.01</td>
</tr>
<tr>
<td>Runs(a=2)</td>
<td>98049</td>
<td>97197</td>
<td>0.0087</td>
<td>0.0093352</td>
<td>0.01</td>
</tr>
<tr>
<td>All Runs</td>
<td>97197</td>
<td>96746</td>
<td>0.0046</td>
<td>0.0099250</td>
<td>0.01</td>
</tr>
<tr>
<td>Excursion(y=1)</td>
<td>96746</td>
<td>95810</td>
<td>0.0097</td>
<td>0.0097995</td>
<td>0.01</td>
</tr>
<tr>
<td>Excursion(y=0)</td>
<td>95810</td>
<td>95487</td>
<td>0.0034</td>
<td>0.0097995</td>
<td>0.01</td>
</tr>
<tr>
<td>Saturation(b=6)</td>
<td>95487</td>
<td>94567</td>
<td>0.0096</td>
<td>0.0099353</td>
<td>0.01</td>
</tr>
<tr>
<td>Saturation(b=7)</td>
<td>94567</td>
<td>93591</td>
<td>0.0103</td>
<td>0.0099472</td>
<td>0.01</td>
</tr>
<tr>
<td>Repeating(b=13)</td>
<td>93591</td>
<td>92726</td>
<td>0.0092</td>
<td>0.0099159</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=7)</td>
<td>92726</td>
<td>91903</td>
<td>0.0089</td>
<td>0.0093374</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=8)</td>
<td>91903</td>
<td>91190</td>
<td>0.0076</td>
<td>0.0097041</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=9)</td>
<td>91190</td>
<td>90391</td>
<td>0.0088</td>
<td>0.0066069</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=10)</td>
<td>90391</td>
<td>89523</td>
<td>0.0096</td>
<td>0.0067798</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=11)</td>
<td>89523</td>
<td>88696</td>
<td>0.0092</td>
<td>0.0090542</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=12)</td>
<td>88696</td>
<td>87839</td>
<td>0.0097</td>
<td>0.0095619</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 3.3: Experiment 3

### Experiment 4

<table>
<thead>
<tr>
<th>Test</th>
<th>Random Set Size</th>
<th>Survivor Set Size</th>
<th>Elimination Ratio</th>
<th>Actual Alpha</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>100000</td>
<td>99083</td>
<td>0.0092</td>
<td>0.0099253</td>
<td>0.01</td>
</tr>
<tr>
<td>Runs(a=1)</td>
<td>99083</td>
<td>98124</td>
<td>0.0097</td>
<td>0.0097146</td>
<td>0.01</td>
</tr>
<tr>
<td>Runs(a=2)</td>
<td>98124</td>
<td>97207</td>
<td>0.0093</td>
<td>0.0093352</td>
<td>0.01</td>
</tr>
<tr>
<td>All Runs</td>
<td>97207</td>
<td>96714</td>
<td>0.0051</td>
<td>0.0099250</td>
<td>0.01</td>
</tr>
<tr>
<td>Excursion(y=1)</td>
<td>96714</td>
<td>95737</td>
<td>0.0101</td>
<td>0.0097995</td>
<td>0.01</td>
</tr>
<tr>
<td>Excursion(y=0)</td>
<td>95737</td>
<td>95411</td>
<td>0.0034</td>
<td>0.0097995</td>
<td>0.01</td>
</tr>
<tr>
<td>Saturation(b=6)</td>
<td>95411</td>
<td>94493</td>
<td>0.0096</td>
<td>0.0093535</td>
<td>0.01</td>
</tr>
<tr>
<td>Saturation(b=7)</td>
<td>94493</td>
<td>93537</td>
<td>0.0101</td>
<td>0.0094722</td>
<td>0.01</td>
</tr>
<tr>
<td>Repeating(b=13)</td>
<td>93537</td>
<td>92594</td>
<td>0.0101</td>
<td>0.0099159</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=7)</td>
<td>92594</td>
<td>91836</td>
<td>0.0082</td>
<td>0.0083374</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=8)</td>
<td>91836</td>
<td>91141</td>
<td>0.0076</td>
<td>0.0079041</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=9)</td>
<td>91141</td>
<td>90366</td>
<td>0.0086</td>
<td>0.0086069</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=10)</td>
<td>90366</td>
<td>89576</td>
<td>0.0087</td>
<td>0.0087798</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=11)</td>
<td>89576</td>
<td>88791</td>
<td>0.0088</td>
<td>0.0090542</td>
<td>0.01</td>
</tr>
<tr>
<td>Coverage(b=12)</td>
<td>88791</td>
<td>87943</td>
<td>0.0096</td>
<td>0.0095619</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 3.4: Experiment 4
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