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ABSTRACT

CORRELATION OF SEQUENCES AND QUADRATIC FORMS

Genişel, Cansu

M.S., Department of Cryptography

Supervisor : Prof. Dr. Ferruh Özbudak

Co-Supervisor : Assist. Prof. Dr. Eda Tekin

SEPTEMBER 2017, 41 pages

Sequences are widely used in code division multiple access communication systems.
In a shared communication channel distinct sequences are assigned to distinct users.
Low correlation sequences should be used in order to separate each user. In this thesis,
quadratic forms and their properties are introduced. Sequence families constructed by
quadratic forms and their correlations are studied. We give a construction of a binary
sequence family when n = 3k and k is an odd integer. This sequence family has six-
valued correlation distribution and its maximum correlation magnitude is given. Our
sequence family is a subfamily of Generalized Modified Gold sequence family. At the
end, we compare the correlation properties of our sequence family with some other
known sequence families.

Keywords : Sequences, quadratic forms, cross correlation, wireless communication
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ÖZ

DİZİLERİN KORELASYONU VE KUADRATİK FORMLAR

Genişel, Cansu

Yüksek Lisans, Kriptografi Bölümü

Tez Yöneticisi : Prof. Dr. Ferruh Özbudak

Ortak Tez Yöneticisi : Yrd. Doç. Dr. Eda Tekin

EYLÜL 2017, 41 sayfa

Diziler, kod bölmeli çoklu erişim iletişim sistemlerinde yaygın olarak kullanılırlar.
Ortak bir iletişim kanalında farklı kullanıcılara farklı diziler atanır. Her kullanıcıyı
ayırmak için düşük korelasyonlu diziler kullanılmalıdır. Bu tezde, kuadratik formlar
ve özellikleri verilmiştir. Kuadratik formlar ile inşa edilen ikili dizi aileleri ve on-
ların korelasyonları çalışılmıştır. n = 3k ve k tek tam sayı olduğu durumda bir dizi
ailesinin inşası verilmiştir. Bu dizi ailesi altı değerli korelasyon dağılımına sahiptir
ve maksimum korelasyon büyüklüğü verilmiştir. Bu dizi ailesi Generalized Modified
Gold dizi ailesinin bir alt ailesidir. Tezde son olarak, bu dizi ailesinin ve bazı bilinen
dizi ailelerinin korelasyon özellikleri karşılaştırılmıştır.

Anahtar Kelimeler : Diziler, kuadratik formlar, çapraz korelasyon, kablosuz haberleşme
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CHAPTER 1

INTRODUCTION

Pseudorandom sequences are generated by deterministic methods, which are periodic
or aperiodic with certain randomness properties. In this chapter we first give a brief
introduction to the randomness properties of binary sequences. Then we introduce
sequences for communication and cryptographic systems. This chapter provides basic
knowledge on sequences to the reader to understand the following chapters.

1.1 Randomness Properties of Binary Sequences

A sequence s = {st} satisfying the following linear recurrence

sm+k =
k−1∑
j=0

ajsm+j for m = 0, 1, . . .

where t = 0, 1, . . . and st ∈ Fq for a positive k and fixed aj ∈ Fq, is called an LFSR
sequence (or linear feedback shift register sequence) [13].

Golomb [11] introduced some properties which should be satisifed by pseudorandom
sequences generated by linear feedback shift registers (LFSRs). The Golomb’s ran-
domness postulates are necessary properties for a binary sequence to look random.

• Balance property: In a period of the sequence, the number of 0’s and the number
of 1’s differ by at most 1.

• Run property: A run of zeros (or ones) of length k is k consecutive zeros (or
ones) preceded and followed by ones (or zeros). In a period of a sequence, the
number of runs of 0’s and 1’s for each length of runs are equal.

• Ideal two-level autocorrelation: Every out-of-phase autocorrelation of a binary
sequence is -1.

There are some other randomness criterias which should be satisfied by pseudorandom
sequences [13].
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• Large period.

• Low correlation: A family of sequences must have low autocorrelation and
crosscorrelation values.

• Ideal k−tuple distribution: For a sequence with period N , every k−tuple occurs
almost equally many times for 1 ≤ k ≤ log2N.

• Large linear complexity: Large number of linear feedback shift registers should
be used to generate sequences.

It is hard to design binary pseudorandom sequences with all the randomness properties
given above. We should design sequences with required properties for their specific
applications. In the next section, the importance of sequences with low correlation in
communication and cryptographic systems is discussed.

1.2 Sequences for Communication Systems

1.2.1 Spread Spectrum Technology

The spread spectrum techniques and code division multiple access (CDMA) are pop-
ular technologies commonly used in telecommunication systems, navigation, military
and operational radar systems. These techniques resist jamming and interception is
hard for an attacker. There are several types of spread spectrum methods such as direct
sequence, frequency-hopping, chirp and time-hopping spread spectrum. In Figure 1.1
a general model of spread spectrum communication systems is given.

Figure 1.1: General Design of a Spread Spectrum Communication System

In a spread spectrum communication system the transmitted signal is spread over a
wide frequency band. Compared to the usual narrow bandwidth services, this system is
able to work in lower spectral density levels. In Figure 1.2, the difference in frequency
usage of narrowband and spread spectrum systems can be observed. This technology
provides some advantages such as:

• Hard to detect: Spread spectrum signals are wider then usual band transmission.

2



• Hard to intercept or demodulate: Without knowing the codes which are used in
this technique it is not possible to decipher the transmission. Moreover since the
codes are very long it is not possible to solve the code.

• Harder to jam then narrow bands: The wider input signal means less effect on
the system.

• Multiple users can use the same band: Code division multiple access is a form of
sharing which allows several spread spectrum systems to operate independently
of each other within the same band. More signals are packed into a band.

Figure 1.2: Comparison of Narrowband and Spread Spectrum

The history of Spread Spectrum dates back to 1940s [20]. During World War II, a
scientist was awarded an early frequency hopping spread spectrum patent. The USA,
Germany, the UK and the USSR were the leading countries which make significant
contributions to the spread spectrum technology. The U.S. Military used spread spec-
trum signals over satellites for 30 years [39].

In the 1960s, there are some significant researches in the area of sequences with good
correlation properties by S. Golomb, N. Zierler, R. Gold, T. Kasami and others. By
means of these works, spread spectrum technology developed and in the 1970s the
commercial spread spectrum came up.

Today, spread spectrum techniques are widely used in commercial areas and band-
widths of 10 to 100 times the information rates are used. On the other hand in military
systems, bandwidths from 1000 to 1 million times the information rates are used.

In 1993, the first CDMA standard IS-95 was launched and in 1995 CDMA technology
was put into commercialization in the USA and Hong Kong. In 2001, CDMA networks
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Figure 1.3: CDMA Subscribers Growth Between 2001 and 2007

are constructed by China. Nowadays, CDMA technology is more dominant in Asia,
the USA and Canada than the other countries. In 2015 CDMA had %25 market share
and 103 million subscribers in these countries where GSM had %5 market share and
19 million subscribers. As of March 2017, there are 7.7 billion mobile subscriptions
worldwide which is 317 million more than the previous year. CDMA technology has
%3 market share and 215 million subscribers where GSM technology has 3 billion
subscribers and %39 market share. On the other hand TC-SCDMA technology has %1
market share and 92 million subcribers and LTE %28 market share and 2.16 billion
subscribers worldwide.

1.2.2 TDMA, FDMA and CDMA

There are different types of multiple access systems such as time division multiple ac-
cess (TDMA), frequency division multiple access (FDMA) and code division multiple
access (CDMA). In time division multiple access (TDMA) communication systems, a
radio channel is divided into several time zones. Each user is allocated in a time zone
and they know the time zone to use for the duration of data transmission. In FDMA the
frequency band is divided into sub-bands and any two user can communicate through a
sub-band. In CDMA, each user is assigned a code and all users share the same channel.

In CDMA frequency planning is much less than the frequency planning in FDMA
or TDMA. Furthermore in TDMA systems the available bandwidth which causes to
compromise of transmission quality is small. In Figure 1.4 the difference between
these three systems is explained with some graphs. In the next section we will give
detailed information about CDMA.
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(a) FDMA (b) TDMA (c) CDMA

Figure 1.4: Comparison of FDMA, TDMA and CDMA

1.2.3 Principles of CDMA Systems

Pseudorandom sequences are used in communication systems extensively. Spread
spectrum communication systems, radar systems, signal synchronization, simulation
and cryptography are some of the application areas for such sequences. Sequences
have critical roles in spread spectrum and code division multiple access (CDMA) com-
munication systems.

In code division multiple access (CDMA), channels are not defined by time or fre-
quency. They are defined by a spread spectrum parameter called a spreading code.
Code division multiple access (CDMA) is a kind of spread spectrum technique, that is
data can be transmitted in small parts over a number of the discrete frequencies. Some
advantages of CDMA are given as follows:

• increased cellular communications security

• simultaneous conversations,

• low power requirement,

• extended capacity which benefits to rural users.

On the other hand this system has some disadvantages:

• the network is not as mature as GSM,

• can not offer international roaming.

Several calls are superimposed on each other on the channel, with each assigned to
a unique sequence code. Each user’s signal is spread over the whole radio frequency
range by a unique spreading code. The system works as follows. Each user is assigned
with a different unique code and they use this code to transmit signal. To send data,
users XOR the data with their spreading sequence and to decode the received signal,
they XOR the signal with the sender’s spreading sequence.

As seen in Figure (1.5) in FDMA, each handset communicates with the base station
on its own narrow frequency band. In TDMA the handsets share a wider frequency
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Figure 1.5: Multiple Access Systems

band and takes turns to communicate with the base station. In CDMA each handset
uses a sequence or a code to scramble their signal and then multiple users transmit
simultaneously on the same frequency band. The base station uses the same codes and
unscramble the different users’ signal.

1.2.4 Application of Sequences for CDMA Communication Systems

Sequences with low autocorrelation and cross correlation have important use in wire-
less communication systems. The following research areas on the sequences have
specific applications of communication systems.

Orthogonal Codes: In a CDMA communication system all users occupy the same
frequency band simultaneously. Different code assignments spread and distinguish
each user. The codes assigned to each user or channel should be mutually orthogonal
to reduce the mutual interference between distinct users or channels.

The Walsh codes and the orthogonal variable spreading factor codes are used in wire-
less communication. Each orthogonal code of length n corresponds to each row of an
n× n Hadamard matrix [37]. These codes are used in spreading and channelization.

Sequences with Ideal Two-level Autocorrelation: The design of sequences with ideal
autocorrelation is a central mathematical problem in engineering, as it is crucial for a
host of applications, including radar and communication networks. These sequences
play important roles in positioning and synchronization processes of CDMA.

There are some familiar sequences with ideal two-level autocorrelation; them-sequences

6



[11], the GMW sequences [16], the Legendre sequences [21], the Hall’s sextic residue
sequences [17]. Moreover, there are some recent constructions of families of se-
quences of period 2n−1 such as the Kasami power function sequences [7], the Welch-
Gong(WG) sequences [31, 32] and the Generalized nonbinary sequences [5].

Sequences with Good Aperiodic Autocorrelation: Multicarrier transmission tech-
niques such as orthogonal frequency division multiplexing (OFDM) and multicarrier
CDMA (MC-CDMA) have attracted much attention for future communication sys-
tems.

The Barker sequences [1] and the Golay complementary sequences [8] are sequences
with ideal aperiodic autocorrelation values. These sequences are used in multicarrier
transmission techniques such as CDMA (MC-CDMA).

Sequences with Low Correlation: Sequences with low cross correlation used in code
division multiple access (CDMA) communications can strongly withstand interference
from the other users who share a mutual channel. Sequences are used for identification
of users and base stations.

The construction of CDMA sequence families using quadratic functions and investi-
gation of their correlation distributions dates back 1960’s to Gold sequences [9], [10].
Since then there have been a number of different such designs with good correlation
properties. Some of the recent constructions are given by Boztaş and Kumar in [3],
Kim and No in [24], Tang et al. in [40], Rothaus in [36], Zhou and Tang in [42]. These
families are generalizations of Gold-like sequences constructed using quadratic form
techniques. For more recent designs please see the references in [4], [24], [33].

On the other hand, Gong has been studying sequences and their correlations since
1995. Some of her studies on various topics related to sequences can be found in [6],
[12], [13], [15], [18] and [32]. Gong presented different constructions for families of
sequences over GF(p) with low cross correlation, balance property, and large linear
span using short p−ary sequences in [14].

1.3 Sequences for Cryptographic Systems

Pseudorandom numbers and sequences have critical roles for the security of a crypto-
graphic system. A secure cryptographic system should posses some properties. High
nonlinearity and large linear complexities of pseudorandom sequences are necessary
for the security of a system using the sequences.

The nonlinearity Nf of a Boolean function f(x) is given by

Nf = 2n−1 − 1

2
max
β∈Fn2
|f̂(β)|

where f̂(β) is the Walsh transform of f(x) which will be described and explained
briefly in Section 2.3.
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Moreover, there is an equivalance between the Walsh transform and the Hadamard
transform of a Boolean function. The Hadamard transform of a polynomial function
is equivalent to the correlation function between a binary m-sequence and a sequence
represented by f(x). A known Boolean function with the highest nonlinearity is the
bent function [35]. A high nonlinearity provides resistance to the attacks such as fast
correlation attack [28]. In conclusion sequences used for cryptographic systems should
have low correlation for the high nonlinearity.

On the other hand, there is another essential property for cryptographic applications. It
should be hard to make predictions about the whole outputs of a Boolean function by
observing a section of the outputs. Deterministic algorithms which work in polynomial
time can be used in cryptanalysis [29]. To avoid these attacks, sequences should have
large linear complexity. If the linear complexity is large as possible then the reconstruc-
tion of the sequences by the Berlekamp-Massey Algorithm is avoided. For additional
details, the reader is referred to [2, 27]. In summary, the large linear complexity and
the low correlation are obligatory to have a secure cryptographic system.

1.3.1 Application of Sequences for Cryptographic Systems

In cryptographic systems, sequences with significant properties such as large linear
complexity and low correlation play important roles. Moreover, the sequences gener-
ated by linear feedback shift registers have some other advantages such as fast process-
ing and easy implementation.

In a stream cipher, sequences with low cross correlation are used as key stream gener-
ators or in a block cipher, sequences are used as a session key generator. Moreover in
a public key cryptosystem, sequences with low cross correlation are used as pseudo-
random number generators. These sequences provides resistance to the system against
cross correlation attack [27].

1.4 Overview of the thesis

In the previous sections it is explained that sequences with good correlation proper-
ties are important for communication and cryptographic systems. In this thesis, we
focus on low maximum crosscorrelation magnitude of sequence families. This thesis
arranged as follows:

• In Chapter 2, we introduce a summation of mathematical background required
to understand the next chapters of this thesis. Then we give some necessary
definitions and theorems about finite fields, sequences and quadratic forms.

• In Chapter 3 we focus on sequences with low maximum cross correlation mag-
nitude. First we introduce some of the known sequence families with low max-
imum crosscorrelation magnitude. Then we construct a family of binary se-
quences for odd positive integer n = 3k for odd k with Cmax = 1 + 2

n+3
2 .
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After a referee review we found out that this family is a subfamily of general-
ized modified Gold sequence family [42]. Furthermore we explain the relation
between our sequence family and the Generalized Modified Gold sequence fam-
ily. Finally we compare all of the given sequence families with good correlation
properties.

• In Chapter 4 we present the conclusion.
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CHAPTER 2

PRELIMINARIES

In this chapter a general background on finite fields, quadratic forms and sequences is
given. For further explanations and applications, the reader is referred to [26] and [30].

2.1 Finite Fields

Definition 2.1. A field F = (F,+, ·) is a set F , together with two binary operations
(+) and (·) on F such that

• x+ y = y + x and x · y = y · x for all x, y ∈ F ;

• (x+ y) + z = x+ (y + z) and (x · y) · z = x · (y · z) for all x, y, z ∈ F ;

• For two binary operations (+) and (·) there exists unique elements e and e′ of F
with the properties that x+e = e+x = x and x ·e′ = e

′ ·x = x for all x, y ∈ F ;

• given any element x of F , there exists an element x′ of F with the property that
x+ x

′
= x

′
+ x = e;

• given any nonzero element x of F , there exists an element x′′ of F with the
property that x · x′′ = x

′′ · x = e
′

• x · (y + z) = x · y + x · z and (x+ y) · z = x · z + y · z for all x, y, z ∈ F .

Definition 2.2. Let K be a subset of F that is itself a field under the operations of F .
Then K is called a subfield of F and F is called an extension of K.

Definition 2.3. A field containing no proper subfields is called a prime field.

Definition 2.4. A finite field is a field that contains a finite number of elements. This
number is called the order of a finite field.

For a prime number p, let F be the set of {0, 1, . . . , p− 1} of integers and let

σ : Z/(p)→ F

[a] 7→ a,

11



for a = 0, 1, . . . , p − 1. Then F has a field structure induced by σ. F is a finite field
and called the Galois field of order p, denoted by Fp.

Lemma 2.1. Let F be a finite field and K be a subfield of F with q elements. Then F
is a vector space over K and |F | = qm, where m is the dimension of F over K.

Lemma 2.2. Let F be a finite field of order q. Then for all x ∈ F , xq = x.

Definition 2.5. The characteristic of a finite field F is the smallest positive integer n
such that nx = 0 for all x ∈ F .
Every finite field has prime characteristic.

Theorem 2.3 (Existence and Uniqueness of Finite Fields). For every prime p and every
positive integer n ≥ 1 there exists a finite field with pn elements. Any finite field with
q = pn elements is isomorphic to the splitting field of the polynomial xq − x over Fp.

Definition 2.6. A primitive element α of a finite field Fp is a generator of its multi-
plicative group F∗p.

Definition 2.7. Let q be a prime or a power of a prime. For α ∈ F = Fqn and K = Fq,
the trace of α over K is the sum of the conjugates of α and it is defined as

TrF/K(α) = Trn1 (α) = α + αq + · · ·+ αq
n−1.

The trace function satisfies the following properties:

1. TrF/K(α + β) = TrF/K(α) + TrF/K(β), for all α, β ∈ F ;

2. for any α ∈ F , TrF/K(α) ∈ K;

3. TrF/K(cα) = cTrF/K(α) for c ∈ K and α ∈ F ;

4. TrF/K is a K− linear map from F onto K;

5. TrF/K(αq) = TrF/K(α) for all α ∈ F ;

6. TrF/K(α) = nα for all α ∈ K;

7. let α ∈ F . If TrF/K(αβ) = 0 for all β ∈ F , then α = 0,

8. |{β ∈ F : TrF/K(β) = α}| = qn−1, for any α ∈ K.

Theorem 2.4. Let K be a finite field. Let F be a finite extension of K and E a finite
extension of F . Then

TrE/K(α) = TrF/K(TrE/F (α)), for all α ∈ E.

Definition 2.8. Let f(x) = xn − 1 ∈ Fq[x]. Then the roots α1, α2, · · · , αn ∈ Fqn of
f(x) are called the n-th roots of unity over Fq.

Definition 2.9. Let Fq be a finite field of characteristic p satisfying p 6 | n and α ∈ Fqn .
If the cyclic group of n-th roots of unity is generated by α, then α is a primitive n-th
root of unity over Fq.
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2.2 Some Special Functions Over Finite Fields

Definition 2.10. For a positive integer n, an n-variable Boolean function is defined
from Fn2 to F2 and denoted by f(x), where x = (x1, . . . , xn) ∈ Fn2 and xi ∈ F2. A
Boolean function consists of a sum of all possible products of xij ’s with coefficients 0
or 1, that is,

f(x) = f(x1, . . . , xn) = c0 +
∑

1≤j≤n

ci1i2...ijxi1xi2 · · ·xij , (2.1)

where c0, ci1i2...ij ∈ F2 and {i1, · · · , ij} ⊂ {1, · · · , n}. The degree of the Boolean
function f(x) is the maximum value of j where ci1i2...ij is nonzero. Equation (2.1) is
called the algebraic normal form of a Boolean function [13].

Remark that with the structure of F2n , Fn2 can be endowed and it gives advantages
when designing Boolean functions. In this case, the function is denoted by f(x), where
x ∈ F2n .

Definition 2.11. Let f(x) be a function from F2n to F2. Then, f(x) can be represented
as

f(x) =
∑
j∈J

Tr
mj
1 (Ajx

j) + A2n−1, Aj ∈ F2mj , A2n−1 ∈ F2 (2.2)

where J is a set containing all coset leaders modulo 2n − 1 and mj|n is the size of
the coset Cj [13, 19]. The equation (2.2) is called trace represantation of f(x) or a
polynomial.

2.3 Sequences and Their Properties

Definition 2.12. Let f(x) ∈ Fq[x] be a primitive polynomial, which is the minimum
polynomial of a primitive element α ∈ Fqn . A nonzero sequence s(t) over Fq generated
by f(x) is called a maximal length sequence (m-sequence). Let a = αi, where α has
order qn − 1 and i = 0, . . . , qn − 1. Then the m-sequence is defined by

s(t) = Trn1 (aαt), a ∈ Fqn .

Definition 2.13. Let a = {at} and b = {bt} be two binary sequences. If there exists
an integer τ for all t ≥ 0, such that

at = bt + τ,

then a and b are called cyclically equivalent. Otherwise they are said to be cyclically
distinct [13].

Definition 2.14. Let a = {at} be a binary sequence of period N and K be the differ-
ence between the numbers of 0’s and 1’s of a in a period N .
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Then, a is called balanced [11] if

K =

∣∣∣∣∣
N−1∑
t=0

(−1)at

∣∣∣∣∣ ≤ 1.

For even N , a is balanced if and only if K = 1 and for odd N, it is balanced if and
only if K = 0.

Definition 2.15. Let a = {at} and b = {bt} be two arbitrary binary sequences of
period N . The correlation between a and b is defined by

Ca,b(τ) =
N−1∑
t=0

(−1)at+τ+bt , 0 ≤ τ ≤ N − 1. (2.3)

Note that if a and b are cyclically equivalent, that is at = bt+k for all 1 ≤ t, k ≤ N ,
then Ca,b is called the autocorrelation of a. Otherwise if a and b are cyclically distinct,
then Ca,b is called the cross correlation of a and b.

Let S = {s0, · · · sm−1} be a sequence family with m cyclically distinct sequences of
period N . Then the maximum correlation magnitude of S is defined as

Cmax = max{|Csi,sj(τ)| if si 6= sj, or si = sj and τ 6= 0}. (2.4)

Definition 2.16. Let f(x) be a polynomial function from F2n to F2. Then the Hadamard
transform of f(x) is defined as

f̂(β) =
∑
x∈F2n

(−1)f(x)+Tr(βx), β ∈ F2n .

The inverse transformation is as follows

(−1)f(β) =
1

2n

∑
x∈F2n

(−1)Tr(βx)f̂(x), β ∈ F2n .

Definition 2.17. Let x = (x1, · · · , xn) ∈ Fn2 and f(x) be a Boolean function from Fn2
to F2. Then the Walsh transform of a Boolean function f(x) is defined as

f̂(y) =
∑
x∈Fn2

(−1)f(x)+y·x, y ∈ Fn2 .

Remark 2.1. The Hadamard transform of a polynomial function corresponds to the
Walsh transform of the equivalent Boolean function [13].

Let α ∈ F2n be primitive and f be a function from Fn2 to F2 satisfying f(0) = 0. Let
a = {at} and b = {bt} be two binary sequences of period 2n−1, such that at = f(αt)
and bt = Tr(αt), where t = 0, 1, · · · . Then there is a relation between the cross
correlation of a sequence, and an m-sequence and the Hadamard transform of f , such
as

Ca,b = −1 + f̂(β), where β = ατ , 0 ≤ τ ≤ N − 1.
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Definition 2.18. A Boolean function f is called t-plateaued if the Walsh transform
values of f are in {0,±2

n+t
2 } for some t = 0, 1, · · · , n.

Furthermore, if n is an even integer, a function f is called bent function if and only
if f is a 0-plateaued function. The Walsh transform values of a bent function are in
{0,±2

n
2 }.

2.4 Quadratic Forms

Definition 2.19. A function f : F2n → F2 is called quadratic form if it can be written
as

f(x) =
t∑
i=0

Trn1 (aix
1+2i), (2.5)

where ai ∈ F2n and t =
⌈
n
2

⌉
.

Definition 2.20. The symplectic form of a quadratic form f(x) is defined by

Bf (x, y) = f(x) + f(y) + f(x+ y). (2.6)

Remark 2.2. The symplectic form of a quadratic form f(x) is symmetric and bilinear.

The radical of a quadratic form f(x) is defined as follows

W = {x ∈ F2n : Bf (x, y) = 0 ∀y ∈ F2n}. (2.7)

Let 2r be the rank of the quadratic form f(x). Then 2r = n− log2N , where N is the
number of elements of the radicalW .

Lemma 2.5. Let f(x) be a function from F2n to F2. If f(x) is a quadratic form of rank
2r, where 2 ≤ 2r < n, then the Walsh transform of f(x) is

f̂(β) =


2n−r, 22r−1 + 2r−1 times,

0, 2n − 22r times,

−2n−r, 22r−1 − 2r−1 times.

(2.8)
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CHAPTER 3

SEQUENCE FAMILIES WITH LOW CROSSCORRELATION
MAGNITUDE

3.1 Known Sequence Families with Low Cross Correlation Magnitude

Sequence families with small correlation magnitude play an important role in CDMA
systems. It is critical to find such sequences with low correlation magnitude to be used
in such systems.

In this section we give two important well known lower bounds which are used to
compare the maximum correlation magnitude of a sequence family. We give a brief
introduction to some known sequence families with good cross correlation distribution.

Let S =
{
{si(t)} : 1 ≤ i ≤ M

}
be a sequence family with M cyclically distinct

sequences of period N . Let Cmax denote the maximum cross correlation magnitude of
S.

Theorem 3.1. [30] For an arbitrary positive integer l with l ≥ 1, and for the sequence
family S defined as above, the Welch bound satisfies the following inequality:

(Cmax)
2l ≥ 1

MN − 1

(
MN2l+1(
N+l−1
N−1

) −N2l

)
.

Theorem 3.2. [30] For an arbitrary positive integer l with l ≥ 1, and for the sequence
family S defined as above, the Sidelnikov bound satisfies the following inequality:

1. When q = 2,

(Cmax)
2 > (2l + 1)(N − l) +

l(l + 1)

2
− 2lN2l+1

M(2l)!
(
N
l

) , 0 ≤ l ≤ 2N

5
.

2. When q > 2,

(Cmax)
2 >

l + 1

2
(2N − l)− 2lN2l+1

M(l!)2
(

2N
l

) , l ≥ 0.

Now we give definitions of some important sequence families.
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3.1.1 Gold Sequences

Definition 3.1. Let n be an odd integer, d = 2k + 1, and gcd(k, n) = 1. Let α be a
primitive element of F2n and s(t) = Trn1 (αt) be anm−sequence of periodN = 2n−1.
Then the Gold sequence family [10] is defined by:

S(t) = {s(t)} ∪ {s(dt)} ∪ {{s(t+ τ) + s(dt) : 0 ≤ τ ≤ N − 1}}.

In other words, this family is constructed by using the following quadratic form

p(x) = Trn1 (x1+2).

Then,
S = {si(t) : 0 ≤ i ≤ 2n, 0 ≤ t ≤ 2n − 2},

where

si(t) =

{
Trn1 (ηiα

t) + p(αt), 0 ≤ i < 2n

Trn1 (αt), i = 2n.
,

where ηi is enumeration of F2n

The Gold sequence family has 2n + 1 cyclically distinct sequences of period 2n − 1,
its maximum correlation magnitude is Cmax = 1 + 2

n+1
2 and the correlation values are

{−1,−1 + 2n,−1± 2
n+1

2 }.

3.1.2 Kasami Sequences

Definition 3.2. Let n = 2l, l ≥ 2, and α be a primitive element of F2n . Then the small
family of Kasami sequences [22, 23] is defined by

S(t) = {su(t) : u ∈ F2l , 0 ≤ t ≤ N − 1}

where
su(t) = Trn1 (αt) + Trl1(uα(1+2l)t).

The small family of Kasami sequences has 2l cyclically distinct sequences of period
2n − 1 and its maximum correlation magnitude is Cmax = 1 + 2l.

3.1.3 Sidelnikov Sequences

Definition 3.3. Let k be a positive integer and k < p, where p is a prime number. Let
α be a primitive element of Fpn . Then for am ∈ Fpn where 1 ≤ m ≤ l, the family of
Sidelnikov sequences [38] is defined by

S(t) = Trn1

(
k∑

m=1

amα
mt

)
.
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The Sidelnikov sequence family has M ≥ pn(k−1) cyclically distinct sequences of
period N = pn− 1 and its maximum correlation magnitude is Cmax ≤ 1 + (k− 1)p

n
2 .

3.1.4 No Sequences

Definition 3.4. Let n = 2l, with l ≥ 2, and α be a primitive element of F2n . Let
1 ≤ r ≤ 2l − 1, gcd(r, 2l − 1) = 1, where r 6= 2i for any i. Then the family of No
sequences [33] is defined by

S(t) = {su(t) : u ∈ F2n , 0 ≤ t ≤ N − 1}

where

su(t) = Trl1

((
Trl1
(
αt + uα(2l+1)t

))r)
.

The family of No sequences has the same family size and the same maximum correla-
tion magnitude as the small family of Kasami sequences. Also remark that the family
of Kasami sequences has the highest linear complexity.

3.1.5 Bent Sequences

Definition 3.5. For a prime number p, let f(x) be a function from Fpn to Fp. Let
ω ∈ Fpn be a complex p−th root of unity. Then the Walsh function is defined as
follows:

Wf (w) =
1√
pm

∑
x∈Fpm

ωf(x)−Trn1 (wx), for all w ∈ Fpn .

If the Walsh transform of a function takes values of unit magnitude then it is called a
generalized bent function. Moreover the sequences of values ωf(x) are called bent se-
quences [34]. For a primitive element α ∈ Fpn the cross correlation of a bent sequence
is as follows:

Cf (τ) =

pn−2∑
t=0

ωf(αt)−Trn1 (αt+τ ).

3.1.6 Kumar and Moreno p-ary Bent Sequences

Definition 3.6. Let n = 2l, and α be a primitive element of Fpn . Let V l
p be an

l−dimensional vector space over Fp. Let {β1, β2, . . . , βl} be a basis of Fpl over Fp
and σ ∈ Fpn − Fpl . Then, for γ ∈ F∗

pl
, the Kumar and Moreno p-ary bent sequences

are defined [25] as follows:

S = {su(t) : u ∈ Fpl , 0 ≤ t ≤ pn − 2}
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where
su(t) = f(L(αt)) + Trn1 ((uσ + γ)αt)

and
L(x) = {Trn1 (β1σx), . . . , T rn1 (βlσx)}.

The Kumar and Moreno sequence family has p
n
2 cyclically distinct sequences of period

N = pn − 1 and its maximum correlation magnitude Cmax = 1 + p
n
2 .

3.1.7 Gold-like Sequences

Definition 3.7. Let p be a prime number and n be a positive odd integer. Let ηi be the
enumeration of the elements of F2n , for 0 ≤ i ≤ 2n − 1,

Let p(x) be the quadratic form defined as follows:

p(x) =

n−1
2∑
j=0

Trn1 (x1+2j).

Then the Gold-like sequence family [3] is defined by

S = {si(t) : 0 ≤ i ≤ 2n, 0 ≤ t ≤ 2n − 2},

where

si(t) =

{
Trn1 (ηiα

t) + p(αt), 0 ≤ i < 2n

Trn1 (αt), i = 2n.

The Gold-like sequence family has 2n+1 cyclically distinct sequences of period 2n−1,
its maximum correlation magnitude isCmax = 1+2

n+1
2 and the correlation distribution

is given as follows

Ci,j(t) =


−1 + 2n, 2n + 1 times,
−1, 23n−1 + 22n − 2n − 2 times,
−1 + 2

n+1
2 , (22n−2)(2n−2 + 2

n−3
2 ) times,

−1− 2
n+1

2 , (22n−2)(2n−2 − 2
n−3

2 ) times.

3.1.8 Kim and No Sequences

Definition 3.8. Let n be a positive odd integer with n = me, where m ≥ 3 is an odd
integer. Let k be a positive integer satisfying gcd(n, k) = e. For 0 ≤ i ≤ 2n − 1, let ηi
be the enumeration of the elements of F2n .
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Let q(x) be the quadratic form defined as follows:

q(x) =

m−1
2∑

h=0

Trn1 (x1+2eh).

Then the Kim and No sequence family [24] is defined by

S = {si(t) : 0 ≤ i ≤ 2n, 0 ≤ t ≤ 2n − 2},

where

si(t) =

{
Trn1 (ηiα

t) + q(αt), 0 ≤ i < 2n

Trn1 (αt), i = 2n.

The Kim and No sequence family has 2n + 1 cyclically distinct sequences of period
2n − 1, its maximum correlation magnitude is Cmax = 1 + 2

n+e
2 , where e is an integer

satisfying n = me. The correlation distribution of this family is given as follows

Ci,j(t) =


−1 + 2n, 2n + 1 times
−1, (2n − 2n−e + 1)(22n − 2) times
−1 + 2

n+e
2 , (2n−e−1 + 2

n−e−2
2 )(22n − 2) times

−1− 2
n+e

2 , (2n−e−1 − 2
n−e−2

2 )(22n − 2) times.

3.1.9 Tang et al. Sequences

Tang, Helleseth, Hu and Jiang used two quadratic forms p(x) and q(x), given by Boztas
and Kumar and Kim and No respectively. They constructed a new family of Gold-like
sequences and they gave the correlation distribution of this family.

Definition 3.9. Let n be a positive odd integer with n = me, where m ≥ 3 is an odd
integer. Let k be a positive integer satisfying gcd(n, k) = e. For 0 ≤ i ≤ 2n − 1, let ηi
be the enumeration of the elements of F2n and let w ∈ F2n \ {1}.

Let pw(x) be the quadratic form defined as follows:

pw(x) =

n−1
2∑

h=0

Trn1 (x1+2h) +

m−1
2∑

h=0

Trn1 ((wx)1+2h).

Then the sequence family constructed by Tang et al. [40] is defined as follows:

S = {si(t) : 0 ≤ i ≤ 2n, 0 ≤ t ≤ 2n − 2},

where

si(t) =

{
Trn1 (ηiα

t) + pw(αt), 0 ≤ i < 2n

Trn1 (αt), i = 2n.
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The correlation distribution of the family is as follows

Ci,j(t) =


−1 + 2n, 2n + 1 times
−1, 23n−1 + 22n − 2n − 2 times
−1 + 2

n+1
2 , (22n−2)(2n−2 + 2

n−3
2 ) times

−1− 2
n+1

2 , (22n−2)(2n−2 − 2
n−3

2 ) times.

3.1.10 Modified Gold Sequences

Definition 3.10. Let n = 2l + 1, n ≥ 5 be and odd integer. The modified Gold
sequence family constructed by Rothaus [36] is defined as follows:

S(t) =
{
{sΛ(t)} : Λ = (λ0, λ1, λ2), λi ∈ F2n for 0 ≤ i ≤ 2

}
where

sΛ(t) = Trn1
(
λ0α

t
)

+ Trn1
(
λ1α

(1+2
n+1

2 )t
)

+ Trn1
(
λ2α

(1+2
n+3

2 )t
)
.

The modified Gold sequence family has 2n+2(k−1)n+ · · ·+2n+1 sequences of period
2n − 1, and its maximum correlation magnitude is 1 + 2

n+3
2 .

3.1.11 Generalized Modified Gold Sequences

Definition 3.11. Let n = 2l+ 1, m be an integer satisfying gcd(n,m) = 1 and k be an
integer with 1 ≤ k ≤ l. Let α be a primitive element of F2n . Then the sequence family
constructed by Zhou and Tang [42] is defined as follows:

Sm(k) =
{
{sΛ(t)} : Λ = (λ0, . . . , λk), λi ∈ F2n for 0 ≤ i ≤ k

}
where

sΛ(t) = Trn1 (λ0α
t) +

k∑
i=1

Trn1 (λiα
(1+2(l+j)m)t).

Let

4i = {(λ0, . . . , λk) : λj ∈ F2n for 0 ≤ j < i, λi = 1, and λj = 0 for i < j ≤ k},

and for each 0 ≤ i ≤ k, let

Fmi = {{sΛ(t) : Λ ∈ 4i}.

Then

Fm(k) =
k⋃
i=0

Fmi
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is a set of cyclically distinct representatives for family Sm(k).

The family Fm(k) has 2kn+2(k−1)n+ · · ·+2n+1 cyclically distinct binary sequences
of period 2n − 1, and its maximum correlation magnitude is 1 + 2l+k. The correlation
values of this family are computed for special cases in [42].

Remark 3.1. When k = 1, the family Fm(1) is the Gold sequence family. In [10] the
correlation distribution of this family is given as follows

Ci,j(t) =


−1 + 2n, 2n + 1 times
−1, (2n−1 + 1)(22n − 2) times
−1 + 2

n+1
2 , (2n−2 + 2l−1)(22n − 2) times

−1− 2
n+1

2 , (2n−2 − 2l−1)(22n − 2) times.

Remark 3.2. F1(k) is the modified Gold sequence family given by Rothaus in [36].

For k = 2, the correlation distribution of Fm(2) is given [42] as follows

−1 + 2n, 22n + 2n + 1 times,
−1, 9 · 25n−4 + 3 · 24n−3 + 23n − 9 · 22n−3 − 3 · 2n−2 − 2 times
−1 + 2

n+1
2 , 1

3
· (2n−2 + 2l−1)(5 · 24n−1 + 23n+2 − 5 · 2n − 8) times

−1− 2
n+1

2 , 1
3
· (2n−2 − 2l−1)(5 · 24n−1 + 23n+2 − 5 · 2n − 8) times

−1 + 2
n+3

2 , 1
3
· (2n−4 + 2l−2)(24n−1 − 23n − 2n + 2) times

−1− 2
n+3

2 , 1
3
· (2n−4 − 2l−2)(24n−1 − 23n − 2n + 2) times.

3.1.12 Yu and Gong Sequences

Definition 3.12. Let n = 2l + 1 be odd and ρ be a positive integer with 1 ≤ ρ ≤ l.
Then the family S ′o(ρ) of Yu and Gong [41] is defined by

S ′o(ρ) =
{
s
′Λ|Λ = {λ0, · · · , λρ−1}, λi ∈ F2n

}
where s′Λ = {s′Λ0 , s

′Λ
1 , · · · , s

′Λ
2n−2} is a binary sequence of period 2n − 1.

Note that s′Λt = s
′
Λ(αt) for a primitive element α of F2n , where s′Λ(x) is the trace

representation of s′Λt , and it is given by:

s
′

Λ(x) = s
′

λ0,··· ,λρ−1
(x) = Tr(λ0x) +

ρ−1∑
i=1

Tr(λix
1+2i) +

l∑
i=ρ

Tr(x1+2i),

for x ∈ F∗2n .

The Yu and Gong sequence family S ′o(ρ) has 2nρ cyclically distinct binary sequences
of period 2n − 1. The correlation of sequences is (2ρ + 2)-valued and maximum
correlation is 1 + 2

n+2ρ−1
2 .
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Particularly when ρ = 2, the sequence family is given as follows

S ′o(2) = {s′Λ|Λ = {λ0, λ1}, λi ∈ F2n},

where

sλ0,λ1(x) = Tr(λ0x) + Tr(λ1x
3) +

n−1
2∑
i=2

Tr(x1+2i),

for x ∈ F∗2n .

This family S ′o(2) has 22n cyclically distinct binary sequences of period 2n − 1 and
the correlation of sequences in this family is six-valued and its maximum correlation
magnitude is 1 + 2

n+3
2 . The complete correlation distribution of any two sequence in

this family is given [41] as follows

CΛ,Θ(τ) =



−1 + 2n, 22n times
−1, 22n(9 · 23n−4 − 3 · 22n−2

+3 · 2n−2 − 1) times
−1± 2

n+1
2 , 1

3
· 22n2

n−3
2 (2

n−1
2 ± 1)

(5 · 22n−1 − 2n − 5) times
−1± 2

n+3
2 , 1

3
· 22n2

n−3
2 (2

n−3
2 ± 1)

·(2n−1 − 1)2 times.

Our motivation is to construct a new family of binary sequences with low cross corre-
lation magnitude. We shift the coefficient λ1 in the construction [41] and cancel n−3

2

different polynomials from S ′o(2). We give the detailed definition in the next section.

3.2 Our Sequence Construction

Definition 3.13. Let n = 3k and k be an odd integer with k ≥ 3. Let λ0, λ1 ∈ F2n .
Let α ∈ F2n be primitive, sΛ

t = sΛ(αt) and sΛ is the trace representation of sΛ
t . Then

sΛ(x) is defined by

sΛ(x) = Tr
(
λ0x
)

+ Tr
(
λ1x

1+2
n−3

2
)

+ Tr
(
x1+2

n−1
2
)
, for x ∈ F∗2n .

Theorem 3.3. Let n = 3k, and k ≥ 3 be an odd integer. The sequence family U has 22n

binary sequences of period 2n − 1. The family has six-valued correlation distribution
and its maximum correlation magnitude is 1 + 2

n+3
2 .

Proof. The proof of the correlation values of the sequence family U is given under 4
main subcases depending on the parameters Λ,Θ and τ . It can be summarized as:
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• Case 1: τ = 0 and Λ = Θ,

• Case 2: τ = 0 and Λ 6= Θ,

• Case 3: τ 6= 0 and Λ = Θ,

• Case 4: τ 6= 0 and Λ 6= Θ.

Proof of Case 1. Let τ = 0 and Λ = Θ, that is
(
λ0, λ1

)
=
(
θ0, θ1

)
. Then, the correla-

tion function is

CΛ,Θ(τ) =
2n−2∑
t=0

(−1)sΛ(t)+sΛ(t)

=
2n−2∑
t=0

(−1)0 = 2n − 1.

Proof of Case 2. Let τ = 0 and Λ 6= Θ, that is
(
λ0, λ1

)
6=
(
θ0, θ1

)
. Then, the correla-

tion between sΛ(t) and sΘ(t) is given by

CΛ,Θ(τ) =
2n−2∑
t=0

(−1)sΛ(t)+sΘ(t)

=
∑
x∈F∗2n

(−1)A,

where
A = Tr

[(
λ0 + θ0

)
x+

(
λ1 + θ1

)
x1+2

n−3
2

]
and αt = x.

Then the symplectic form Bf (x, y) of the quadratic form is

Bf (x, y) = Tr
[(
λ1 + θ1

)(
xy2

n−3
2 + x2

n−3
2 y
)]
.

To find the rank of the quadratic form we need to investigate the roots of the symplectic
form which defined as the radical of the quadratic form. The radicalW is the roots of
the following polynomial

W (x) =
[
(λ1 + θ1)x2

n−3
2 + (λ1 + θ1)2

n+3
2 x2

n+3
2

]
= 0

=
[(
λ1 + θ1

)2
n+3

2

x+
(
λ1 + θ1

)23

x23
]2

n−3
2

= 0.

(3.1)
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Let δ = λ1 + θ1, then equation (3.1) can be written as follows

W (x) =
[
δ2

n+3
2 x+ δ23

x23
]2

n−3
2

= 0. (3.2)

Then,
δ2

n+3
2 x+ δ23

x23

= 0

is solvable if and only if

x23−1 = δ2
n+3

2 −23

is solvable.

As n = 3k and k = 2k1 + 1, for some positive integer k1,

2
n−3

2 = 2
3k−3

2 = 2
3(k−1)

2 = 2
3(2k1+1−1)

2 = (23)k1 ≡ 1 mod 23 − 1.

We observe that the number of solutions of the radical is N = 8 and dimW = 3.

So the correlation values in this case are

{−1,−1 + 2
n+3

2 ,−1− 2
n+3

2 }.

Proof of Case 3. Let τ 6= 0 and Λ = Θ, that is
(
λ0, λ1

)
=
(
θ0, θ1

)
. Then, the correla-

tion between sΛ(t) and sΘ(t) is given by

CΛ,Θ(τ) =
2n−2∑
t=0

(−1)sΛ(t)+sΛ(t+τ)

=
∑
x∈F∗2n

(−1)A,

where

A = Tr
[(
λ0 + λ0β

)
x+

(
λ1 + λ1β

1+2
n−3

2
)
x1+2

n−3
2 +

(
1 + β1+2

n−1
2
)
x1+2

n−1
2

]
,

αt = x and ατ = β.

Then, the symplectic form Bf (x, y) is as follows,

Tr
[
λ1

(
1 + β1+2

n−3
2
)(
xy2

n−3
2 + x2

n−3
2 y
)

+
(
1 + β1+2

n−1
2
)(
xy2

n−1
2 + x2

n−1
2 y
)]
.

Then the radicalW is the roots of

W (x) =
[(
λ1

)2
n+3

2 (
1 + β1+2

n+3
2
)
x+

(
1 + β2+2

n+3
2
)
x2

+
(
1 + β22+2

n+3
2
)
x22

+
(
λ1

)23(
1 + β23+2

n+3
2
)
x23
]2

n−3
2

= 0.

(3.3)
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Let B1 =
(
λ1

)2
n+3

2 (
1 + β1+2

n+3
2
)

and B2 =
(
1 + β2+2

n+3
2
)
.

Then the equation (3.3) can be written as

W (x) =
[
B1x+B2x

2 +B2
n+1

2

2 x22

+B2
n+3

2

1 x23
]2

n−3
2

= 0.

As dimW ≤ 3 and since n is odd and 2r = n− log2N , where N = |W|, we observe
that dimW = 1 or dimW = 3. Therefore correlation values in this case are

{−1,−1± 2
n+1

2 ,−1± 2
n+3

2 }.

Proof of Case 4. Let τ 6= 0 and Λ 6= Θ, that is
(
λ0, λ1

)
6=
(
θ0, θ1

)
. Then, the correla-

tion between sΛ(t) and sΘ(t) is given by

CΛ,Θ(τ) =
2n−2∑
t=0

(−1)sΛ(t)+sΘ(t+τ)

=
∑
x∈F∗2n

(−1)A,

where ατ = β, αt = x, and

A = Tr
[(
λ0 + θ0β

)
x+

(
λ1 + θ1β

1+2
n−3

2
)
x1+2

n−3
2 +

(
1 + β1+2

n−1
2
)
x1+2

n−1
2

]
.

Then, the symplectic form Bf (x, y) of the quadratic form is as follows

Tr
[(
λ1 + θ1β

1+2
n−3

2
)(
xy2

n−3
2 + x2

n−3
2 y
)

+
(
1 + β1+2

n−1
2
)(
xy2

n−1
2 + x2

n−1
2 y
)]
.

Then, the radicalW is the roots of

W (x) =

[(
λ1 + θ1β

1+2
n−3

2

)
x2

n−3
2

+
(

1 + β1+2
n−1

2

)
x2

n−1
2 +

(
1 + β1+2

n+1
2

)
x2

n+1
2

+
((
λ1

)2
n+3

2

+
(
θ1

)2
n+3

2

β1+2
n+3

2

)
x2

n+3
2

]
= 0.

(3.4)

The equation (3.4) can be written as

W (x) =

[((
λ1

)2
n+3

2

+
(
θ1

)2
n+3

2

β1+2
n+3

2

)
x+

(
1 + β2+2

n+3
2

)
x2

+
(

1 + β22+2
n+3

2

)
x22

+
((
λ1

)23

+
(
θ1

)23

β23+2
n+3

2

)
x23

]2
n−3

2

= 0.

(3.5)
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As in Case 3, let

B1 =
(

(λ1)2
n+3

2 + (θ1)2
n+3

2 β1+2
n+3

2

)
and B2 =

(
1 + β2+2

n+3
2

)
.

Then the equation (3.5) can be represented as

W (x) =
[
B1x+B2x

2 +B2
n+1

2

2 x22

+B2
n+3

2

1 x23
]2

n−3
2

. (3.6)

We observe that, dimW ≤ 3. Since n is odd and 2r = n− dimW , dimW = 1 or dim
W = 3. Therefore correlation values in this case are

{−1,−1± 2
n+1

2 ,−1± 2
n+3

2 }.

Collecting all cases together we proved that the correlation of our sequence family is
six-valued and it takes the values {−1,−1 + 2n,−1 ± 2

n+1
2 ,−1 ± 2

n+3
2 }. Thus its

maximum correlation magnitude Cmax = 1 + 2
n+3

2 .

3.2.1 Examples

In this section, for n = 9 and n = 15 we compute the correlation values of this
sequence family.

Example 1. Let n = 9. Then

sΛ(x) = Tr(λ0x) + Tr(λ1x
1+23

) + Tr(x1+24

).

We will investigate the correlation of a pair sequences.

Let
sΘ(x) = Tr(θ0x) + Tr(θ1x

1+23

) + Tr(x1+24

).

There are 4 cases:

Case 1.

Let Λ = Θ and τ = 0. Then,

CΛ,Θ(τ) = CΛ,Λ(0) =
2n−2∑
t=0

(−1)sΛ(t)+sΛ(t)

=
2n−2∑
t=0

(−1)0

= 2n − 1 = 29 − 1

= 511.
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Case 2: Let Λ 6= Θ and τ = 0. Then,

CΛ,Θ(τ) = CΛ,Θ(0) =
2n−2∑
t=0

(−1)sΛ(t)+sΘ(t)

=
∑
x∈F∗2n

(−1)A,

where
A = Tr

[(
λ0 + θ0

)
x+

(
λ1 + θ1

)
x1+23

]
and αt = x.

The symplectic form Bf (x, y) of the quadratic form is given as follows

Bf (x, y) = Tr
[(
λ1 + θ1

)(
xy23

+ x23

y
)]
.

Then the radicalW is the roots of

W (x) =
[(
λ1 + θ1

)
x23

+
(
λ1 + θ1

)26

x26
]

= 0. (3.7)

The equation (3.7) can be written as

W (x) =
[(
λ1 + θ1

)26

x+
(
λ1 + θ1

)23

x23
]23

= 0. (3.8)

Let δ = λ1 + θ1, then equation (3.8) can be written as follows

W (x) =
[
δ26

x+ δ23

x23
]23

= 0. (3.9)

Then,
δ26

x+ δ23

x23

= 0

is solvable if and only if
x23−1 = δ26−23

is solvable.

Clearly, number of solutions of the radical is N = 8 and dim W = 3. Thus, the
correlation values in this case are

{−1,−1 + 26,−1− 26} = {−1, 63,−65}

Case 3: Let Λ = Θ and τ 6= 0. Then,

CΛ,Θ(τ) = CΛ,Λ(τ) =
2n−2∑
t=0

(−1)sΛ(t)+sΛ(t+τ)

=
∑
x∈F∗2n

(−1)A,

where

A = Tr
[(
λ0 + λ0β

)
x+

(
λ1 + λ1β

1+23)
x1+23

+
(
1 + β1+24)

x1+24
]
.
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Then, the symplectic form Bf (x, y) of the quadratic form is computed as follows

Bf (x, y) =tr
[
(λ1)(1 + β1+23

)(xy23

+ x23

y) + (1 + β1+24

)(xy24

+ x24

y)
]
.

Then to find the dimension of W , we need to investigate the roots of the following
polynomial W (x) defined by

W (x) =
[
(λ1)(1 + β1+23

)x23

+ (1 + β1+24

)x24

+ (1 + β1+25

)x25

+ (λ1)26

(1 + β1+26

)x26
]

= 0.
(3.10)

The equation (3.10) can be written as follows,

W (x) =
[(
λ1

)26(
1 + β1+26)

x+
(
1 + β2+26)

x2

+
(
1 + β22+26)

x22

+
(
λ1

)23(
1 + β23+26)

x23
]23

= 0.
(3.11)

Let B1 =
(
λ1

)26(
1 + β1+26) and B2 =

(
1 + β2+26).

Then the equation (3.11) can be written as

W (x) =
[
B1x+B2x

2 +B25

2 x
22

+B26

1 x
23
]23

= 0.

It is clear that dimW ≤ 3 and since n = 9 is odd and 2r = n− log2N = 9− log2N ,
where N = |W|, it is clearly seen that dim W = 1 or dim W = 3. Therefore
correlation values in this case are

{−1,−1 + 25,−1− 25,−1 + 26,−1− 26} = {−1, 31,−33, 63,−65}.

Case 4: Let Λ 6= Θ and τ 6= 0. Then,

CΛ,Θ(τ) = CΛ,Θ(τ) =
2n−2∑
t=0

(−1)sΛ(t)+sΘ(t+τ)

=
∑
x∈F∗2n

(−1)A,

where

A = Tr
[(
λ0 + θ0β

)
x+

(
λ1 + θ1β

1+23)
x1+23

+
(
1 + β1+24)

x1+24
]
.

Then, the symplectic form Bf (x, y) of the quadratic form is as follows

Bf (x, y) = Tr
[(
λ1 + θ1β

1+23)(
xy23

+ x23

y
)

+
(
1 + β1+24)(

xy24

+ x24

y
)]
.
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Moreover, by finding the roots of the following polynomial W (x) the dimension of the
radical can be computed. W (x) is defined by

W (x) =
[(
λ1 + θ1β

1+23)
x23

+
(
1 + β1+24)

x24

+
(
1 + β1+25)

x25

+
(
(λ1)26

+ (θ1)26

β1+26)
x26
]

= 0.
(3.12)

The equation (3.12) can be written as follows

W (x) =
[(

(λ1)26

+ (θ1)26

β1+26)
x+

(
1 + β2+26)

x2

+
(
1 + β22+26)

x22

+
(
(λ1)23

+ (θ1)23

β23+26)
x23

)
]23

= 0.
(3.13)

Let B1 =
(
(λ1)26

+ (θ1)26
β1+26) and B2 =

(
1 + β2+26).

Then the equation (3.13) can be written as

W (x) =
[
B1x+B2x

2 +B25

2 x
22

+B26

1 x
23
]23

= 0.

It is clear that dimW ≤ 3 and since n = 9 is odd and 2r = n− log2N = 9− log2N ,
where N = |W|, we observe that dimW = 1 or dimW = 3. Thus correlation values
in this case are

{−1,−1 + 25,−1− 25,−1 + 26,−1− 26} = {−1, 31,−33, 63,−65}.

Example 2.

Let n = 15. Then sΛ(x) is given as follows

sΛ(x) =Tr(λ0x) + Tr(λ1x
1+26

) + Tr(x1+27

), for x ∈ F215 .

We will investigate the correlation of a pair sequences. Let

sΘ(x) =Tr(θ0x) + Tr(θ1x
1+26

) + Tr(x1+27

).

There are 4 cases:

Case 1: Let Λ = Θ and τ = 0. Then,

CΛ,Θ(τ) = CΛ,Λ(0) =
2n−2∑
t=0

(−1)sΛ(t)+sΛ(t)

=
2n−2∑
t=0

(−1)0

= 2n − 1 = 215 − 1

= 32767.
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Case 2: Let Λ 6= Θ and τ = 0. Then,

CΛ,Θ(τ) = CΛ,Θ(0) =
2n−2∑
t=0

(−1)sΛ(t)+sΘ(t)

=
∑
x∈F∗2n

(−1)A,

where
A = Tr

[(
λ0 + θ0

)
x+

(
λ1 + θ1

)
x1+26

]
.

The symplectic form Bf (x, y) of the quadratic form is as follows

Bf (x, y) = Tr
[(
λ1 + θ1

)(
xy26

+ x26

y
)]
.

Then the radical is the roots of the polynomial

W (x) =
[(
λ1 + θ1

)
x26

+
(
λ1 + θ1

)29

x29
]

= 0

=
[(
λ1 + θ1

)29

x+
(
λ1 + θ1

)23

x23
]26

= 0.
(3.14)

Let δ = λ1 + θ1, then equation (3.14) can be written as follows

W (x) =
[
δ29

x+ δ23

x23
]26

= 0. (3.15)

Then,
δ29

x+ δ23

x23

= 0

is solvable if and only if
x23−1 = δ29−23

is solvable.

Clearly, number of solutions of the radical is N = 8 and dim W = 3. Thus, the
correlation values in this case are

{−1,−1 + 29,−1− 29} = {−1, 511,−513}.

Case 3: Let Λ = Θ and τ 6= 0. Then, the correlation between sΛ(t) and sΘ(t) is given
by

CΛ,Θ(τ) = CΛ,Λ(τ) =
2n−2∑
t=0

(−1)sΛ(t)+sΛ(t+τ)

=
∑
x∈F∗

215

(−1)A,

where,

A = Tr
[(
λ0 + λ0β

)
x+

(
λ1 + λ1β

1+26)
x1+26

+
(
1 + β1+27)

x1+27
]
.
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Then, the symplectic form Bf (x, y) of the quadratic form is given by

Tr
[(
λ1

)(
1 + β1+26)(

xy26

+ x26

y
)

+
(
1 + β1+27)

(xy27

+ x27

y
)]
.

Furthermore to determine the dimension of the radical the roots of the following poly-
nomial W (x) is computed.

W (x) =
[(
λ1

)(
1 + β1+26)

x26

+
(
1 + β1+27)

x27

+
(
λ1

)29(
1 + β1+29)

x29

+
(
1 + β1+28)

x28
]

= 0.
(3.16)

The equation (3.16) can be written as follows,

W (x) =
[(
λ1

)29(
1 + β1+29)

x+
(
1 + β2+29)

x2

+
(
1 + β22+29)

x22

+
(
λ1

)23(
1 + β23+29)

x23
]26

= 0.

Let B1 =
(
λ1

)29(
1 + β1+29) and B2 =

(
1 + β2+29).

Then the equation (3.16) can be written as

W (x) =
[
B1x+B2x

2 +B28

2 x
22

+B29

1 x
23
]26

= 0.

We observe that the number of the element of the radical is N = 8. As dimW ≤ 3 and
since n = 15 is odd and 2r = n − log2N = 15 − log2 8, dimW = 1 or dimW = 3.
Therefore correlation values in this case are

{−1,−1 + 28,−1− 28,−1 + 29,−1− 29} = {−1, 127,−129, 511,−513}.

Case 4: Let Λ 6= Θ and τ 6= 0. Then, the correlation between sΛ(t) and sΘ(t) is given
by

CΛ,Θ(τ) =
2n−2∑
t=0

(−1)sΛ(t)+sΘ(t+τ)

=
∑
x∈F∗

215

(−1)A,

where,

A = Tr
[(
λ0 + θ0β

)
x+

(
λ1 + θ1β

1+26)
x1+26

+ (1 + β1+27

)x1+27]
.

Then, the symplectic form of the quadratic form is given by

Bf (x, y) =Tr
[(
λ1 + θ1β

1+26)(
xy26

+ x26

y
)

+
(
1 + β1+27)(

xy27

+ x27

y
)]
.
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Then, the radicalW is the roots of

W (x) =
[(
λ1 + θ1β

1+26)
x26

+
(
1 + β1+27)

x27

+
(
(λ1)29

+ (θ1)29

β1+29)
x29

+
(
1 + β1+28)

x28
]

= 0.
(3.17)

Then, the equation (3.17) can be written as follows

W (x) =
[(

(λ1)29

+ (θ1)29

β1+29)
x+

(
1 + β2+29)

x2

+
(
1 + β22+29)

x22

+
(
(λ1)23

+ (θ1)23

β23+29)
x23
]26

= 0.
(3.18)

As in Case 3, let

B1 =
(

(λ1)29

+ (θ1)29

β1+29
)

and B2 =
(

1 + β2+29
)
.

Then the equation (3.18) can be represented as

W (x) =
[
B1x+B2x

2 +B28

2 x
22

+B29

1 x
23
]26

= 0. (3.19)

It is easily seen that the number of the element of the radical is N = 8. As dimW ≤ 3
and since n = 15 is odd and 2r = n − log2N = 15 − log2 8, dim W = 1 or dim
W = 3. Therefore correlation values in this case are

{−1,−1 + 28,−1− 28,−1 + 29,−1− 29} = {−1, 127,−129, 511,−513}.

Remark 3.3. For n = 9 and n = 15 the correlation values of the sequence family
are computed using the programming language Magma and explained in this chapter
properly.

3.3 Comparison

In the previous section we introduced some of the known sequence families with low
cross correlation magnitude. Then we briefly explained our construction of a binary
sequence family for odd n of the form n = 3k where k ≥ 3 is an odd integer. The cor-
relation values of this family are computed. In Table 3.1 we give a proper comparison
of properties of these sequence families.

Comparing to the known sequence families, our sequence family has good cross cor-
relation properties. Our family is constructed by shifting the second coefficient in the
construction [41] and deleting n−3

2
polynomials. We note that although the correlation

values of our sequence family U are equal to the correlation values of the sequence
family S ′o(2) of Yu and Gong, our sequence family works faster in applications. For
example, in order to obtain a value of a sequence in family S ′o(2) of Yu and Gong, it is
necessary to evaluate n+1

2
traces of n+1

2
values in F2n to F2 in general. However in our
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family, a value of a sequence is obtained by evaluating only 3 traces of 3 values in F2n

to F2.

After a referee review, we found out that our sequence family is a subfamily of the
Modified Gold sequences [36]. The correlation distribution of this family is given
later by Zhou and Tang, and our family is a special condition of this family. Detailed
information about this sequence family can be found in [42].

Table 3.1: Comparison of some known sequence families and their maximum correla-
tion magnitudes

p n Family Family Size Period Cmax
2 odd Gold 2n + 1 2n − 1 1 + 2

n+1
2

2 even Gold 2n + 1 2n − 1 1 + 2
n+2

2

2 even Small Kasami 2
n
2 2n − 1 1 + 2

n
2

2 even Udaya 2n + 1 2n − 1 1 + 2
n
2

+1

2 even Bent 2
n
2 2n − 1 1 + 2

n
2

2 odd Chang et al. 22n 2n − 1 1 + 2
n+3

2

p k < p Sidelnikov ≥ pn(k−1) pn − 1 1 + (k − 1)p
n
2

2 even No 2
n
2 2n − 1 1 + 2

n
2

p odd Kumar-Moreno p
n
2 pn − 1 1 + p

n
2

2 odd Gold-like 2n + 1 2n − 1 1 + 2
n+1

2

2 m odd Kim-No 2n + 1 2n − 1 1 + 2
n+e

2

2 n, m odd Tang et al. 2n + 1 2n − 1 1 + 2
n+1

2

2 odd Modified Gold 22n + 2n + 1 2n − 1 1 + 2
n+3

2

2 odd Yu-Gong 2nρ 2n − 1 1 + 2
n+2ρ−1

2

2 even Yu-Gong 2nρ 2n − 1 1 + 2
n
2

+ρ

2 odd G. Modified Gold
k∑
i=0

2in 2n − 1 1 + 2l+k

2 odd Our family 22n 2n − 1 1 + 2
n+3

2

35



36



CHAPTER 4

CONCLUSION

CDMA systems use the spread spectrum technique known as direct sequence spread
spectrum. This system has some advantages compared to the other technologies and it
has been used in many systems such as cellular telecommunications systems and radar
systems. CDMA systems permit several parties to share a single channel and more
users to connect at any time. In this system a single channel is divided into several
parts through the use of unique codes.

A family of sequences with great correlation specialities has critical roles both in
CDMA systems and cryptography. There are several areas of use of these sequences.
In CDMA communication systems sequences with low cross correlation are used.
Therefore, in this thesis we focus on sequence families with low maximum cross cor-
relation magnitude.

In Chapter 1, we give the historical and theoretical background on spread spectrum
technology and multiple access systems. We give an extensive introduction the these
techniques. The importance of pseudorandom sequences and research areas in these
subjects are described and briefly explained.

In Chapter 2, we introduce the theory of finite fields and quadratic forms. We give
necessary definitions and concepts of sequences. Also we mention the properties of
sequences, family of sequences and quadratic forms.

In Chapter 3, we introduce certain known families of sequences with low maximum
cross correlation magnitude for both odd and even n. Then we construct a family
of binary sequences with low maximum cross correlation magnitude. Our aim is to
design a sequence family with low cross correlation and for this purpose we studied
the family S ′o(ρ) given by Yu and Gong in [41]. The correlation values of this family
S ′o(ρ) depends on the parameter ρ. It gives flexibility for specific applications and for
ρ = 1 this family corresponds to the Gold-like sequences constructed by Boztas and
Kumar [3]. Moreover when ρ = 2, this family has 22n cyclically distinct sequences
and the cross correlation of this family is six-valued and it takes the values {−1,−1 +

2n,−1±2
n+1

2 ,−1±2
n+3

2 }. In this case, the family consists of the sums of n+1
2

different
polynomials depending on n.

In our design, the family U is constructed when n is and odd integer of the form
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n = 3k and k is also an odd integer. Our sequence family is constructed by shifting the
coefficient λ1 in the construction [41] and deleting the n−3

2
different polynomials from

S ′o(2). This family has six-valued correlation and its maximum correlation magnitude
is 1 + 2

n+3
2 . This family consists of the sums of only three different polynomials

for all positive integer n = 3k. Thus, when compared to Yu-Gong family S ′o(2) our
construction works faster in applications.

However, after a referee review we found out that our family is a subfamily of the
modified Gold sequences given by Rothaus in [36]. The correlation distribution of this
family is given by Zhou and Tang in [42] for some specific parameters.

Finally we compare the family sizes and maximum correlation magnitudes of all given
sequence families in Table 3.1.
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