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ABSTRACT

SOCIAL MEDIA IMAGE CLASSIFICATION USING DEEP
CONVOLUTIONAL NEURAL NETWORKS

Akpak, Cagr1 Utku
M.S., Department of Computer Engineering
Supervisor : Prof. Dr. Ferda Nur Alpaslan

September 2017, [39] pages

Increasing popularity of social media platforms has led to an increase in the num-
ber of unclassified images. Given the complexity of images uploaded to these
platforms and the number of classes available, it is clear that traditional image
classification methods are not suitable for this kind of classification. Previous
research on this topic primarily focuses on Deep Neural Networks to overcome
the limitations of traditional methods. In these studies, researchers either lim-
ited the scope of their dataset; for example, handwritten digits, or combine their
approach with Natural Language Processing methods to create meaningful de-
scriptions. Similarly in this study, we use Deep Convolutional Neural Networks
to classify social media images. Unlike previous approaches, there is no limita-
tion on the scope of the images and classes represent textual tags that explain
images in a simple and natural way. Moreover, the previous approaches do not
allow class expansion after the training. To overcome this difficulty, a modular

system is developed for classification. Separate networks are trained for each



individual class and they are combined to create the overall system. Using this
system new classes can be introduced without affecting the performance of the
previously trained classes. Experiments are done on a dataset complied from

social media platforms and this approach achieves promising results.

Keywords: Image Classification, Artificial Neural Network, Convolutional Neu-

ral Network, Deep Learning
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0z

DERIN KONVOLUSYONEL SINiR AGLARIYLA SOSYAL MEDYA
RESIMLERI SINIFLANDIRMASI

Akpak, Cagr1 Utku
Yiiksek Lisans, Bilgisayar Miithendisligi Béliimii
Tez Yoneticisi : Prof. Dr. Ferda Nur Alpaslan

Eyliil 2017 , [39] sayfa

Sosyal medya platfromlarinin yayginlagmasiyla beraber simiflandirilmamig resim-
lerde bir artig goriinmektedir. Bu platformlara yiiklenen resimlerin ¢ok detayl
olmasi ve yapilabilecek siniflandirmalarin ¢ok sayida olmasindan dolayi, bu tiir
bir stmflandirmay1 geleneksel resim simiflandirma yontemleriyle yapmak acik bir
sekilde miimkiin goriinmemektedir. Bu konu iizerindeki 6nceki aragtirmalarda
bu problemi ¢ézmek i¢in derin sinir aglar1 kullanilmistir. Arastirmacilar ya kul-
lanilan resimlerin simiflandirma kapsamini daraltmiglardir ya da dogal dil igsleme
yontemleriyle birlikte derin sinir aglarini beraber kullanarak resimlere anlamh
agiklama tiretmislerdir. Benzer sekilde bu arastirmada, biz derin konvoliisyonel
sinir aglarini kullanarak sosyal medya resimleri iizerinde simiflandirma iglemi ger-
ceklestirdik. Onceki arastirmalarin aksine, simflandirma kapsaminda herhangi
bir kisitlandirma yapilmamistir ve resimleri etiketlemek i¢in kullandigimiz sinif-

lar; resimleri yalin ve dogal bir gekilde anlatmaktadir. Buna ek olarak, onceki

vii



aragtirmalar bagtan tanimlanmig simiflar1 arttirmaya izin vermemektedir. Bu zor-
lugun iistesinden gelmek i¢in, modiiler bir simniflandirma sistemi gelistirilmistir.
Her bir sinif i¢in ayr1 bir sinir ag1 egitilmis ve bu aglar birlegtirilerek tiim sistem
olusturulmustur. Bu sistemi kullanarak, sisteme énceden tanimlanmig sinifla-
rin performansini bozmadan yeni sinif eklemek miimkiin hale gelmistir. Sosyal
medya resimlerinden toplanmis veri kiimesi iizerinde yapilan deneylerde bu yak-

lagim, gelecek vadeden sonuglar elde etmigtir.

Anahtar Kelimeler: Resim Siniflandirma, Yapay Sinir Aglari, Konvoliisyonel Si-

nir Aglar1, Derin Ogrenme
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CHAPTER 1

INTRODUCTION

Image classification is a commonly tackled problem in Artificial Intelligence (AI).
Although great variety of classification problem exists; we focus on the classi-
fication of images submitted by users to social media platforms. The classes
represent the textual tags to label the images with. They must be in a human-
readable format and explain the image in a natural and practical way, for ex-
ample, birthday party instead of four humans eating a cake. With the growing
use of social media platforms and accessibility of mobile phones with camera
capabilities, number of unclassified images are rapidly rising. Given the detail
and complexity of the images uploaded to social media platforms, it is becoming
more apparent that traditional approaches to images classification is not enough
to solve this problem. The traditional image classification methods generally fo-
cus on hand crafted features to do this task. First, hand-crafted features are
extracted from the image and then AI methods are applied to the extracted
features. The features are generally extracted using computer vision [19]. Al-
though this approach garnered successful results on simple images with limited
features, it is not enough to correctly classify complex images usually found on
social media platforms. When the complexity of the image and the number of
classes increase, it is impractical to rely on hand crafted features of the image for
classification. Moreover, with the increased complexity and detail of the images,
the amount of features required for correct classification increases significantly

and requires too much effort for extraction.

Deep learning is the solution to these problems. It is an advanced Machine



Learning (ML) technique that uses deep Artificial Neural Networks (ANN). Al-
though various forms of ANNs have been used since 1960s, deep networks have
recently become more common. There are two reasons for the recent popularity
of Deep Learning. First one is the growing computational power of processors
and new parallel computation focused units (e.g. GPUs, Neural Processors,
Cloud Server Farms, etc). ANNs require significant amount of extra computa-
tion for training with each increasing depth. This means that in the early days,
training took too long for deep ANNs to be practical. Second one is the amount
of data available to use for training. Deep ANNs need large amount of data
to accurately learn the required application and to prevent over-fitting. Social
media platforms and growing use of cheap technological devices with camera

capabilities solved the data problem that is present in the early days of ANNs.

There are several advantages of using Deep Learning. First one is the elimination
of the feature extraction step in the classification process. Instead of hand-picked
features, deep ANNs can extract features directly from raw data (or images in
this case) for classification. Then classification can be done directly on the deep
ANN or extracted features can be used with other AI methods. Elimination
of feature extraction relieves the effort of finding good features and makes the
system easier and more practical. Moreover, finding features and extracting
them can be nearly impossible on a complicated image. Second advantage comes
from the layered structure of ANNs. Each layer provides additional level of
abstraction and increases the complexity of derived features. This means that
a deep ANN can extract very high level features automatically from the image

and use it for classification.

There are two difficulties that we have identified and need to address in this
research. First and the most important one is the ability to correctly classify the
images. Unlike other classification problems that are focused on (very specific
set of images like handwritten digits (MINST)), this problem is more broad
and general purpose. The broadness of the images and vast differences between
images in the same class makes it very difficult to correctly classify images.
Second difficulty comes from the sheer number of classes that exists in user

tagged images on social media platforms, introducing and correctly classifying



new classes and, difficulty of correctly classifying images before and after the
introduction of new classes. Previous researchers on this topic either limited the
scope of the images to avoid this problem or focused on the objects within the
image together with their actions and properties and using Natural Language
Processing (NLP) methods to create descriptions. Both of the solutions are
not suitable for our approach, because we want practical human-readable tags
that can be used on majority -if not all- of the images. Limiting the scope
of the images will not be useful and practical in the ever changing nature of
social media and created descriptions using Deep Learning and NLP are not

very human-readable even though they are very accurate.

We have found two solutions to the problems defined above. For the first prob-
lem, we use a 6 layer Convolutional Neural Network (CNN) for direct classifi-
cation of images with their respective classes. The reason we selected CNN for
the architecture is stemmed from the fact that previous approaches to image
classification and recognition achieved their best results using this architecture
and it is very advantageous for visual applications. After all the experiments we
have conducted, we achieved best results on three different networks with differ-
ent parameters. Based on these results, we have achieved 21.57% validation and
13.73% test error rates with images scaled to 64 x 64 pixel dimensions on two
classes on our best network. However these results are limited to two classes we
have previously defined in the dataset and does not allow for expansion. Despite
this limitations, this preliminary results shows that complex images can be clas-
sified directly using this approach. For the second problem, we use a modular
approach for classification. For each class a separate neural network is trained
and these networks are combined to create a system that can classify multiple
classes. This approach allow for new class introduction without affecting the
performance of other classes and speeds up the training speed due to the sim-
plicity of each network. Since every network only classifies one class, simpler
network architectures can be used and trained in a relatively short time. Using
similar 6 layer architectures from the first solution, we have achieved achieved
classification accuracy of 66.31% on the overall system and 71.74% on the best

single class network.



Outline of the thesis is as follows. Literature review methods for image classi-
fication is given in the chapter 2] In chapter [3 background information about
ANN, CNN and deep learning is provided. Experimental information about the

data-set, the method and the results are given in chapter [4]



CHAPTER 2

LITERATURE REVIEW

Previous research on image classification can be divided into three categories.
The first approach focuses on low level features like colour, shape or texture|21],
16, 25], 10, [7, 1T}, 12, 27]. However this low level features does not provide enough
information to correctly classify images. Instead, they focus on image annotation
which is assigning certain meta-data information to the images. Moreover, this
approach examines the details of the images instead of focusing on the overall

picture as we did in our research.

Second approach attempt to learn the high level concepts within an image for
correct classification. These approaches focuses on high level detail together
with probabilistic models within an image to correctly label and classify them.
They require large number of training samples and uses concept models to cor-
rectly annotate images. These methods include using multiple bernoulli refer-
ence models for word annotation [§], Support Vector Machines for large image
classification and labeling[6], and constraining the latent space with Probabilis-
tic Latent Semantic Analysis models[I§] to achieve results. Although this work
offer promising results, the main focus of this research is Information Retrieval
purposes which aims fast indexing, searching using indexes. Moreover, it gener-
ally does not offer human-readable and practical textual tags that can be used

as classes required to be used in social network applications.

Final approach is the image classification using neural networks. This ap-
proach can be divided into three categories. First category is about general pur-

pose networks. Previous research of this category include parameter optimiza-



tion of network[13] to optimize previously constructed architectures to increase
their performance and convolutional neural networks on Imagenet dataset|15]
to achieve best results. Although they have achieved successful classification
or at least improve the performance of state-of-the-art results, the architecture
used in these papers are very complicated which in turn limits their practical-
ity. Moreover these networks have fixed number of classes that they can classify
and does not allow class expansion. Neural networks are also used for content
based classification by dividing the objects in the image between foreground
and background|20]. In this paper, shape based features are extracted from
wavelet-transformed images. These features are extracted using a neural net-
work and classified directly. Using a dataset of 300 training data and 300 test
images divided equally between 30 classes shows classification rates of %81.7
and %76.7. Although these papers offer great results with error rates as low
as %18.7 percent on a known dataset like Imagenet, the classes of this dataset
and classification results are very simple and they are not suitable to be used in

social media applications where the images are fairly complicated.

Research on the second category aims to generate meaningful descriptions of the
images using a combination of neural networks and NLP techniques. Although
this is not a classification, the idea behind is similar to our approach which is to
label images in a natural and understandable way. This is a fairly new approach,
we can only find two example research in this category. First one[l4] uses a com-
bination of encoder and decoder pair to create novel descriptions for the images.
Encoder learns the image-text representations from the data and decoder uses
a novel language model to decode these representations to natural language.
These descriptions are generated from scratch and the encoded representations
are only used to rank images and their sentences. The encoder used in this study;,
is a Long Short-Term Memory which is a type of recurrent neural network and
using this encoder state-of-the-art performance has been reached on Flickr8K
and Flickr30K datasets. In the second paper|26], the researchers uses gener-
ative model that is based on recurrent neural network architecture to classify
images to their descriptions. The training is done to maximize the likelihood

of the description and achieved accurate results which measured qualitatively



and quantitatively. In the pascal dataset, this paper achieves the BLEU score
(score to determine the quality of sentences) of 59 which surpasses state-of-the-
art score of 25 and comes very close to human performance of 69. Moreover it
also exceeds state-of-the-art accuracy on Flickr30k and SBU datasets. Although
these approaches achieves successful results, the generated descriptions are fairly
descriptive and complicated. Instead, we aim to make simple and natural labels

using the classification results of our classes.

Limiting the scope of the images for classification is the third category in neural
network based classification. In this category, scope of the images are fixed to
a certain field and results are aimed at a clear objective based around these
fields. This approach is the most commonly used method in real-life applica-
tions in automation and biological fields. In the first paper[4], the researchers
achieved a superhuman performance on German traffic sign recognition bench-
mark of 99.46% accuracy. They described a model that directly classifies traffic
signs without extracting any features and boost its performance using differ-
ent pretrained multimodal networks on different parts of the dataset. Similar
to the previous paper, multimodel convolutional neural networks are also used
in the MINST and traffic sign recognition datasets in the paper by Dan et
al.(2012)[2]. This study becomes the first study to achieve near-human perfor-
mance on MINST dataset and outperforms human performance on traffic sign
benchmark. In the biology field, neural networks have been used to segment
neural membranes in electron microscopy images|3] and to detect breast cancer
mitosis on breast cancer histology images[5]. In the first study, deep convo-
lutional network is used to predict the segmentation of pixel values from the
raw pixel values directly (without any post-or preprocessing) to classify neuron
membranes in the brain. Without using any post processing methods, this study
won the International Symposium on Biomedical Imaging (ISBI) 2012 EM Seg-
mentation Challenge by a large margin and even exceeded human performance
in some aspects of the field. Similarly in the second study, researchers used deep
convolutional neural network to classify each pixel of the histology images with
small post-processing at the end. Classification aims to find the center of the

cell that are undergoing mitosis. Researchers of this study won the International



Conference on Pattern Recognition (ICPR) 2012 mitosis detection competition

with a large margin from other competitors.



CHAPTER 3

BACKGROUND

In this study, we use a deep CNN which is a type of Artificial Neural Network
(ANN) for social media image classification. Like all ML methods it improves
its performance or “learns” a task over successive iterations from a dataset.
For example, learning the location of faces in an image using example images
together with additional information about the location of faces in it. This
differs from rule-based methods where the performance of the system depends
on the programmed rules for a very specific task. Machine Learning methods
can be used to learn different tasks based on its examples which makes them
more flexible than rule-based system. Information about the details of these
method are given in the following sections. Recent research on these topics can

be found in chapter [2|

3.1 Artificial Neural Network

ANNSs are special form of networks inspired from the nervous system of animals.
They consist of artificial neurons which model the axioms that are present in the
nervous systems. They are utilized to approximate complex nonlinear mathe-
matical functions that involve large number of variables (or inputs). The data
model takes the form of weighted directed graph with activation functions, where
each node takes the role of “neuron” and connects to other neurons. These neu-
rons pass information between one another using their edges. In general, these
neurons are ordered into layers for simplicity and control over their role in the

system. Each layer represent a mathematical transformation on the output of



the previous layer. First layer represent the input to the entire system and the
last layer’s output represent the system’s final output. Moreover Neurons can
have a state value which is generally represented with real numbers and use this

value for their calculations.

3.1.1 Perceptron and Backpropagation

Perceptron architecture is the first and simplest form of a neural network with
only two layers. The input layer connects directly to the output layer and they

can have multiple neurons.

Perceptron network uses perceptron learning rule to adjust its weights. This
weight adjustment is done by calculating the difference between the desired and
the actual network output. It utilizes this difference together with a learning rate

to update the weights. The learning rule can be written using these equations:

yi(t) = fw(t) - z), (3.1)

wi(t+1) = wi(t) + a(d; —y;(t))x;,, (3.2)

where « is the learning rate, y; is the output of the j” neuron, w; is the weight

of the #*" neuron and d; is the desired output.

It has been shown that perceptrons|[I7] could only solve linearly separable prob-
lems. In backpropagation model, additional layers (hidden layers) can be added
and the discrete thresholding function can be changed for a continuous (sigmoid)
one for complex non-linear functions. But the most important functionality of
backpropagation is the generalized delta rule, which allows for adjustment of
weights leading to the hidden layer neurons in addition to the usual adjust-
ments to the weights leading to the output layer neurons. Using the generalize
delta rule one can adjust the weights leading to the hidden units by backpropa-
gating the error-adjustment.

Backpropagation Learning Rule:

10



Then,

(0j — tj)p(net;)(1 — p(net;))

_O0E 0o; if j is an output neuron,

an 8Hetj (ZIEL 5lw]~l)gp(netj)(1 - gp(net]‘))

| if j is an inner neuron.

5; (3.4)

Learning rate which is represented with «, is used to calculate the weight dif-
ference in gradient descent. It controls how much effect each iteration of the
algorithm has, to the weights. The change in weight is calculated using this
formula:

oF
8w,-j ’

Awij = —Q

(3.5)

where E is the squared error, o is the output, ¢ is the calculated output. To

update each weight, this simple formula is used:
Wy—1,ij = Wi—1,55 + Aw;j, (3.6)

where w;_; and w, represents old and new weights respectively.

3.2 Deep Neural Networks and Types

A deep neural network (DNN) [II, 23], 9] is an artificial neural network (ANN)
with multiple hidden layers of units between the input and output layers. Similar
to shallow ANNs, DNNs can also model complex non-linear functions. The extra
layers enable feature composition from lower layers and has more potential for
complex data modeling without the need for a feature extraction over shallow
networks|[I].

Feedforward Neural Network: A feedforward neural network is an artificial
neural network where nodes are connected from layer to layer and there are no

backward loops.

11



The feedforward neural network was the first discovered model and it has a
simple composition. In feedforward networks, calculations are done in only one
direction, which is forward, from the input nodes, through the hidden nodes
and to the output nodes. There are no cycles or loops in the network. Error is
backpropagated from the output nodes to the hidden nodes.

Convolutional Neural Network: CNN takes its name from the convolu-

tional layers (see|Convolutional Layer]). It is very similar to Feedforward Neural

Networks and each successive layer is fully connected to the next one. Con-
volutional layers consists of multidimensional filters with shared weights. This
property use 2D or 3D structure of input data to its advantage; therefore, CNN
surpasses other architectures in certain applications like image classification and
speech recognition. Moreover, this architecture can accomplish tasks that are
not possible with other architectures, namely DeepDream|24]. CNN’s structure
allow backpropagation to be used for training and have fewer parameters to es-
timate than other DNNs, making them very effective and popular [22], [15]. We
have also used Deep CNN is this research and more details of this architecture

are given in chapter [4]

The method we are using in this study is a deep CNN. It consists of convolu-
tional, pooling and regular feedforward layers and log likelihood with logistic
regression at the final layer for final classification. Brief information of convolu-

tional and pooling layers are provided in the following subsections.

3.2.1 Convolutional Layer

A Convolutional layer consists of a set of filters. Each filter span a small area but
cover the whole depth field of the input. For a forward pass each filter positioned
horizontally and vertically on each input and dot product of the of the weight
of the filter and area at the current position of the input are calculated. This
allows for spatial features extracted from every part of the spatial space. Three
hyperparameters determines the size of the output dimension in a convolutional

layer: the depth, stride and zero-padding.

12



e Depth of the output determines the number of neurons in the layer that
connect to the same region of the input. These neurons theoretically will
activate for different features of the input and pass their calculations to

the next layer.

e Stride determines how each filter positioned between one another. Smaller

stride values results in overlapping fields and increases the output volume.

e Zero padding pads the borders of the input with zeros for precise control

of the input volume.

3.2.2 Pooling Layer

Pooling Layer provides the functionality of nonlinear down-sampling. Max pool-
ing is the most common form where input image is divided into sub-regions and
maximum in each region is selected as the output. Although exact location
of the features are lost during this procedure, relative locations are preserved
which is crucial. It also reduces the size of the representation, in turn reduces
the calculations and prevent overfitting of the input. It is commonly inserted

after the convolutional layer which we also did in our network architecture.

13
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CHAPTER 4

METHOD AND RESULTS

In this chapter, experimental results are explained in two parts.

4.1 Image Classification with Fixed Classes

For the first part of the study, we have used a dataset consisting of fixed number
of classes. These results shows that complex social media images containing
multiple details can be classified with a comparatively good accuracy. Details

of the results are given in the following subsections.

4.1.1 Dataset

We used a dataset of images consists of two classes namely Birthday and Grad-
uation which consist of 215 and 203 images respectively. For uniformity, all
images are scaled to a three dimensional vector of 128 x 128 x 3 and 64 x 64 x 3
pixels where each pixel value is represented in the normalized RGB spectrum.
Discrete RGB valeus divided to 256 to convert them into real between 0.0 and
1.0 for normalization. Output values are represented with two binary values
0.0 and 1.0 where they represent the probability of the image being in the re-
spective class. Assuming n number of images in the dataset, they are divided
into g \ % | % sized parts for training, validation and test phases. Sample im-
ages from Birthday and Graduation classes can be seen in Fig[i.I] and Fig/d.2]

respectively.

15



Figure 4.1: Sample images for Birthday

4.1.2 Method Details

In order to classify images, we have used 6-layer convolutional neural networks.
Experiments consists of training, validation and test phases. Training is done us-
ing backpropagation algorithm and gradient descent. Network architecture and
hyper-parameters of the network are selected based on the previous studies and
the experimental results. After network architecture and its hyper-parameters
are established (see subsection, raw pixel values of the re-sized images (see
subsectio are fed directly into the network. The output is a 2-dimensional
vector where each value is the probability of the object being in one of the classes.
Negative log-likelihood function is then used to calculate the loss using the out-
put vector from the network and the actual probability for that input. Training

is stopped after certain epochs. At fixed intervals during training, which is de-

16



Figure 4.2: Sample images for Graduation

termined by validation frequency hyper-parameter, the validation percentage is
calculated. If the validation error improved by a certain margin which is repre-
sented with the improvement threshold hyper-parameter, the network is selected
for testing. Validation and test errors are calculated by dividing the number of
wrongly classified images to the total number of images for both categories.

Classification of the image is done by simply selecting highest class probability.

4.1.3 Evaluation Metric

We have two evaluation metrics in this study. First one is the loss value, which
is calculated using negative log-likelihood at each epoch. This value is indicative
of how well the network converges during training. Second one is the validation

and test classification error values at each validation phase. These values are
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calculated by dividing the number of wrongly classified images to the total for
that category. The test value is only calculated if the validation error is lower

than the previous best as it is described in section [4.1.2]

4.1.4 Networks Architectures and Results

We have achieved comparatively good results on three different networks. Ma-
jority of hyper-parameters of the networks are kept same, only filter counts of
their convolutional layers and input sizes changed between networks. Filter sizes
in the first layer are also changed to accommodate the new input dimensions.
Their parameters and the experimental results are given in the following tables
and graphs for each network. Different values between networks are highlighted
in their respective tables.
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Table 4.1: Networkl architecture and parameters.

Learning Rate 0.01
Number of Epochs 2500
Improvement Threshold 0.995
Validation Frequency 250
Pool Function Max Pooling
Input Width: 64
Dimensions Height: 64
Depth: 3
Type: Convolutional
. Layer Filter Shape: 33 x 33 x 3
Filter Count: 10
Activation Function: Tanh
Type: Pooling
2. Layet Pool Size: 2 x 2
Type: Convolutional
3. Layer Filter Shape: 9 x 9 x 10
Filter Count: 25
Activation Function: Tanh
Type: Pooling
4. Layer Pool Size: 2 x 2
Type: FeedForward
5. Layer Neuron Count: 50
Activation Function: Tanh
Type: FeedForward
6. Layer Neuron Count: 2

Activation Function: Tanh
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Figure 4.3: Training Error/Epoch for Networkl
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Figure 4.4: Validation and Test Error/Epoch for Networkl

In Figll.3, we can see a fluctuating loss between values 1.0 and 0.5 with some
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occasional spikes. The cause of these spikes determined to be the small size of
the dataset. Each sample signifies an important training example and therefore
has the ability to cause fluctuations. This further proved from Figfd.4] where
validation and test errors are continually decreasing after each validation. Con-
sidering the size of the dataset, this stability is taken as a unstable convergence.
Best results are achieved using the smallest network (can be seen in Table [4.1]).
Because of the small size of the dataset, stable convergence cannot be estab-
lished without sacrificing validation and test accuracy. This is later shown with

experimental results below.

Table 4.2: Network2 architecture and parameters.

Learning Rate 0.01
Number of Epochs 2500
Improvement Threshold 0.995
Validation Frequency 250
Pool Function Max Pooling
Input Width: 128
Dimensions Height: 128
Depth: 3

Type: Convolutional
Filter Shape: 65 x 65 x 3

1. L
ayet Filter Count: 10
Activation Function: Tanh
T : Pooli
2. Layer ybe: Fooling

Pool Size: 2 x 2
Type: Convolutional
3. Layer Filter Shape: 17 x 17 x 10
Filter Count: 25
Activation Function: Tanh

Type: Pooling

4. Layer Pool Size: 2 x 2
Type: FeedForward
5. Layer Neuron Count: 50

Activation Function: Tanh

Type: FeedForward
6. Layer Neuron Count: 2
Activation Function: Tanh
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Figure 4.5: Training Error/Epoch for Network?2
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Figure 4.6: Validation and Test Error/Epoch for Network2

In this network (see Table [4.2), input is twice the size of the previous network.
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However filter counts in the first and second convolutional layers are kept same.
The reason for this is to observe the changes in the validation and test errors
with a bigger input. The results are not satisfactory. In Figld.h] we again see
a fluctuating loss values. However considering the previous results, the fluctu-
ations are more pronounced. Moreover, we can see that there is an increase in
validation and test errors from Fig[.6] This led us to believe that increase the
size of the input without compensating with increased filter counts results in a

lower accuracy in validation and test results.

Table 4.3: Network3 architecture and parameters.

Learning Rate 0.01
Number of Epochs 2500
Improvement Threshold 0.995
Validation Frequency 250
Pool Function Max Pooling
Input Width: 128
Dimensions Height: 128
Depth: 3

Type: Convolutional
Filter Shape: 65 x 65 x 3

1. L
ayet Filter Count: 50
Activation Function: Tanh
T : Pooli
2. Layer ybe: Fooling

Pool Size: 2 x 2
Type: Convolutional
3. Layer Filter Shape: 32 x 32 x 50
Filter Count: 125
Activation Function: Tanh

Type: Pooling

Pool Size: 2 x 2
Type: FeedForward
5. Layer Neuron Count: 50
Activation Function: Tanh

4. Layer

Type: FeedForward
6. Layer Neuron Count: 2
Activation Function: Tanh
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Figure 4.7: Training Error/Epoch for Network3
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Figure 4.8: Validation and Test Error/Epoch for Network3

In response to the previous experiment, the filter counts in the convolutional

24



layer are also increased to compensate for the increase in the input sizes in this
network (can be seen in Table . Although in Figld.7| we can see fluctuating
loss values are also pronounced like the results from network2 (see Fig vali-
dation and test errors are decreased (as seen in Fig[4.8). This led us to believe
that with a larger dataset, increasing the input size and filter counts can achieve

better and more stable results.

4.1.5 Evaluation

In Figures[d.3] [4.5] [1.7 we can see that loss value does not have stable convergence
and fluctuates around 0.5. However, we observe that validation and test errors
are decreased or remained same at each validation. Fig. [£.4 shows that we have
achieved our best result with 21.57% validation and 13.73% test errors at 750
epoch using the networkl architecture. Although training continued after 750

epoch, the results did not change.

4.2 Modular Image Classification with Expandable Classes

For the second part of the study, we have used a modular system that can classify
each class in the dataset semi-independently. For each class separate network is
trained and these networks are combined to create the overall system. Details

of the results are given in the following subsections.

4.2.1 Dataset

We used a dataset of images consists of five classes in this part. Dataset com-
position can be in Table and sample images for the remaining three classes
can be seen in Figures [1.9] and [L.11] Normalization and scaling of images
is done in the same way as the previous section (see subsection [4.1.1)). However
since each class needs to be trained separately, we have created five different
subsets to train each class with values for positive and negative targets. To keep
each subset balanced, equal number of positive and negative training, test and
validation samples are combined. For each class subset, positive samples are
taken from the class images and negative samples are taken in equal amounts
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from other class images. For example, for birthday training sample subset, 200
images in the positive samples are matched with 50 negative samples from re-
maining four classes. Images in the dataset kept independent from another to
avoid class cohesion.

Table 4.4: Dataset composition.

‘ Class ‘ Size ‘
Graduation | 200
Selfie 192
Festival 116
Picnic 160
Birthday | 216

Figure 4.9: Sample images for Festival
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Figure 4.10: Sample images for Picnic

4.2.2 Method Details

Training, validation and method details are same from the previous section
(for details see subsection [4.1.2). Training, validation and test of each class
is performed independently. For the classification on the overall system, each
image is given as an input to every class network. Final class is selected from

the representative network with highest positive probability.

4.2.3 Evaluation Metric

There is only one metric used in the part of the experimental results. It is the
independent final validation and test error rates for each class. Weighted valida-

tion and test error rates for the overall system are also calculated to determine
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Figure 4.11: Sample images for Selfie

the overall accuracy.

4.2.4 Class Network Architectures and Classification Accuracy

We have used same architecture for each class network and optimize the hyper-
parameters to achieve lowest validation and test error in each network. Their
parameters and the experimental results are given in the following tables and
graphs for each network. Different values between networks are highlighted in
their respective tables.
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Table 4.5: Graduation network architecture and parameters.

Learning Rate 0.01
Pool Function Max Pooling
Input Width: 64
Dimensions Height: 64
Depth: 3

Type: Convolutional
Filter Shape: 33 x 33 x 3

1. L
ayer Filter Count: 50
Activation Function: Tanh
Type: Pooli
2. Layer ype: To0mg

Pool Size: 2 x 2
Type: Convolutional
3. Layer Filter Shape: 16 x 16 x 50
Filter Count: 125
Activation Function: Tanh

Type: Pooling

Pool Size: 2 x 2
Type: FeedForward
5. Layer Neuron Count: 50
Activation Function: Tanh

4. Layer

Type: FeedForward
6. Layer Neuron Count: 2
Activation Function: Tanh
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Table 4.6: Selfie network architecture and parameters.

Learning Rate 0.01
Pool Function Max Pooling
Input Width: 64
Dimensions Height: 64
Depth: 3

Type: Convolutional
Filter Shape: 33 x 33 x 3

1. L
ayer Filter Count: 50
Activation Function: Tanh
Type: Pooli
2. Layer ype: To0ng

Pool Size: 2 x 2
Type: Convolutional
3. Layer Filter Shape: 16 x 16 x 50
Filter Count: 125
Activation Function: Tanh

Type: Pooling

Pool Size: 2 x 2
Type: FeedForward
5. Layer Neuron Count: 50
Activation Function: Tanh

4. Layer

Type: FeedForward
6. Layer Neuron Count: 2
Activation Function: Tanh
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Table 4.7: Festival network architecture and parameters.

Learning Rate 0.01
Pool Function Max Pooling
Input Width: 64
Dimensions Height: 64
Depth: 3

Type: Convolutional
Filter Shape: 33 x 33 x 3

1. L
ayer Filter Count: 10
Activation Function: Tanh
Type: Pooli
2. Layer ype: To0mg

Pool Size: 2 x 2
Type: Convolutional
3. Layer Filter Shape: 16 x 16 x 10
Filter Count: 25
Activation Function: Tanh

Type: Pooling

Pool Size: 2 x 2
Type: FeedForward
5. Layer Neuron Count: 50
Activation Function: Tanh

4. Layer

Type: FeedForward
6. Layer Neuron Count: 2
Activation Function: Tanh
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Table 4.8: Picnic network architecture and parameters.

Learning Rate 0.03
Pool Function Max Pooling
Input Width: 64
Dimensions Height: 64
Depth: 3

Type: Convolutional
Filter Shape: 33 x 33 x 3

1. L
ayer Filter Count: 10
Activation Function: Tanh
Type: Pooli
2. Layer ype: To0ng

Pool Size: 2 x 2
Type: Convolutional
3. Layer Filter Shape: 16 x 16 x 10
Filter Count: 25
Activation Function: Tanh

Type: Pooling

Pool Size: 2 x 2
Type: FeedForward
5. Layer Neuron Count: 50
Activation Function: Tanh

4. Layer

Type: FeedForward
6. Layer Neuron Count: 2
Activation Function: Tanh
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Table 4.9: Birthday network architecture and parameters.

Learning Rate 0.02
Pool Function Max Pooling
Input Width: 64
Dimensions Height: 64
Depth: 3

Type: Convolutional
Filter Shape: 33 x 33 x 3

1. L
ayer Filter Count: 20
Activation Function: Tanh
Type: Pooli
2. Layer ype: To0mg

Pool Size: 2 x 2
Type: Convolutional
3. Layer Filter Shape: 16 x 16 x 20
Filter Count: 50
Activation Function: Tanh

Type: Pooling

Pool Size: 2 x 2
Type: FeedForward
5. Layer Neuron Count: 50
Activation Function: Tanh

4. Layer

Type: FeedForward
6. Layer Neuron Count: 2

Activation Function: Tanh

From these tables, we can observe two points. First, best results are achieve
with input sizes of 64 x 64. This is resulted from the use of small dataset
in experiments and limited availability of training samples prohibit the use of
larger inputs. Secondly, classes with limited training samples (see Table like
Picnic and Festival, filter counts in their convolutional layers must be kept small
to achieve successful results. This can be seen in Tables |4.8[and [4.7| respectively.

Opposite is true with classes that have more training samples.
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Table 4.10: Single class and overall system classification error

Class Validation Error ‘ Test Error ‘
Graduation 33.33% 44.8%
Selfie 41.82% 29.09%
Festival 27.27% 35.29%
Picnic 47.83% 28.26%
Birthday 32.26% 30.65%
Overall System 36.74% 33.69%

In Table [4.10] we can see that each network achieved relatively successful clas-
sification results. Highest classification rate is achieved in the Picnic class with
71.74% accuracy and overall system achieved 66.31% correct classification. Clas-
sification rate of Birthday class is marginally below average and improvements

in this class will yield better classification rates on the overall system.

4.3 Conclusion

The purpose of this study was to classify social media images in a natural,
practical and simple way without limiting their scope. Moreover, we also wanted
this classification to allow class expansion without affecting the performance of
the previous classes. To that end, convolutional neural networks have been used
for classification based on the previous successful results in image classification.
In the first part of the study, single networks is used to directly classify complex
social media images with fixed classes to show the validity of the approach.
Experimental results with 86.27% classification accuracy shows the successful
application of this approach on social media images with fixed classes. After the
success of this classification example, a modular system is developed to allow
class expansion after training. This modular approach uses different networks
for the classification of each class. Using this modular system, new classes can be
introduced without affecting the performance of the previously trained classes.
The results of the experiments on this modular system shows promising results

and reveal that the purpose of this study is successfully achieved. For future
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work, more complex modular systems can be realized to classify images with

multiple classes.
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