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Internet of Things technology continues to develop as a commercial value and it has become one of the core elements of Industry 4.0 paradigm. Together with that, IEEE 802.15.4e standard provides Time-Slotted Channel Hopping (TSCH) operation mode especially for industrial applications that have strict QoS requirements. In spite of the fact that the standard defines frame structure in MAC layer, there has been no standardization in scheduling for TSCH frame yet. It brings serious challenge for engineering design since industrial applications have stringent demands such as high reliability, low latency and energy efficiency. Industrial applications can generate two types of traffic flows, which are periodic and sporadic. There have been many studies on periodic traffic flow in which it is proven that dedicated cell property of TSCH can fulfill the requirements. Whereas, there is a lack of research on sporadic traffic, which can be handled with shared cell property of TSCH. To this end, a shared cell scheduling method for sporadic traffic flows in Industrial IoT is introduced in this thesis. Proposed method exploits the tree structure of RPL protocol, which is a decisive standard for Industrial IoT, in order to divide the network into independent subnetworks that consist of one parent node and a number of child nodes. The method takes its basis from the idea that the whole network optimization can be achieved by separate subnetwork optimizations, which corresponds to finding an optimum number of shared cells and distribution of child nodes among these cells to handle traffic, which originated from child nodes, with meeting QoS requirements. The method is
based on estimations according to a heuristic model of the subnetworks. The results obtained by simulations prove that proposed method minimizes energy consumption without violating QoS requirements. It is also observed that optimum results can be accomplished with this method whether traffic generation rate of child nodes in a subnetwork are the same or different. Thus, granting parent nodes the ability to manage trade-offs between energy consumption, latency and reliability is the outcome of this thesis.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>6LoWPAN</td>
<td>IPv6 over Low power Wireless Personal Area Networks</td>
</tr>
<tr>
<td>6TiSCH</td>
<td>IPv6 over the TSCH mode of IEEE 802.15.4e</td>
</tr>
<tr>
<td>ASN</td>
<td>Absolute Slot Number</td>
</tr>
<tr>
<td>CoAP</td>
<td>Constrained Application Protocol</td>
</tr>
<tr>
<td>DAG</td>
<td>Directed Acyclic Graph</td>
</tr>
<tr>
<td>DODAG</td>
<td>Destination Oriented Directed Acyclic Graph</td>
</tr>
<tr>
<td>DSSS</td>
<td>Direct Sequence Spread Spectrum</td>
</tr>
<tr>
<td>EB</td>
<td>Enhanced Beacon</td>
</tr>
<tr>
<td>FHSS</td>
<td>Frequency-Hopping Spread Spectrum</td>
</tr>
<tr>
<td>HOL</td>
<td>Head of Line</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hyper-Text Transfer Protocol</td>
</tr>
<tr>
<td>ICMP</td>
<td>Internet Control Message Protocol</td>
</tr>
<tr>
<td>IE</td>
<td>Information Element</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>MAC</td>
<td>Medium Access Control</td>
</tr>
<tr>
<td>OF</td>
<td>Objective Function</td>
</tr>
<tr>
<td>PDR</td>
<td>Packet Delivery Ratio</td>
</tr>
<tr>
<td>PRR</td>
<td>Packet Reception Ratio</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of Interest</td>
</tr>
<tr>
<td>RPL</td>
<td>IPv6 Routing Protocol for Low-Power and Lossy Networks</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TDMA</td>
<td>Time Division Multiple Access</td>
</tr>
<tr>
<td>TSCH</td>
<td>Time Synchronized Channel Hopping</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>WPAN</td>
<td>Wireless Personal Area Network</td>
</tr>
</tbody>
</table>
In history, there are three radical industrial developments—i.e. industrial revolutions. It begins with invention of steam power and mechanical production. 2nd industrial revolution brings mass production assembly lines by using electrical energy. 3rd industrial revolution is introduction of automation technologies by digitalization of factories. Although effects of the last revolution is dominant in the present industry, the latest trends such as Cloud Technology, Internet of Things (IoT), Smart Machines and Big Data trigger 4th industrial revolution, namely Industry 4.0. 25

The main idea behind Industry 4.0 paradigm is shifting control system from centralized controller to decentralize intelligent which means self-organized machines. Industry 4.0 requires digitalization of every physical item by using sensors, actuators and RFID tags so that production machines collect and share data in real time. This is the key feature of Industry 4.0 since its main objective is adapting the process to con-
stantly changing market demand, technology option or environmental factors. Thus, IoT technology is essential and plays a major role in Industry 4.0. [42]

Industrial IoT networks have many challenges. Most of them are caused by unreliable nature of wireless medium since industrial applications need high reliability and low-latency. Moreover, one of the objective in Industry 4.0 is achieving minimum energy consumption. Therefore, the communication technology should be energy efficient and support QoS requirements of industrial applications. There have been significant amount of studies [2, 47, 37, 11] that achieve these goals with periodic traffics. However, there is lack of research on sporadic traffics in the literature. The focus of this thesis is creating a scheduling method for sporadic traffics with respect to Industrial IoT standards in order to achieve energy efficiency with meeting QoS requirements of industrial applications.

This thesis is divided into 5 chapters. In Chapter 2 there is a brief information about IoT, well-known solutions for industrial communications and standards for Industrial IoT in detail. Proposed method is explained in Chapter 3 and it is validated by simulations in Chapter 4. Finally, Chapter 5 concludes the thesis, and some important results are highlighted in this chapter.
CHAPTER 2

BACKGROUND

IoT technology provides worldwide connectivity between each device in the world. It means that smart phones, laptop computers, sensors, actuators, etc., connect to the Internet so as to communicate with each other. An illustration of IoT Network can be seen in Figure 2.1. It points out that the core of IoT Network is the Internet, which connects geographically separated local networks to each other via edge devices—i.e. access points. Moreover, a local network may connect to the Internet via an edge device in another local network. In IoT Network, local networks use wireless communication due to a large number of mobile devices. Additionally, there are two types of wireless network, WLAN and WPAN, regarding to local requirements.

WLANs are based on IEEE 802.11—i.e. Wi-Fi, which specifies physical layer and data link layer protocols for wireless medium. The main aim is setting up connections between devices which are seen as a cabled LAN network by upper layers. Thus, a packet can be easily sent to any device in IP network infrastructure. Moreover, Wi-Fi is for computer-to-computer connectivity, which implies high throughput with high power consumption. On the other hand, WPANs do not require high throughput and long transmission range like WLANs. It means that energy efficiency is a major characteristic of WPANs. Unlike Wi-Fi, there is no absolute protocol for WPANs. The most well-known protocols are Bluetooth and ZigBee. Moreover, WPANs are dominant parts of IoT Network due to their energy efficiency feature. There are many application areas of IoT technology—e.g. home network, body area network, etc. However, the focus of this thesis is application of IoT technology to industrial networks, namely Industrial IoT.
In an industrial network, thousands of sensors are used to monitor temperature, pressure or other important parameters. The measured data is processed to control actuators, manage production cycle, or prevent an accident. Thus, the network has strict QoS requirements since any failure will result in catastrophic consequences. In fact, the requirements can be easily achieved by using cables with a proper MAC protocol. However, an increasing number of sensors, actuators and control devices makes it very expensive. For example, drawing cables can cost up to $1,000/ft for an industrial plant [13]. Additionally, installing and maintaining those cables is a significant expenditure for the business. As a result, wireless solution is inevitable for industrial networks in order to reduce the cost. However, wireless medium is very challenging because interference brings low reliability, antennas consume much more power and broadcast property threats data security. The most important issue in industrial networks is power consumption. Due to the fact that the network mostly consists of low power devices, which are powered by batteries, the lifetime of a low power device depends on power consumption. IEEE 802.15.4 [43] standard was first published
in 2003, then became a common standard for low power wireless device networks. Many protocol stacks for these networks are built on IEEE 802.15.4 standard. Although energy efficiency is a major issue for low power networks, the unreliable nature of wireless medium is also an obstacle in the case of industrial networks. There are two reasons of the unreliability; unscheduled transmissions and independent deployment of the same or different wireless networks. To overcome the first one, Time Division Multiple Access (TDMA) method, which needs time synchronization, is essential for MAC layer. The second one, on the other hand, can be solved with channel hopping technique, which creates frequency diversity without modifying IEEE 802.15.4 physical layer standard. As a result, these two techniques are prerequisites in order to reliable communication for industrial networks [13].

Time synchronization and channel hopping are at the heart of the two most popular wireless industrial network protocol stacks, which are WirelessHART [45] and ISA100.11a [30]. In 2012, the IEEE 802.15.4e amendment introduces TSCH (Time Synchronized Channel Hopping) operation mode for industrial networks. It includes core ideas of time synchronization and channel hopping. IEEE 802.15.4e TSCH mode defines physical layer and MAC constraints. It offers low transmission power and adequate data rate for industrial networks. However, maximum frame size defined by IEEE 802.15.4 is 127 bytes which is very low compare to regular Ethernet. In fact, this issue is not a problem for single industrial network because upper layers can be designed according to this constraint—e.g WirelessHART and ISA100.11a. On the other hand, in case of Industrial IoT, each device should appear as a regular host in the Internet. It means that MAC layer protocol should transmit IP packets and work with existing IP network infrastructure, like Ethernet. Additionally, IPv6 addressing technique should be used due to a large number of end devices in Industrial IoT. For those reasons, IETF 6LoWPAN working group defines a compaction and fragmentation mechanism for transmission of IPv6 packets over a IEEE 802.15.4 network [26, 49]. This mechanism is seen as a first step for realization of IoT concept. To this end, several standards, such as IPv6 Routing Protocol for Low Power and Lossy Networks (RPL) [3], Constrained Application Protocol (CoAP) [41], are designed by IETF working groups in order to enable client-server interaction between a low power wireless device and a regular host in the Internet.
In 2013, IETF working group, called 6TiSCH, was created to build a protocol stack for Industrial IoT by combining TSCH standard which fulfills the requirements of industrial networks and IP-enabled upper layer protocols. Although most of the issues have already been solved, one of the major topics, scheduling for TSCH frame, is still an open issue.

In this chapter, firstly WirelessHART and ISA100.11a are summarized in Section 2.1. Then, 6TiSCH architecture is explained in Section 2.2 with brief information for each layer. Afterwards, IEEE 802.15.4e TSCH mode of operation and 6top protocol (6P) proposed by 6TiSCH working group are clarified in detail in Sections 2.3 and 2.4 respectively. Lastly, state of art scheduling solutions for TSCH frame are given in Section 2.5.

2.1 WirelessHART and ISA100.11a

WirelessHART adds wireless interface to field devices in HART network. It was proposed in 2007 by HART Communication Foundation. On the other hand, ISA100.11a entered the competition in 2009. Both technologies adopt similar layered architectures with slight modifications, which are shown in Figure 2.2. All layers are well defined in both technologies without giving flexibility to the user.

Both technologies use IEEE 802.15.4 standard’s specifications for physical layer. According to the standard, information signal spreads across the available frequency channels. Both technologies enable Frequency-Hopping Spread Spectrum (FHSS)
modulation technique, which is altering the channel for each packet transmission. FHSS increases the reliability since the effect of noise in one channel can be fairly distributed to the spectrum thanks to frequency hopping.

Data Link Layers of WirelessHART and ISA100.11a are different. WirelessHART has Logical Link Control and MAC Sublayer parts. Whereas, ISA100.11a Data Link Layer consists of Upper Data Link Layer, MAC Extension and MAC Sublayer. MAC sublayer is a subset of IEEE 802.115.4 standard for MAC layer and it provides an integrity with physical layer for both technologies. MAC Extension adds extra features that are not included in IEEE 802.15.4 like CSMA-CA. Although Logical Link Control is responsible for only one-hop links, Upper Data Link Layer in ISA100.11a does not only handle one-hop transmission, it also manages routing within a subnet, unlike WirelessHART where routing is responsibility of Network Layer. Moreover, both technologies use TDMA and frequency hopping for channel access. TDMA implies that time is divided into slots. Certain number of successive slots create a superframe which repeats in time and the length is determined by the number of slots. A time slot in a superframe can be assigned to a link with one transmitter and one receiver or to links with one transmitter and multiple receivers –i.e. broadcast messages. Moreover, different channels can be used for an assigned time slot in each superframe thanks to frequency hopping. Besides, ISA100.11a supports a nondeterministic CSMA-CA based channel access method.

In both technologies, Network management functions are handled by the host devices in a centralized manner. The host can connect to wireless devices via backbone router or gateway. Additionally, the upper layers are designed for only WirelessHART and ISA100.11a networks and cannot allow any flexibility. As a result, these technologies are not suitable for connecting industrial networks to IoT Network. However, TDMA and frequency hopping methods for channel access are promising solutions, and that is why 6TiSCH working group is inspired by WirelessHART and ISA100.11a. 


2.2 6TiSCH Architecture

IETF 6TiSCH working group published a document in January 2017 [48]. This is a draft document, not a RFC, which means the working group is still conducting their research on this topic. The working group is studying on a standard architecture, namely 6TiSCH. The goal is to merge industrial networks and IoT technology—i.e. Industrial IoT. In the document, current status of the standardization process is explained. In this section, proposed 6TiSCH architecture, which is shown in Figure 2.3 is summarized according to this most recent document.

![Protocol Stack of 6TiSCH](image)

Figure 2.3: Protocol Stack of 6TiSCH

The objective is to combine already constructed IP network and IEEE 802.15.4e TSCH standard whose practicality is proven in process control by ISA100.11a and WirelessHART. Upper layers are application specific like the Internet. For example, UDP and CoAP (Constrained Application Protocol) pair is very similar with TCP and HTTP. Another example is ICMP and PANA (Protocol for Carrying Authentication for Network Access) which are used to secure the join process. In the network layer, datagrams are in IPv6 format since it is expected that there will be a large number of end devices. Thus, an adaptation layer is needed for combining TSCH and IPv6. For this reason, 6LoWPAN is used as an adaptation layer and it is clarified in Section 2.2.1. Additionally, the de-facto routing protocol for low power devices is RPL, which is explained in Section 2.2.2.
IEEE 802.15.14e TSCH manages time synchronization and frequency hopping for IEEE 802.15.4 physical layer. Detailed description of TSCH is in Section 2.3. 6top layer provides link abstraction for IP network layer and management interfaces for scheduling algorithms. Additionally, the working group creates 6top protocol (6P) for this layer and specifications of the protocol are explained in Section 2.4.

### 2.2.1 6LoWPAN

6LoWPAN is an adaptation layer for transmitting IP packets over IEEE 802.15.4 networks. It is necessary because of the reasons stated below [27]:

- Infrastructure of IP network is already constructed and widely-used.
- IP devices can connect to the Internet without the necessity of extra entities like gateways and proxies.
- IP-based technologies are open, free and proven to be working.
- There are plenty of study on IP networks.
- IPv6 can support a large number of devices.

Additional layer, 6LoWPAN, is needed since IP packets cannot be directly transmitted over IEEE 802.15.4 networks due to the limitation in frame size. IPv6 and UDP headers are 40 and 8 octets respectively. IEEE 802.15.4 frame size is 127 octets and MAC header can be 46 octets with the security overhead. Thus, remaining space for application data is 33 octets although the maximum transmission unit size for IPv6 is 1280 octets. For those reasons, fragmentation/reassembly of IPv6 packets is essential. Additionally, header compression is also necessary to prevent excessive fragmentation and to make a control packet fit into a single IEEE 802.15.4 frame. Therefore, 6LoWPAN adaptation layer makes using IPv6 possible by compressing and fragmentation/reassembly methods. Although there has been no completed standard yet, requirements and constraints for those methods are given in the document [26] published by IETF 6LoWPAN working group.
2.2.2  RPL

RPL is an IPv6 routing protocol for low-power and lossy networks. It is a standard [3] proposed by IETF in order to meet the requirements stated by 6LoWPAN working group.

RPL procedure begins with discovering the topology due to the fact that a wireless network does not have predefined topology. Then, it selects specific links to get optimum routes. Traffic flows routed by RPL are generally from many nodes to one node, called root node, or from the root to many nodes. It means that both upward and downward traffics are supported. RPL creates Destination Oriented Directed Acyclic Graphs (DODAGs) to simplify the topology hence it is able to cover a large number of nodes. Each DODAG has one root node and many leaf nodes whereby a tree structure is constructed. Single RPL instance can create more than one DODAG on the condition that they are disjoint. Moreover, multiple RPL instances can be defined for one network and they can cooperate with prioritization method. Each instance should have different objective to optimize. An objective is defined by Objective Function (OF) feature of RPL. Although default OF is defined by the standard, the user can easily design an OF to replace the default one.

The aim of default OF is to minimize rank value of each node, which is defined as hop distance to the root. From this point onward, RPL denotes RPL with default OF. Figure 2.4 shows an illustration of route change according to RPL in a sample DODAG. In the figure, arrows denote available links that are used for data traffic routing. Whereas, application data cannot be transmitted over links that are represented by dashed lines. Node 1 is root of the DODAG and rank value of each node is written in the figure. RPL changes DODAG topology from A to B in order to minimize the ranks. After RPL procedure, rank values of nodes 3 and 6 decrease by 1. Moreover, each available link creates a parent-child relationship. A node with lower rank value becomes parent of a node with higher rank value. According to the example, node 2 is parent of nodes 4, 5 and 3 according to the topology A in Figure 2.4. However, parent of node 3 is changed to node 1 in topology B since rank value of node 1 is lower than node 2. As a result, each node, except the root, has a parent and data traffic that can only be between parent-child pairs.
A DODAG is constructed and maintained by DAG Information Object (DIO) messages, which are periodically sent as multicast by every node. Nodes should receive and process every DIO messages even if these messages are not transmitted by child or parent of corresponding node. After a DIO is obtained, the node uses the information to join new DODAG or to maintain existing one. Another mechanism is DAG Information Solicitation (DIS) messaging which requests a DIO from specific node so that the node can change its parent when there is a better option.

As a Result, RPL leads a tree structure by creating parent-child relationships. This feature restricts traffic flows and eases to manage routing. Moreover, scheduling method for IEEE 802.15.4e TSCH frame should be designed with respect to RPL features, in fact, the tree structure can also help to manage the schedule.

2.3 IEEE 802.15.4e TSCH

IEEE 802.15.4e standard is enhanced version of regular IEEE 802.15.4 which is used by old-fashion technologies like ZigBee. The physical layer specifications are not modified in order to allow same hardware use. The MAC layer, however, is one of the features that are improved. Moreover, TSCH is actually one of the operation modes defined in the standard and it is structured especially for process automation applications.
TSCH divides time into fixed length slots and assigns each one a unique identification number, called **Absolute Slot Number (ASN)**. Each node in the network stores an ASN to indicate current time and increases it by 1 after a slot passes. It means that every ASN indicates the same time value at a time. Thus, it can be thought as a global time reference. TSCH defines repeating slotframes by combining a certain number of successive slots. Each slot in a slotframe is specified by a offset, called **slotOffset**, respect to the first slot of a slotframe. **slotOffset** is computed as in Equation (2.1)

\[
\text{slotOffset} = \text{ASN} \mod \text{frameLength}
\]  

(frameLength is the size of a slotframe and “\%” symbolizes modulo operation. An example of frame structure is illustrated in Figure 2.5) Boxes represent time slots and ASN value of each time slot is expressed. In the figure, **frameLength** of the slotframe is \(FL\). In the middle of time slots, their **slotOffset** values are written according to Equation (2.1). Therefore, a time slot specified by **slotOffset** repeats itself and the period is determined by **frameLength**.

\[
\text{slotOffset} = \text{ASN} \mod \text{frameLength}
\]  

(2.1)

**Figure 2.5: TSCH Frame Structure**

Exact slot timing is mandatory to maintain TSCH frame. However, slight time shifting is inevitable in such systems. Because of that, listen process starts before transmit process. The time interval between listen and transmit processes is determined by a parameter, namely **GuardTime**, defined in the standard. There is also a time interval between slot and transmit process initiations, which is adjusted by parameter called **TsTxOffset**. If a receiver node does not sense any data within this time interval, it stops listening to save energy. A slot process is shown in Figure 2.6. It is seen that an acknowledgment procedure starts after the data transmission process. It simply means sending **Ack** signal to a transmitter node by a receiver node for reporting about
successful reception of the data. This follows same procedure like data transmission, and the time interval between end of data transmission process and acknowledgment procedure initiation is determined by a parameter called $TsTxAckDelay$.

![TSCH Slot Process](image)

Figure 2.6: TSCH Slot Process

In addition to that, a node re-synchronizes its clock according to one neighbor node which is chosen as time-source neighbor. Since selection of this neighbor is not specifically described in IEEE 802.15.4e TSCH standard, parent node can be used for this purpose. Synchronization can be checked according to data transmission or Ack signal starting time since $TsTxOffset$ and $TsTxAckDelay$ parameters are pre-defined and known by every node. Nevertheless, synchronization fails when a clock shifts more than the time interval specified by $GuardTime$. To prevent this situation, a node should periodically receive packet from its time-source neighbor. **Enhanced Beacon (EB)** is suitable for this purpose. Although the standard suggests that each node should periodically send EB, it does not provide any scheduling method. An EB includes **Information Elements (IEs)** which enables information exchange at the MAC layer. EBs is also used for many purposes such as neighborhood discovery and joining process. It is also utilized for ASN synchronization. Additionally, possibility of adding extra IE by the user makes the standard flexible on the MAC layer.

Channel hopping is one of the main features of TSCH. According to the physical layer specifications, a node can use 16 different channels, which represents different frequencies. However, it can only broadcast or listen one channel at a time. Additionally, TSCH gives flexibility to the user on channel selection. Since some of them have
bad reputations, the user can create a channel hopping sequence among high quality ones. Instead of directly selecting a channel, a node selects an offset value, and then, it chooses different frequencies at different times according to following equation;

$$ f = F[(ASN + channelOffset)\%N_{channel}] $$  (2.2)

In the Equation 2.2, $F$ is a function, which can be a lookup table or a hash function. $N_{channel}$ is channel hopping sequence length. Selected offset value is expressed as $channelOffset$ and it should be in $[0, N_{channel} - 1]$ interval to avoid overlapping.

Multi-channel mechanism and time division divide a slotframe with respect to frequency and time. This division creates a fix sized frame matrix, which repeats itself in time. In a frame matrix, each element is named as ‘cell’. An example is shown in Figure 2.7. Rows and columns are for $channelOffset$ and $slotOffset$ respectively. Thus, a cell can be denoted with two parameter–i.e ($slotOffset, channelOffset$). In the example, $frameLength$ is 10 and there are 8 available frequencies. Also, 3 cells are colored as an illustration. (8, 0), (4, 2) and (5, 5) cells are marked with blue, green and red colors respectively.

![Figure 2.7: An Example Frame Matrix](image)

Although IEEE 802.15.4e TSCH standard defines specifications for a cell, it does not restrict scheduling and link establishment. In a frame matrix, each cell can be assigned to one or multiple links. For this reason, two types of cell, dedicated and shared, are described in the standard. A dedicated cell can be assigned to only one transmitter-receiver pair–i.e. one link, whereas a shared cell is intentionally assigned to more than one link. A dedicated cell does not have collision avoidance property.
because proper scheduling guarantees that the link does not share cell with another link. Although there is always a probability of packet loss, which is caused by channel situation like interference, there is no need for collision avoidance thanks to channel hopping mechanism. In the case of shared cell, CSMA-CA mechanism is defined in the standard since collision is inevitable. An example of schedule is illustrated in Figure 2.8 and it corresponds to the topology shown in Figure 2.9. It is clear that 4 channels can be used and frameLength is 4. Cell (2,1) is a shared cell and the others are dedicated cells. If nodes E and D try to send packet at the same time, collision occurs. Then, retransmission process follows the backoff algorithm, which is defined by the standard to reduce repeated collisions. [9]

![Figure 2.8: A Schedule Example](image)

![Figure 2.9: Topology for the Schedule Example in Figure 2.8](image)
Link establishment process is also not clarified in the standard although a mechanism to execute a schedule is well defined. That is why 6TiSCH working group asserts 6top layer, which handles signaling between two nodes to establish a link. Additionally, it offers an interface to integrate a scheduling algorithm even though it does not propose one.

2.4 6P

6top layer is inserted above IEEE 802.15.4e TSCH by 6TiSCH working group. The aim is to establish and manage links between neighbor nodes. Although centralized and distributed scheduling options exist in TSCH standard, 6TiSCH working group highlights distributed scheduling, and proposes 6top protocol (6P) [51]. It allows a node to communicate with its neighbors to change schedule by adding, deleting or reallocating TSCH cells without centralized coordination. However, 6P cannot directly decide when to change schedule. This decision is made by a 6top Scheduling Function (SF). Since applications can have different requirements, multiple SFs can coexist. Although some examples of SF are described in the standard, 6P allows the user to add different SFs. This feature provides flexibility on schedule management. 6P is described according to the document [51], which is updated by the working group on June 27, 2017. It is a draft version and regularly updated according to the current status of the working group.

6P Transaction is a negotiation process between two neighbor nodes and 2 types of transaction are introduced. The first one is 2-step 6P Transaction which is showed in Figure 2.10. In the example, source node has a traffic flow to destination node. SF that is responsible for this traffic on source node decides to add extra 2 cells. The number of cells is indicated in NumCells part of 6P ADD Request message. For 2-step 6P Transaction, source node also informs destination node about preferred cells in CellList part of the message. Additionally, message type and command code are denoted in Type and Code parts. Source node starts a timer after 6P ADD Request. If 6P Response is not received until timeout, it aborts transaction. When destination node receives 6P ADD Request, it invokes corresponding SF to select desired number of cells from CellList. Then, destination node sends back 6P Response message.
The second one is 3-step 6P Transaction. An example for this type is shown in Figure 2.11. Preferred cells are not sent by source node in 6P ADD Request message. On the other hand, destination node offers preferred cells in 6P Response message. Then, source node selects desired number of cells and sends 6P Confirmation message with list of selected cells as \textit{CellList}. Therefore, 6P provides flexibility on cell selection. It means that source or destination node can select cells and the choice is made by the SF.

In 6P, there are 6 commands that a SF can execute. These are Adding, Deleting, Relocating, Counting, Listing cells and Clearing the schedule. For these commands, 3 message types, which are Request, Response and Confirmation, are used. The format of Request message is shown in Figure 2.12. Response and Confirmation messages are in the same format which is indicated in Figure 2.13. Fields are described as follows:

- \textit{Version}: The version number of 6P protocol
- \textit{T}: Type of the message
Figure 2.11: 3-step 6P Transaction

- **Code** in Request message: Command identifier
- **Code** in Response and Confirmation messages: Return code
- **SFID**: The identifier number of corresponding SF
- **SeqNum**: Sequence number
- **GEN**: Schedule generation number
- **Metadata**: Extra information to the SF.
- **CellOptions**: The option of cells
- **NumCells**: The number of cells
In the both message formats, $T$ field is 2-bit and indicates the type of a message with different bit configurations which is shown in Table 2.1. 8-bit $Code$ field can take values from 0 to 255 and implies commands or return codes according to the message type. Those are listed in Table 2.2 and 2.3 respectively. $SFID$ specifies which SF handles the message. $SeqNum$ is used to match messages of the same transaction process, and the value is increased by 1 after a 6P Request is sent to the same neighbor. $GEN$ ensures consistency between the schedules among neighbor nodes. Corresponding neighbors increase the value by 1 for each change in the schedule. In addition to those fields, Request message also has 3 extra fields. $Metadata$ depends on the SF since $Metadata$ directly passes to SF without any modification. This field gives flexibility to the user. $CellOptions$ and $NumCells$ indicate type and number of cells to be assigned and they also depends on the SF. It means that each SF can define different meanings to this field. Other fields create $CellList$.

Consequently, 6P protocol offers an interface to manage and create a schedule. As a result of SF feature, scheduling algorithms can be easily integrated to 6TiSCH net-
Table 2.1: 6P Message Types

<table>
<thead>
<tr>
<th>Value</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>b00</td>
<td>Request</td>
</tr>
<tr>
<td>b01</td>
<td>Response</td>
</tr>
<tr>
<td>b10</td>
<td>Confirmation</td>
</tr>
</tbody>
</table>

Table 2.2: 6P Command Identifiers

<table>
<thead>
<tr>
<th>Value</th>
<th>Command</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Reserved</td>
</tr>
<tr>
<td>1</td>
<td>Adding</td>
</tr>
<tr>
<td>2</td>
<td>Deleting</td>
</tr>
<tr>
<td>3</td>
<td>Relocating</td>
</tr>
<tr>
<td>4</td>
<td>Counting</td>
</tr>
<tr>
<td>5</td>
<td>Listing</td>
</tr>
<tr>
<td>6</td>
<td>Clearing</td>
</tr>
<tr>
<td>7-254</td>
<td>Unassigned</td>
</tr>
<tr>
<td>255</td>
<td>Reserved</td>
</tr>
</tbody>
</table>

Table 2.3: 6P Return Codes

<table>
<thead>
<tr>
<th>Value</th>
<th>Return Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Operation Succeeded</td>
</tr>
<tr>
<td>1</td>
<td>Generic Error</td>
</tr>
<tr>
<td>2</td>
<td>End of List</td>
</tr>
<tr>
<td>3</td>
<td>Reset</td>
</tr>
<tr>
<td>4</td>
<td>Unsupported 6P Version</td>
</tr>
<tr>
<td>5</td>
<td>Unsupported SFID</td>
</tr>
<tr>
<td>6</td>
<td>Wrong Schedule Generation</td>
</tr>
<tr>
<td>7</td>
<td>Busy</td>
</tr>
<tr>
<td>8</td>
<td>Not Enough Resources</td>
</tr>
<tr>
<td>9</td>
<td>CellList Error</td>
</tr>
<tr>
<td>10-254</td>
<td>Unassigned</td>
</tr>
<tr>
<td>255</td>
<td>Reserved</td>
</tr>
</tbody>
</table>

works. Although, some examples of SF are given by the working group in order to meet simple requirements, it is still an open issue for many applications. In Section 2.5, proposed SFs and other state of art scheduling solutions for TSCH frame are briefly explained.

2.5 Scheduling Methods for TSCH

Scheduling for TSCH frame is mainly assigning cells to links. A scheduling algorithm should decide the number of cells and the position of each cell. It is a challenging issue since inappropriate selection of cells causes packet loss which decreases reliability. Duplex and interference conflicts are two reasons of packet loss. A node cannot transmit and listen at the same time and two nodes should not try to transmit to the same receiver at the same time. Those situations cause duplex conflict. Besides, interference conflict happens when one cell is used by links that are spatially close to each other. Moreover, packet loss also increases power consumption because
a node consumes significant amount of energy when transmitting a packet or listen-
ing the channel, and each loss packet triggers retransmission mechanism. In other
words, unsuccessful data transmission attempt and unnecessary listening cause waste
of energy. Since TSCH is generally used for low power devices, energy efficiency
is a major concern in scheduling. Within this context, various scheduling methods
exist in the literature. Those methods can be classified into three categories, which
are centralized, negotiation based and autonomous scheduling.

Centralized scheduling is the most trivial one. It is based on one coordinator device,
which manages schedule according to the gathered data from other devices in the
network. WirelessHART and ISA100.11a are commercialized examples which are
explained in Section 2.1. In addition to that, Traffic Aware Scheduling Algorithm
(TASA) [35, 36] is the most addressed one. TASA builds and manages schedule with
respect to topology of the network and the traffic load of each link. Necessary in-
formation such as traffic loads is obtained from routing protocol. Afterwards, central
coordinator builds schedule by using iterative procedure. Each iteration runs match-
ing and coloring algorithms for one slot. The iteration begins with selecting set of
duplex-free links which have traffic loads. Then, coloring algorithm chooses the dif-
ferent channels for each link in order to prevent interference conflict. The authors
also prove that only 3 channels are enough to schedule the network thanks to spatial
reuse. In addition to TASA, many centralized scheduling algorithms are proposed
such as [18, 24, 31, 32]. The differences among them are their primary objectives and
algorithm complexities. For example, [18] extends TASA by enabling retransmis-
sion to guarantee reliability. Moreover, [24] bounds the delay while energy efficiency
is the major concern in [32], unlike TASA which tries to equalize traffic loads with
throughput. Although the network becomes more predictable and easy to manage
with centralized coordinator, the complexity is very high. It means that these algo-
rithms are not suitable for large and mobile networks. Despite the fact that some of
them achieve to decrease the complexity like [31], gathering data from all devices in
the network is still a major problem for large networks. For those reasons, 6TiSCH
and 6P are designed for distributed scheduling methods, which are negotiation based
and autonomous scheduling.

In the case of distributed scheduling, the main challenge is energy efficiency since un-
necessary listening which is named "idle listening" cause waste of energy. Although there are some methods that do not address energy consumption such as [50], this study focuses on low power networks. Distributed algorithms are executed by each node with local information, and overall schedule is created by local decisions. The network reaches a solution with low overhead although this solution is not usually optimum. Distributed scheduling can be created by negotiation or autonomous methods. For example, 6P offers an interface for negotiation by 2-step and 3-step Transactions. However, there are some protocols that do not need any signaling since every node in a neighborhood can reach the same schedule with the same information.

One of the earliest negotiation based scheduling method is proposed in [28]. It takes advantages from label switching. The signaling in this protocol is very similar to Resource Reservation Protocol (RSVP) [52] which is well known for the Internet. It computes the schedule along traffic source and its destination. Although it gives precise results, the signaling overhead is high. On the other hand, DeTAS [2] works with RPL, and each parent computes a schedule for its child nodes. This feature decreases the signaling overhead due to the fact that the schedule of a traffic flow is computed in a distributed manner. Actually, DeTAS is a decentralized version of TASA and it also adjusts a schedule with respect to traffic loads. In [47], algorithm called Wave is proposed. The main goal is to transmit a packet from source to final destination in one frame. To do that, Wave exploits the tree structure of RPL. Each node knows its parent which is one hop destination, set of conflicting nodes and their priority values which implies traffic loads. Wave is an iterative algorithm. In each iteration, a parent node informs its child nodes about current schedule and triggers them to assign a cell to themselves. Child nodes select appropriate cells according to their knowledge and current schedule. After that, each child node reports the schedule to their child nodes in order to start next iteration. This mechanism limits maximum end-to-end delay and the results are very close to the optimum solution. However, the signaling overhead is still high and all procedure starts again when topology or traffic changes. Additionally, hop count of RPL tree structure directly effects the complexity. For those reasons, some modifications to Wave are proposed. For example, [46] allows overlapping while the schedule passes rank by rank. This creates spatial reuse which means spatially separated nodes can assign the same cell to themselves, hence the through-
put increases. Moreover, [20] adds self-healing mechanism to Wave in order to sense and avoid cell collisions.

Palattella et al. [37] offer On-The-Fly (OTF) as a SF for 6P. Then, 6TiSCH working group published a document [12] about implementation specifications of OTF. The algorithm has two mechanisms which are bandwidth estimation and resource allocation. A node can calculate required number of cells for a link according to current traffic loads, already reserved cells and QoS requirements. Afterwards, it adds or deletes cells with respect to a hysteresis function since triggering add/delete cell mechanism for every variation in the required bandwidth is undesirable. In other words, the function sets an upper and lower bounds so that cells are added when the required bandwidth increases above the upper band, and cells are deleted if it decreases below the lower band. Additionally, the algorithm always assigns more cells than exact demand to avoid experiencing resource deficiency problem. It is also shown that OTF can adapt time-varying traffics with low latency and high reliability. However, the algorithm schedules all traffic flows between two nodes in one link even though traffic flows can have different requirements. For example, emergency messages need immediate delivery which means low latency; however, periodic messages need low energy consumption. Furthermore, 6TiSCH working group introduced SF1 [4]. It is a hop-by-hop scheduling algorithm and it isolates end-to-end traffic flows by using label switching which means packets are marked with labels. Each label indicates the traffic flow to which the packet belongs. Thus, cells are assigned to labels, not links. Actually, OTF and SF1 are examples given by 6TiSCH working group. They show implementation of a SF and prove that more than one SF can operate in parallel.

Recent studies in the literature develop additional mechanism for SFs like OTF and SF1. For example, close loop control mechanism is proposed in [11]. It tries to adapt traffic variation in time, like OTF. Its difference is using PID controller approach to decrease adaptation time. Another example is [21] which exploits concept in Wave and uses OTF for cell assignment. On the other hand, some latest studies propose complete scheduling algorithms compatible with 6P. In [7], cells, which are located just after cells scheduled for receiving, are scheduled for transmitting in order to decrease buffering delay. However, packet loss is not considered and it is useful only
for linear topologies—i.e. each parent has only one child node. In [23], nodes have a look-up table for cell allocation. The table solves duplex and interference conflicts. A node can find its conflict free cells from table according to its position in the network, which is computed with respect to the information in RPL. The position indicates node’s place in the routing tree. Additionally, the table provides pipelined schedule which means packets can be immediately sent to next destination without buffering delay. However, it has several disadvantages like it is not adaptable to traffic variations, look-up table limits the network capacity and irregular RPL tree causes additional power consumption. Additionally, [16] decreases the number of collisions, which are caused by negotiation errors, by selecting cells in the most unused parts of the schedule. To do that, nodes need to monitor the density of the schedule parts. Negotiation errors are also the main issue in [29]. Nodes periodically advertise their schedule in shared cells which are particularly assigned for this purpose. Since advertisement packets are sent as a broadcast, consumed power for this overhead is minimized, and nodes only store information about the neighborhood which is sufficient to avoid negotiation errors. Besides, some proposed methods need modifications in standard protocols such as RPL. For example, Huynh et al. [22] allow a node to connect multiple parents in spite of RPL. The aim is to increase the delivery probability since receiving the packet by one of the parents is enough for forwarding to the next hop. It also adjusts IEEE 802.15.4e slot process in order to avoid collision of acknowledgement messages by assigning different priorities to each parent.

Autonomous methods are suitable for highly dynamic and unpredictable networks since central or distributed scheduling entity is not needed. Thus, there is no signaling overhead for adapting network changes. It means fixed schedule is used for all variations of the network. Although it seems that the solution is not an efficient one, signaling to find the most optimum solution creates much more inefficiency. Duquennoy et al. [14] introduce Orchestra for this concept. Also, 6TiSCH working group published a document [15] about implementation specification of Orchestra. It bases on building virtual frames with different sizes for each traffic flow—e.g. EBs, RPL information or application data. In order to minimize the number of slot collusions in the schedule, Orchestra sets up a rule that the sizes of virtual frames must be coprimes. Duquennoy et al. also prove that the probability of collision becomes so
low that it can be neglected. Additionally, nodes calculate cells that are assigned to themselves in a virtual frame by a hash function and their MAC addresses. Cells are configured as shared cell since there is a possibility of assigning one cell to more than one node. Nevertheless, it is shown that Orchestra can reach 99.99% reliability. One of the major contribution of Orchestra is that energy consumption can be decreased by using shared cell feature of IEEE 802.15.4e standard.
CHAPTER 3

A METHOD FOR SCHEDULING TSCH FRAME

3.1 Introduction

An Industrial IoT network can have two types of traffic, which are periodic and sporadic. Periodic traffics can be easily handled by the network since it is predictable. However, sporadic type is difficult to handle because of the long and irregular inter-arrival times. Furthermore, TSCH allows cells to be assigned in a dedicated or shared manner. Most of the scheduling methods consider only dedicated cells. However, dedicated cells can be inefficient in some cases—e.g. a sporadic traffic with high inter-arrival times relative to the average latency constraint.

Dedicated cell assignment can basically be defined as deciding the required bandwidth to each traffic flow or to each neighbor and selecting conflict free cells as required. Scheduling methods given in 2.5 can easily be applied for selecting conflict free cells in the frame, and the required bandwidth is proportional to the packet generation rate, λ. On the other hand, the given bandwidth is proportional to \( \frac{1}{\text{frameLength}} \) and the number of assigned cells in the frame. Additionally, the period of a periodic traffics or the average inter-arrival time of a sporadic traffic can be expressed as \( \frac{1}{\lambda} \), where \( \lambda \) is the packet generation rate.

In the consideration of the ideal case, the easiest solution is building a TSCH frame with \( \text{frameLength} = \frac{1}{\lambda} \) and selecting one cell in the frame. With this way, the given bandwidth becomes equal to the required bandwidth and 100% energy efficiency can be achieved, which means that every assigned cell is used for packet transmission without idle listening. Energy efficiency can be defined as the ratio of consumed en-
ergy for packet transmissions to total consumed energy. Additionally, idle listening consumes half of the energy that is consumed for packet transmission since transmitting and listening processes consume almost the same amount of energy. Thus, energy efficiency drops when more than the required bandwidth is given. For example, if \( \frac{1}{2\lambda} \) is selected as \( frameLength \), where \( \lambda \) is the packet generation rate, only half of the assigned cells are used for packet transmission, which means energy efficiency is 66.66%. However, to decrease the average latency, the given bandwidth should be increased since generated packets wait until an assigned cell. In fact, minimum latency can be achieved with 100% energy efficiency if packets are generated at fixed times, which is the case for a periodic traffic. In other words, when the nearest cell to the packet generation is selected, minimum latency with 100% energy efficiency can be achieved. Some of the studies mentioned in 2.5 focus on finding the nearest cell placement. On the contrary, a sporadic traffic generates packets at random times and the packet generation times are independent from each other. For this reason, the average latency is \( \frac{frameLength}{2} \) in the case that there is no packet loss, since the average latency is independent from the location of selected cell in the frame. Examples of the two types of traffic and sample schedules for them are given in Figure 3.1 as an illustration. Rectangular boxes and arrows indicate the assigned cells and the packet generations respectively. Red and blue colors are for sporadic and periodic traffics respectively. Packet generation rates are the same and the rate is 0.1 packet per second. Although the latency is constant and equals to the length of a slot for the periodic traffic, the average latency is 2.5 seconds for the sporadic traffic since \( frameLength \) is 5 seconds. Besides, the energy efficiencies can be simply expressed as 100% for the periodic traffic and 66.66% for the sporadic traffic. As a result, although minimum latency can be achieved with 100% energy efficiency for a periodic traffic, there is a trade-off between energy efficiency and the average latency for a sporadic traffic.

One cannot increase energy efficiency without sacrificing from the average latency for sporadic traffics. However, many applications used in the industry have constraint on the average latency. That is why finding a solution, which is energy efficient and meets the average latency constraint, is an important research topic. For that reason, quantizing the trade-off is essential. Since only transmit and listen events consume a significant amount of energy, energy efficiency (\( \eta \)) can be expressed as the ratio of
the number of events that result in successful packet transmission to the number of all events. Transmit events includes received packets and collided packets whereas listen events includes all assigned cells. Considering one transmitter node and one receiver node in the ideal environment that there is no packet collision, \( \lambda \) transmit and \( \frac{1}{frameLength} \) listen events happen within one second, where \( \lambda \) and \( frameLength \) are expressed in terms of packet per second and seconds respectively. Additionally, among listen events only \( \lambda \) of them result in successful packet transmission and the others are idle listening. Therefore, energy efficiency \( (\eta) \) is calculated as follows:

\[
\eta = \frac{2\lambda}{\lambda + \frac{1}{frameLength}} \tag{3.1}
\]

Also, the average latency \( (L) \) and the average inter-arrival time \( (T) \) for the traffic is assessed as follows:

\[
L = \frac{frameLength}{2} \tag{3.2}
\]

\[
T = \frac{1}{\lambda} \tag{3.3}
\]

If the ratio of the average latency to the average inter-arrival time is defined as \( L' \), it becomes equal to \( \frac{L}{T} \). In fact, it is the average latency in term of the the average inter-arrival time and the upper bound is 0.5 since \( frameLength \) should be smaller than \( T \). Otherwise, giving less than required bandwidth causes packet loss and this is
inapplicable for industrial networks due to the importance of reliability. Then, $\eta$ can be written in term of $L'$ as follows:

$$\eta = \frac{4L'}{2L' + 1}$$ (3.4)

According to Equation 3.4, the relationship between $\eta$ and $L'$ is shown in Figure 3.2. It implies the trade-off between energy efficiency and the average latency for a sporadic traffic in the ideal case. According to the figure, if the system allows more delay, higher energy efficiency can be achieved. For example, if an application has a sporadic traffic with $T = 6$ seconds and its average latency constraint is 1 second, energy efficiency can be 50% at most since $L'$ should be smaller than $\frac{1}{6}$. However, many applications require very low average latency values such as 200 microseconds. In this case, $L'$ should be reduced to very low values, which are smaller than $\frac{1}{30} \approx 0.03$ according to the example. This situation results low energy efficiency. As a consequence, assigning dedicated cells to sporadic traffics with low latency constraint relative to the average inter-arrival time is an inefficient solution and also inapplicable since energy consumption is a major concern in Industrial IoT networks.

Figure 3.2: The Trade-off Between Energy Efficiency and The Latency
IEEE 802.15.4e TSCH also allows cells to be scheduled in a shared manner. Although dedicated cell assignment is inefficient for sporadic traffics because of a large amount of wasted energy, shared cells are more useful. Moreover, an IoT network is in the tree form due to RPL. Hence, packets are sent from a number of transmitter units–i.e. child nodes, to a receiver unit–i.e. parent node. Using shared cells is also more appropriate for that kind of common receiver networks. Actually, assigning one cell to more than one transmitter node can be thought as decreasing $T$ which causes increase in $L'$. However, it creates different challenges. Shared cells are open to contention, unlike dedicated cells, hence if more than one transmitter tries to send a packet, collision occurs which causes packet loss and waste of energy. In the ideal case, first-in first-out (FIFO) principle can be applied. It means that if there is a contention, the earliest generated packet have a right to use shared cell. However, this concept cannot be applied in real applications due to the fact that each node can only be aware of its own queue. Nevertheless, FIFO principle can be used to determine the limits. If the same shared cell is assigned to $N_{\text{contender}}$ nodes and each one has a sporadic traffic with $T$, it can be modeled as one node that the average inter-arrival time is $\frac{T}{N_{\text{contender}}}$. Thus, $L'$ can be increased by adding more contender to the shared cell. However, it has drawbacks since FIFO principle is unfeasible. In the real case, adding more contender causes exponential rise in the number of dropped packets. For those reasons, various contention management methods exist for wireless networks. However, there is a lack of research for shared cells in IEEE 802.15.4e TSCH standard.

In this thesis, the aim is to provide energy efficient shared cell scheduling for sporadic traffics with low latency constraint relative to average inter-arrival time. Shared cell scheduling has pros and cons according to the allowed contention level. If the contention level is high, QoS constraints–e.g. latency and reliability, may not be fulfilled. Otherwise, power consumption becomes very high. Therefore, it is essential to have an optimum shared cell scheduling, in which QoS criteria is met with minimum power consumption. To this end, a method is introduced in this chapter to obtain the optimum schedule. The method treats IoT networks as subnetworks, which consist of one parent and a number of child nodes, and then it tries to optimize each subnetwork independently. In order to achieve the optimum schedule, each parent node should adjust the network parameters, which are $frameLength$, the number of shared cells in
the frame and the number of contender nodes for each cell.

The rest of this chapter is as follows. In Section 3.2, an additional information about dedicated and shared cells is given. In Section 3.3, the network model and estimation of the QoS metrics are described. The method is introduced in Section 3.4.

3.2 Dedicated and Shared Cells

As stated in Section 3.1, there are two types of cell in TSCH standard. Dedicated cells are contention-free, that is to say, exactly one transmission occurrence is guaranteed in these cells. Due to the fact that the most of IoT networks consist of a high number of nodes, dedicated cell scheduling requires a long TSCH frame, in which each node solitarily transmits to its parent node. However, when the traffic is sporadic with low latency constraint relative to average inter-arrival time, bandwidth and energy are wasted in those networks. Therefore, it is better to use shared cell approach rather than dedicated one. In shared cell approach, there is more than one node that attempts to transmit in the cell, which is likely to have contention. After contention resolution, one transmitter node delivers its packet to its receiver. In [14], shared and dedicated cell scheduling methods are compared under a sporadic traffic. The shared cell scheduling method in [14] is that each parent node selects a different cell and then selected one cell is assigned to all of its child nodes whereas the dedicated cell scheduling method is that a parent node assigns a different cell to each of its child nodes. It is also reported that the shared cell scheduling is better than the dedicated cell scheduling. However, proposed shared cell scheduling method in [14] is not an adaptive solution.

To cope with the contention in a shared cell, CSMA-CA algorithm is included to IEEE 802.15.4e TSCH standard. This algorithm is only activated for shared cells. Although the aim is the same, there are differences between traditional CSMA-CA and TSCH CSMA-CA. The common aim is to reduce collision probability in a shared cell. To do that, back-off mechanism is used by both of the algorithms. The mechanism is broadly waiting a random amount of time before trying to send a packet, and if collision occur, the waiting time increases. However, back-off mechanism works
differently in traditional and TSCH CSMA-CA algorithms. Although, newly gen-
erated packets can wait to be transmitted in traditional one, TSCH CSMA-CA activates
back-off mechanism only if collision has been experienced. Additionally, the mech-
anism in TSCH CSMA-CA only counts shared cells as back-off waiting time instead
of actual time. Clear Channel Assessment (CCA) is another mechanism used by tra-
ditional CSMA-CA. The objective is to monitor the medium before trying to send a
packet to avoid collision with ongoing transmission process. However, slotted struc-
ture does not make CCA possible for TSCH CSMA-CA. Both of the algorithms drop
packet if contention level is high. Traditional CSMA-CA decides to drop the packet
when a certain number of consecutive sending attempts result in busy medium by
CCA mechanism. Since TSCH CSMA-CA cannot use CCA mechanism, it counts
retransmissions and if it reaches a certain value, the algorithm decides to drop the
packet.

It is clear that CSMA-CA algorithm should be analyzed and modeled in order to
achieve optimum shared cell schedule. The majority of traditional CSMA-CA mod-
eling techniques try to model the behavior of a single node in the network through
Discrete Time Markov Chain. Park’s model [39] is well-known among them. The
model provides the ability to set reliability, latency and consumed energy per packet
with CSMA-CA parameters. However, it is based on many unrealistic assumptions
such as stable and known topology. Additionally, finding optimum parameters with
Park’s model requires a significant amount of time. In [38], Park et al. modify the
model and introduce an algorithm to estimate channel busy probability and chan-
nel access probability. With those estimations, proposed algorithm tries to minimize
energy consumption while guaranteeing reliability and latency constraints. Unlike
Park’s model, the behavior of an entire network is modeled in [19]. The model is
designed to capture even the most unusual events and to make it possible to com-
pute precise probabilities. Inspiring from [19], Guglielmo et al. [8] create a model
for TSCH CSMA-CA. They perform an algorithm based computation that takes into
consideration every possible state that the system can be in. After the exhaustive
computation, a probability transition matrix is constructed and the performance met-
rics can be calculated by using this matrix. However, new packet arrival issue is not
considered in [8]. That is to say, it is modeled that the network starts from the state
that nodes have their head-of-line (HOL) packets to send, and ends when all the HOL packets are successfully delivered or dropped. This approach is not realistic due to the fact that collision probability and waiting time of a packet are directly related to the new packet arrivals.

Although analytic model based algorithms provide the most precise results, they are not suitable for real-life scenarios since the analytic models create a significant amount of overhead and they need excessive computational power. For those reasons, a low complexity and distributed algorithm, called ADAPT, is proposed in [10]. It is intended to ZigBee sensor networks and suitable for real-life scenarios since it does not require any knowledge about operating conditions. ADAPT is based on local measurements and provides minimum energy consumption without violating reliability and latency constraints. The main purpose is to control congestion by adjusting CSMA-CA parameters. However, it has oscillating response which results in unnecessary energy consumption. Another algorithm based on local measurements is LEAP [6]. Like ADAPT, LEAP also sets CSMA-CA parameters to find the most energy efficient state without violating QoS constraints. On the other hand, LEAP learns the channel condition with the history instead of ADAPT which only considers current measurements. LEAP creates a table according to learned conditions. Then, it finds optimum CSMA-CA parameters from the table.

In [34], a model and an algorithm based on this model is proposed. Proposed algorithm creates a schedule to decrease energy efficiency with meeting QoS requirements. However, the algorithm checks all possible configuration hence its complexity is high and it is designed for networks that all nodes have the same amount of traffic loads.

As a result, algorithms based on an analytic model are not suitable for real-life scenarios, unlike heuristic methods like ADAPT and LEAP. Although traditional CSMA-CA is well studied, there are very few studies about TSCH CSMA-CA within the current knowledge. Moreover, all of the algorithms try to find optimum CSMA-CA parameters. Based on those results, the aim of this chapter is to design a distributed and low complexity algorithm that based on a heuristic model in order to find optimum shared cell scheduling.
3.3 Model

An Industrial IoT network is composed of multiple subnetworks, which are connected together since a child node can send packets only to its parent node due to the tree structure of RPL standard. In other words, each parent node and its child nodes create a subnetwork. The parent in a subnetwork can be a child node in another subnetwork. With this way, subnetworks can connect to each other. For instance, the network shown in Figure 3.3 consists of 3 subnetworks. Each subnetwork is highlighted by a dashed circle and labeled with a letter. As an example, subnetwork A in Figure 3.3 has 3 nodes which are node 1 as parent node, nodes 2 and 3 as child nodes. Moreover, subnetwork A is connected to subnetwork B via node 2 and to subnetwork C via node 3. In a subnetwork, shared cells can be used to handle sporadic traffics since child nodes in a subnetwork can send packets only to the parent node. Although subnetworks are connected to each other and there is an interference between them, these subnetworks can be thought as independent from each other if shared cells are selected with respect to following rules:

1. Connected subnetworks must use different \( slotOffset \) values.

2. Unconnected and geographically close subnetworks must use different \( channelOffset \) values.

The first rule is for avoiding duplex conflict by exploiting time synchronization. The second one is for preventing interference conflict with the help of channel hopping mechanism defined in TSCH. According to example in Figure 3.3, Subnetwork A and subnetwork B can be separated from each other by using different \( slotOffset \) values. On the other hand, although subnetwork B and subnetwork C are not directly connected to each other, they may suffer from interference conflict since node 3 is very close to node 2. The second rule can prevent this problem. In fact, selecting different \( slotOffset \) values also solves interference conflict problem. However, the second rule is a better solution since it increase cell reuse and available cells for a subnetwork. Nevertheless, using different \( slotOffset \) values may be a better solution in the case that the available channels are very limited.
The network performance depends on the subnetworks, which are independent from each other. Thus, modeling a subnetwork and optimizing each subnetwork separately based on this model converges to optimum solution for an Industrial IoT network. Additionally, optimizing each subnetwork separately provides a better solution instead of considering the network as a whole since geographically separated subnetworks can experience different physical layer conditions. Therefore, a model for a subnetwork in an Industrial IoT network is introduced in this section. The model is not an analytic one due to the mentioned reasons in Section 3.2 and it is not for estimating the effects of TSCH CSMA-CA parameters since it is well studied. The model is based on heuristic observations for estimating the effects of the number of child nodes, frequency of assigned shared cells and distribution of these child nodes among the shared cells.

A shared cell assigned to links that are directed from a number of child nodes to the parent node in a subnetwork can be modeled as a bus system. The system consists of 1 parent node and $n_c$ child nodes, like in Figure 3.3. Each child node has a first-in-first-out (FIFO) queue, where packet arrivals are independent from each other. The earliest incoming packet occupies HOL area until it is successfully transmitted or dropped. If HOL area is not empty, incoming packets wait in packet buffer area for their turns. This area is limited, which means that only $bufferLength$ packets can be in this area. Reaching the limit causes loss of further incoming packets. A child node tries to send its HOL packet only in the assigned shared cells. In the case of collision, exponen-
tial back-off mechanism is applied. TSCH CSMA-CA algorithm defines a back-off mechanism as stated in Figure 3.5. The flow chart in the figure is created with respect to the specifications in [43]. New incoming packets are firstly tried to be sent without back-off. If collision occurs, exponential back-off mechanism is triggered. Then the packet waits for a random time. This time is determined with respect to frequency of the shared cells and a random number $w \in [0, (2^{BE} - 1)]$ such that the node waits until $w$ shared cells passes. $BE$ is a TSCH CSMA-CA parameter, named back-off exponent, and it adjusts the upper limit of the waiting time. After the waiting, the node tries to send HOL packet again. If collision occurs again, $BE$ is increased by 1 and the packet returns to waiting process with new $w$. $BE$ starts from $macMinBE$ parameter and can be increased until it reaches the limit that is indicated by $macMaxBE$ parameter. If the limit is reached, the node continues to use $macMaxBE$ as $BE$. Decision to failure depends on $macMaxFramesRetries$ parameter. When the number of back-offs ($NB$) reaches to $macMaxFramesRetries$, the node decides to drop HOL packet. $NB$ starts from zero with first retransmission and increased by 1 when collision occurs.

One of the important point of this mechanism is that if there is another packet in the buffer when the HOL area becomes empty, $BE$ remains to have the same value since there can be still congestion. Otherwise, $BE$ is set to $macMinBE$. In the standard definition, these parameters can take integer values within defined ranges. The ranges and default values for the parameters are given in Table 3.1.
Figure 3.5: TSCH CSMA-CA Retransmission Algorithm
For a sporadic traffic, packet generation is independent from time. However, average packet arrival in a certain time can be known. Thus, each queue randomly generates packets with respect to Poisson distribution. Although it seems to create an analytic model for the system, it is highly complex to model mathematically. High-complexity models are not useful for adaptive algorithms as stated in Section 3.2. To that reason, computer-based simulations are conducted to understand the characteristic of a subnetwork. The aim is to estimate the effects of the parameters on performance metrics. The parameters of the model are the number of child nodes, $n_c$, and frequency of the shared cell. The metrics are the average latency and packet delivery ratio (PDR), which refers to the ratio of received packet count to the total trial count to send these packets. In fact, other important performance metrics can be computed with PDR like reliability, which is directly related to PDR. Besides, average consumed energy to successfully send one packet can be calculated by using PDR. Additionally, there are some parameters that cannot be changed to increase the performance such as the average inter-arrival time for a sporadic traffic. On the other hand, TSCH CSMA-CA parameters are not interested in this thesis since there are algorithms like LEAP [6] that focuses on these parameters.

A set of computer-based simulation results are collected in order to clear relationship between the parameters and performance metrics. The simulations are continued long enough to make resultants converge to their average values. In those simulations, it is assumed that one shared cell is assigned to all child nodes in a subnetwork. It means that shared cell frequency is determined by frameLength parameter. The competing child count, $n_c$, is changed in range of 1 to 25, while frameLength can be in the range of 1 to 50. Therefore, 1250 different configurations come out for the simulations. Apart from objective parameters, the effect of TSCH CSMA-CA parameters are also investigated. On behalf of simplification, \{2, 3, 4\} and \{3, 7\} values are considered for $macMaxFramesRetries$ and $macMaxBE$ parameters respectively although only the
default value is allowed for macMinBE since other values are not meaningful. Furthermore, the queues are assumed to be infinite due to the fact that interested traffic type is sporadic with low latency constraint relative to the average inter-arrival time. It means that packet drops due to buffer overflow does not seem possible. The length of a slot is assumed to be 10 milliseconds as stated in the standard. Since the traffic load is very related to frameLength, there is no need to investigate them separately. Thus, the average inter-arrival time is fixed for computer-based simulations. The value is 8 seconds and same for all child nodes.

First of all, the relationship between PDR and reliability is examined. Reliability metric is measured as packet reception ratio (PRR), which is the ratio of received packet count to generated packet count. The relationship is shown in Figure 3.6. In the graphs, each configuration is represented by a marker. For macMaxFramesRetries parameters, different symbols and colors are used as a marker. The values 2, 3 and 4 are symbolized as ‘*’, ‘o’ and ‘+’, and colored as blue, red and green respectively. Figure 3.6a shows results when macMaxBE parameter is 3, whereas it is 7 in Figure 3.6b.

According to Figure 3.6, it can be stated that even if the PDR depends on the parameters, PRR is directly associated with PDR. Since PRR is the measure of reliability, it should be high enough to meet Industrial IoT service requirements as mentioned in Chapter 2. As a result, PDR should always be kept within a range. For instance, according to Figure 3.6a, it can be seen that in the case of PRR > 0.95, PDR must be greater than 0.77, 0.65 and 0.55 for macMaxFrameRetries is 2, 3 and 4 respectively. The values are almost the same for Figure 3.6b. In fact, the reliability constraint defines a region of interest (ROI) on PDR. From now on, the ROI means PRR > 0.95. The relationship between PRR and PDR in the ROI is shown in Figure 3.7. Figures 3.6a and 3.6b show the relationship with different different macMaxBE values. According to the figures, the results are very similar to each other hence it can be said that the relationship relationship between PRR and PDR is independent from macMaxBE parameter. From now on, macMaxBE is fixed to 7, which is the default value.
Figure 3.6: The Relationship Between PRR and PDR.

(a) $macMaxBE = 3$

(b) $macMaxBE = 7$
Figure 3.7: The Correlation Between PRR and PDR in the ROI.

(a) $macMaxBE = 3$

(b) $macMaxBE = 7$
PDR can only be controlled by adjusting the adaptable parameters, which are \( n_c \) and \( frameLength \), since TSCH CSMA-CA parameters like \( macMaxFrameRetries \) and \( macMaxBE \) considered as constant in this study. Both the increase and decrease in PDR has its own benefits and drawbacks. If PDR increases, not only PRR increases, but also the latency metric decreases; however, consumed energy significantly increases. Energy consumption metric can be measured by counting transmit and listen events since the major energy consumption in wireless devices occurs while transmitting a packet and listening the channel. Other energy-consuming events can be neglected. Additionally, it can be assumed that idle listening, transmitting and receiving a packet consume the same amount of energy, which are in fact very close. Therefore, the total consumed energy, \( E_{\text{total}} \), within the simulation time, \( T_{\text{sim}} \), can be expressed as follows:

\[
E_{\text{total}} = Q_{\text{listen}} + Q_{\text{transmit}} \tag{3.5}
\]

\( Q \) is the number of events within the simulation time. While calculating \( Q_{\text{listen}} \), each listen event, which can result in successful packet transmission or idle listening, is counting. Similarly, both successful and unsuccessful transmission attempts are included in \( Q_{\text{transmit}} \). \( Q_{\text{listen}} \) only depends on \( frameLength \) parameter since a parent node has to listen the channel whether there is a sending packet or not. Whereas, throughput and PDR affect \( Q_{\text{transmit}} \). Thus, Equation 3.5 can be modified as follows:

\[
E_{\text{total}} = \frac{T_{\text{sim}}}{frameLength} + \frac{\mu T_{\text{sim}}}{m_{\text{PDR}}} \tag{3.6}
\]

In Equation 3.6, \( m_{\text{PDR}} \) refers to a measured PDR value of the subnetwork for certain configuration and it depends on \( n_c \) and \( frameLength \) parameters. \( \mu \) is the throughput and it is calculated as average received packet count in one second. If the power is defined as average consumed energy in a subnetwork to receive one packet successfully, it is calculated as follows:

\[
P_{\text{packet}} = \frac{1}{\mu_{\text{frame}}} + \frac{1}{m_{\text{PDR}}} \tag{3.7}
\]
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where $P_{\text{packet}}$ is the power and $\mu_{\text{frame}}$ is average received packet count in one frame. Additionally, $\frac{1}{m_{\text{PDR}}}$ and $\frac{1}{\mu_{\text{frame}}}$ terms in the equation represent the average number of transmit and listen events for one successful packet transmission respectively.

According to Equation 3.7, the relationship between the power and PDR is shown in Figure 3.8. Each $P_{\text{packet}}$ and PDR pair, which is a result of the simulations for one configuration, is represented as a marker. Figures 3.8a, 3.8b and 3.8c correspond to different $\text{macMaxFrameRetries}$ values which are 2, 3 and 4 respectively. According to the figures, $P_{\text{packet}}$ increases exponentially with increasing PDR in the ROI for all values of $\text{macMaxFrameRetries}$. This situation is not desirable for Industrial IoT networks, in which energy efficiency is crucial as mentioned in Section 2. Therefore, PDR should be set to a value such that latency and reliability constraints are fulfilled with minimum energy consumption. Since parent nodes can control PDR by adjusting $n_c$ and $\text{frameLength}$ parameters, an appropriate system condition can be reached even after the network startup.

Figure 3.9 shows PDR with different $n_c$ and $\text{frameLength}$ values. According to Figures 3.9a, 3.9b and 3.9c, a similar trend occurs between PDR and $n_c$ for all $\text{macMaxFrameRetries}$ values. Not surprisingly, there is a negative correlation between them, since increasing number of the competing child nodes can lead to more collisions and thus lower PDR. Furthermore, $\text{frameLength}$ value determines the attenuation of this correlation. When the ROI parts are further investigated, which are given in Figures 3.10, it can be seen that there is an almost linear relationship between PDR and $n_c$ for all $\text{frameLength}$ values.

Recalling that it is desired to keep PDR in the ROI, the main focus is to model a subnetwork in this region. Therefore, PDR can be modeled in the ROI with a linear function of $n_c$ and $\text{frameLength}$ parameters. After computations, concluded $P_{\text{pdr}}(n_c, \text{frameLength})$, which refers to estimated PDR with stated parameters, is expressed as follows:

$$P_{\text{pdr}}(n_c, \text{frameLength}) = 1 - K_{\text{PDR}}\lambda_{\text{frame}}[n_c - 1]$$  \hspace{1cm} (3.8)

where $\lambda_{\text{frame}} = \lambda \times \text{frameLength}$ and $\lambda$ is the packet generation rate for a child node.
Figure 3.8: The Relationship Between $P_{packet}$ and PDR.
Figure 3.9: The Relationship Between PDR and Adjustable Parameters.
Figure 3.10: The Relationship Between PDR and Adjustable Parameters in the ROI.
Table 3.2: $K_{PDR}$ for different $macMaxFrameRetries$ and $macMaxBE$ Parameters

<table>
<thead>
<tr>
<th>$macMaxBE$</th>
<th>$macMaxFrameRetries$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$= 2$</td>
</tr>
<tr>
<td>$= 3$</td>
<td>2.13</td>
</tr>
<tr>
<td>$= 7$</td>
<td>2.13</td>
</tr>
</tbody>
</table>

Thus, $\lambda_{frame}$ corresponds to the average generated packet count in one frame. $K_{PDR}$ term in Equation 3.8 is a coefficient and independent from $n_c$ and $frameLength$. In fact, $K_{PDR}$ is not only dependent on pre-defined network parameters like $macMaxBE$ and $macMaxFrameRetries$, but also can be affected by several unpredictable factors like intensity of the noise in the wireless medium. Thus, computing $K_{PDR}$ is more appropriate than assigning a fixed value. Table 3.2 shows the most suitable $K_{PDR}$ values for different $macMaxFrameRetries$ and $macMaxBE$ parameters. Moreover, the linear lines in Figures 3.10a, 3.10b and 3.10c are drawn with respect to Equation 3.8 and $K_{PDR}$ values in the table.

On the other hand, latency is another critical metric for IoT networks. As stated in Section 2, there is an average latency constraint in most of the applications. Hence, latency must also be estimated with the model. Figure 3.11 illustrates the relationship between the latency metric and $n_c$. During the computations, it is assumed that the length of one slot, $slotTime$, is 10 milliseconds in compliance with the standard. From the graphs in Figures 3.11a, 3.11b and 3.11c, it can be seen that $d$, which is a latency metric and refers to the average latency in term of milliseconds, increases with $n_c$ for all $macMaxFrameRetries$ values. Obviously, a main factor that affects $d$ is $frameLength$, which extends the waiting time for packet transmission. On the other hand, $d$ is also dependent on PDR. In order to have a better understanding of the correlation between PDR and latency, $d_{frame}$ metric is defined. It is the average latency in term of $frameLength$. Therefore, the correlation can be investigated independently of $frameLength$. In Figure 3.12, the correlation between PDR and $d_{frame}$ is examined in the ROI and it is shown that the correlation is almost independent from $n_c$ and $frameLength$. This figure clearly indicates that $d_{frame}$ exponentially decreases with
Table 3.3: $K_d$ for different macMaxFrameRetries and macMaxBE Parameters

<table>
<thead>
<tr>
<th>macMaxBE</th>
<th>macMaxFrameRetries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>= 2</td>
</tr>
<tr>
<td>= 3</td>
<td>1.82</td>
</tr>
<tr>
<td>= 7</td>
<td>1.83</td>
</tr>
</tbody>
</table>

PDR. Based on the computations, we can formulate this relationship as follows:

$$d_{frame}(P_{pdr}) = \frac{1}{2} e^{K_d (1-P_{pdr})}$$ (3.9)

In Equation 3.9, $K_d$ is a parameter, which is computed by the nodes due to the same reasons stated in $K_{PDR}$ discussion. For instance, computed $K_d$ values for different macMaxFrameRetries and macMaxBE can be seen in Table 3.3. Furthermore, exponential graphs of the estimated $d_{frame}$ by using Equation 3.9 are drawn Figure 3.12.

Besides, we can also compute $d$ as shown in Equation 3.10.

$$d(P_{pdr}, frameLength) = d_{frame} \times frameLength \times slotTime$$ (3.10)

In this section, the equations for estimating PDR, latency and power consumption in terms of $n_c$ and frameLength parameters are obtained. Afterwards, a method based on these estimations is proposed in Section 3.4.

### 3.4 Method

In this section, a method that uses instantaneous network data to arrange the most effective schedule, which meets latency and reliability constraints with minimum energy consumption, is introduced. Proposed model in Section 3.3 can be used for this purpose. The latency and reliability metrics can be estimated and adjusted to meet the constraints by parent node of each subnetwork in a distributed manner. Although the model is for a schedule with one assigned shared cell, it can be extended to a schedule with multiple assigned shared cells by considering each shared cell separately.
Figure 3.11: The Relationship Between Latency and Adjustable Parameters.

(a) `macMaxFrameRetries = 2`

(b) `macMaxFrameRetries = 3`

(c) `macMaxFrameRetries = 4`
In a subnetwork, latency and reliability metrics can be adjusted by changing the number of assigned shared cells, frequency of these cells and distribution of the child nodes among the shared cells. Due to the fact that a trial-and-error method is costly for Industrial IoT networks, those parameters should be adjusted according to an estimation method. Additionally, latency and reliability metrics also depend on the packet generation rates of child nodes and the number of child nodes. However, these constant parameters cannot be changed by a parent node although the values are known. As a result, parent node of a subnetwork can use the model with constant parameters and measurable metrics, such as current PDR and current average latency, in order to adjust the number of assigned shared cells, frequency of these cells and distribution of the child nodes among the shared cells.

The number of assigned shared cells in the frame is an integer parameter and expressed as $s$ and frequency of each cell is determined by $\text{framelength}$ parameter. Whereas, distribution of the child nodes is specified with a vector, called $\vec{V}$. The $v^{\text{th}}$ element of $\vec{V}$ denotes assigned shared cell number to $v^{\text{th}}$ child node of the parent. Thus, the size of $\vec{V}$ is the number of all child nodes of the parent and expressed as $N_c$. As a result, The adjustable parameters are $s$, $\text{framelength}$ and $\vec{V}$ whereas $N_c$ is one of the constant parameters.
The method should distribute child nodes into multiple shared cells in one frame according to introduced model. In fact, shared cells can be thought as subnetworks of the same parent node. Since the model consider each shared cell separately, \( n^i_c \) is defined. It refers to the number of competing child nodes in the \( i^{th} \) shared cell, which means the number of elements that equals to \( i \) in \( \vec{V} \). Moreover, \( N_c \) can be computed as follows:

\[
N_c = \sum_{i=1}^{s} n^i_c
\]  

(3.11)

The other constant parameter is the packet generation rates of child nodes. The generated packet rate of \( v^{th} \) node is expressed as \( \lambda_v^{frame} \) and the packet generation rates of all child nodes can be denoted by a vector, \( \vec{\Lambda}^{frame} \), of which \( v^{th} \) element equals to \( \lambda_v^{frame} \). Therefore, \( \vec{\Lambda}^{frame} \) and \( N_c \) are constant parameters.

Although the model is created with an assumption of homogeneous traffic load, which means every child node has same packet generation rate, it can be easily extended to heterogeneous traffic load since the traffic is sporadic with low latency constraint relative to average inter-arrival time. The multiplication of \( \lambda^{frame} \) and \( n_c \) terms in Equation 3.8 implies the total packet generation rate of child nodes that assigned to the same shared cell hence the equation can be modified as follows:

\[
P_{\text{pdr}}(\theta^{frame}_i) = 1 - K_{\text{PDR}}\theta^{frame}_i\left[1 - \frac{1}{n^i_c}\right]
\]  

(3.12)

where \( \theta^{frame}_i \) refers to the total packet generation rate of child nodes that assigned to \( i^{th} \) shared cell and can be computed as follows:

\[
\theta^{frame}_i = \sum_{\vec{V}[c]=i}^{N_c} \lambda_v^{frame}
\]  

(3.13)

A parent node should compute \( K_{\text{PDR}} \) and \( K_d \) values for proper estimation. In fact, these values can be different in each shared cell since the computation is based on
the measurements. Thus, a parent node should find approximate values by averaging them as follows:

\[
K_{PDR} = \frac{1}{s} \sum_{i=1}^{s} k_{PDR}^i
\]  
(3.14)

\[
K_d = \frac{1}{s} \sum_{i=1}^{s} k_d^i
\]  
(3.15)

where \( i \) refers to the \( i^{th} \) shared cell. Additionally, computation of \( k_{PDR}^i \) and \( k_d^i \) values are based on current PDR, \( m_{PDR}^i \), and current average latency, \( m_d^i \), measurements in the \( i^{th} \) shared cell. Thus, these values can be calculated, by using Equation 3.12 and 3.9 as follows:

\[
k_{PDR}^i = \frac{1 - m_{PDR}^i}{\theta_{frame}^i \left[ 1 - \frac{1}{n_c^i} \right]}
\]  
(3.16)

\[
k_d^i = \frac{\ln(2m_d^i)}{1 - m_{PDR}^i}
\]  
(3.17)

Each \((\vec{\Theta}_{frame}, frameLength)\) combination represents a state for a parent node, where \( \vec{\Theta}_{frame} \) is traffic distribution vector as \( \vec{\Theta}_{frame} = [\theta_1^i \ frame \ \theta_2^i \ frame \ \ldots \ \theta_s^i \ frame] \). The size of \( \vec{\Theta}_{frame} \) is shared cell count and each element denotes traffic load to which the cell is assigned.

The power for the \( i^{th} \) shared cell can be expressed according to Equation 3.7 and Equation 3.12 as follows:

\[
P^i_{\text{packet}} = \frac{1}{\theta_{frame}^i} + \frac{1}{P_{\text{pdr}}(\theta_{frame}^i)}
\]  
(3.18)

In Equation 3.18, \( \theta_{frame}^i \) is used as received packet count in \( i^{th} \) shared cell although it is the generated packet count. This substitution is meaningful due to high reliability, which means the generated packet count is almost equal to the received packet count.
After the power values for all shared cells are computed, average power ($P_{\text{avg}}$) for a state can be found as follows:

$$P_{\text{avg}}(\tilde{\Theta}_{\text{frame}}) = \frac{1}{\Lambda_{\text{frame}}} \sum_{i=1}^{s} \theta_{\text{frame}}^i P_{\text{packet}}^i$$  (3.19)

where $\Lambda_{\text{frame}}$ is the total packet generation rate of all child nodes of corresponding parent node and it can be computed as follows:

$$\Lambda_{\text{frame}} = \sum_{v=1}^{N_c} \lambda_{\text{frame}}^v$$  (3.20)

$P_{\text{avg}}$ is average consumed energy to successfully receive one packet for a parent node. As mentioned before, each shared cell is seen as a subnetwork for a parent node. Hence, it is able to adjust the traffic distribution among subnetworks by altering the child distribution in order to decrease $P_{\text{avg}}$. Furthermore, from Equation 3.18 and 3.19 $P_{\text{avg}}$ can be expressed as follows:

$$P_{\text{avg}}(\tilde{\Theta}_{\text{frame}}) = \frac{1}{\Lambda_{\text{frame}}} \left[ s + \sum_{i=1}^{s} \frac{\theta_{\text{frame}}^i}{1 - K_{\text{PDR}} \theta_{\text{frame}}^i \left[ 1 - \frac{1}{n_{\text{c}}^i} \right]} \right]$$  (3.21)

where $\Lambda_{\text{frame}}$ and $s$ are constant. If $\Delta P^i$ is defined as rate of change of $P_{\text{avg}}$ when the traffic load, to which $i$th shared cell is assigned, is increased by $\delta$, it is computed as follows:

$$\Delta P^i = \frac{1}{\Lambda_{\text{frame}}} \left[ \frac{1}{1 - K_{\text{PDR}} \theta_{\text{frame}}^i \left[ 1 - \frac{1}{n_{\text{c}}^i} \right]} \right]^2$$  (3.22)

where $(1 - K_{\text{PDR}} \theta_{\text{frame}}^i)$ is $P_{\text{pkt}}(\theta_{\text{frame}}^i)$ and it is between 0 and 1. It can be seen form Equation 3.22 that $\Delta P^i$ is always positive, which means that decreasing (increase) traffic load of one shared cell always decrease (increase) $P_{\text{avg}}$. However, a parent node cannot decrease a traffic load without increasing another one since a parent cannot change overall traffic load. It means that a parent node is only able to adjust $\tilde{\Theta}_{\text{frame}}$, and $\Lambda_{\text{frame}}$ must be constant. Therefore, increasing $\theta_{\text{frame}}^i$ by $\delta$ result in decreasing
θ\text{frame}^i by δ. Then, rate of change of \( P_{\text{avg}} \) becomes \( \Delta P^i - \Delta P^j \). Since the aim is to decrease \( P_{\text{avg}} \), \( \Delta P^j \) should be smaller than \( \Delta P^i \). From the Equation 3.22, it is obvious that \( \Delta P^j > \Delta P^i \) when \( \theta_{\text{frame}}^j > \theta_{\text{frame}}^i \). As a result, it can be said that a parent node should try to equalize traffic loads of shared cells by changing child nodes distribution in order to minimize average consumed energy to successfully receive one packet.

The main object of a parent node is to adjust shared cell count, \( s \), and to assign a cell to every child node. As mentioned before, each element of \( \vec{V} \) corresponds a child node and \( \vec{V}[v] \) indicates the shared cell that \( v \text{th} \) child node can use. A parent node have \( s^N c \) different options for \( \vec{V} \) and \( \text{frameLength} \) different options for \( s \). Hence, checking every option to find effective one is highly complex, and devices used in Industrial IoT networks have low computation powers. That is why low complexity heuristic algorithm is needed for solving this problem. The algorithm should try to evenly distribute traffic loads to shared cells since it is proved that equally distributed traffic load give the most efficient solution. Although, there is a disadvantage of the heuristic algorithm that may not find the most efficient solution since it does not check every options, it can give fast response due to low complexity, and the networks can quickly adopt changes–e.g. joining or leaving of a child node.

Although a parent node can easily adjust \( \vec{V} \) without any limitation, many application restricts to change \( \text{frameLength} \) parameter. For example, in [14], \( \text{frameLength} \) is set at the beginning and cannot be changed while the network is proceeding. This issue should be taken into consideration while creating the algorithm in order to make it compatible with other protocols and algorithms. Therefore, a set is defined so that it contains permitted values for \( \text{frameLength} \) and it is denoted by \( L_{\text{frameLength}} \).

Moreover, it is clear that smaller \( s \) and bigger \( \text{frameLength} \) result in more effective solution in term of consumed energy. However, these parameters are limited by reliability and average latency constraints. Thus, the algorithm has to select appropriate values for the parameters with respect to these constraints. PDR threshold, \( \Delta_{\text{PDR}} \), and average latency threshold, \( \Delta_{\text{d}} \), are defined for that reasons and the user should adjust these thresholds according to needs of the applications.

Algorithm [1] is defined according to the mentioned specifications. Parent nodes can find the most energy efficient \( \vec{V} \) and \( \text{frameLength} \) without violating \( \Delta_{\text{d}} \) and \( \Delta_{\text{PDR}} \).
constraints. In the algorithm, \( K_{PDR} \) and \( K_d \) values are computed with measurements as mentioned before. The current child node distribution only affects the measurements. After that, the parent node only use \( \vec{\Lambda}_{\text{frame}} \), where each element \( \lambda^v \) frame indicates the packet generation rate of \( v \)th child node. The algorithm checks all possible frameLength values in \( L_{\text{frameLength}} \) set and shared cell count, \( s \). For each frameLength and \( s \) configuration, it tries to distribute traffic loads among shared cells as equal as possible. This issue implies a well-known problem, namely minimum makespan scheduling. Although there are many algorithms for solving the problem, the solution used in Algorithm 1 is commonly used and the most simple one. In fact, there is no need to use much more complex solutions since variance between the packet generation rates of child nodes is expected to be low. The solution is selecting the child node with the highest traffic generation rate and scheduling to the shared cell with minimum traffic load. The most energy efficient child node distribution can be created by following the stated procedure until every child node is scheduled to a shared cell. Then, the algorithm estimates PDR, \( \pi_{PDR} \), and average latency, \( \pi_d \), with respect to the highest loaded shared cell. If the estimated metrics satisfy the constraints, the algorithm proceeds to calculate the power for each frameLength and \( s \) configuration. After comparing them, the most energy efficient frameLength and \( s \) configuration is obtained. Output of the algorithm is frameLength and \( \vec{V} \) which indicates a distribution of child nodes.

Additionally, \( K_{PDR} \) and \( K_d \) values may be inaccurately estimated due to the physical layer conditions. Because of that, the algorithm should be repeated until a stable solution is found. Moreover, these values may change over time. To overcome this issue, the efficient distribution should be periodically checked by parent nodes.

To summarize this section, it can be said that the most efficient schedule can be achieved by the method. The method can be easily implemented to Industrial IoT networks thanks to 6P mentioned in Section 2.4. Moreover, it is able to coexist with different algorithms even if they impose restriction on frameLength.
Algorithm 1 Finding the Efficient Child Node Distribution

1: procedure
2: Compute $K_{\text{PDR}}$ & $K_d$ according to Equation 3.14 & 3.15
3: Compute $N_c$ according to Equation 3.11
4: Compute $\Lambda_{\text{frame}}$ according to Equation 3.20
5: $P_{\text{avg}} \leftarrow \infty$ ▷ set to biggest value
6: for All $l \in L_{\text{frameLength}}$ do
7: for $s \leftarrow 1 : l$ do
8: $\tilde{\Lambda}_{\text{frame}} \leftarrow [\lambda^1_{\text{frame}} \lambda^2_{\text{frame}} ... \lambda^{N_c}_{\text{frame}}]
9: $\tilde{\Theta}_{\text{frame}} \leftarrow [0]_{1 \times s}
10: \vec{V}' \leftarrow [0]_{1 \times N_c}
11: \text{while } \exists \lambda^v_{\text{frame}} \in \tilde{\Lambda}_{\text{frame}} : \lambda^v_{\text{frame}} \neq 0 \text{ do} ▷ equally load the cells
12: $v \leftarrow$ index of the maximum value in $\tilde{\Lambda}_{\text{frame}}$
13: $i \leftarrow$ index of the minimum value in $\tilde{\Theta}_{\text{frame}}$
14: $\vec{V}'[v] \leftarrow i$
15: $\tilde{\Theta}_{\text{frame}}[i] \leftarrow \tilde{\Theta}_{\text{frame}}[i] + \tilde{\Lambda}_{\text{frame}}[v]$
16: $\tilde{\Lambda}_{\text{frame}}[v] \leftarrow 0$
17: $i_{\text{max}} \leftarrow$ index of the maximum value in $\tilde{\Theta}_{\text{frame}}$ ▷ the most loaded cell
18: $\pi_{\text{PDR}} \leftarrow 1 - K_{\text{PDR}} \theta_{\text{frame}}^{i_{\text{max}}} \left[ 1 - \frac{1}{N_{\text{c}}^{i_{\text{max}}}} \right]$
19: $\pi_d \leftarrow \frac{1}{2} \left[ e^{K_d (1 - \pi_{\text{PDR}})} \right] \times l \times \text{slotTime}$
20: if $\pi_{\text{PDR}} > \Delta_{\text{PDR}}$ and $\pi_d < \Delta_d$ then ▷ check the requirements
21: $P_{\text{avg}}' \leftarrow s$ ▷ start to compute average power
22: for $i \leftarrow 1 : s$ do
23: $P_{\text{avg}}' \leftarrow P_{\text{avg}}' + \frac{\tilde{\Theta}_{\text{frame}}[i]}{1 - K_{\text{PDR}} \tilde{\Theta}_{\text{frame}}[i] \left[ 1 - \frac{1}{N_{\text{c}}^{i_{\text{max}}}} \right]}$
24: $P_{\text{avg}}' \leftarrow \frac{P_{\text{avg}}'}{\tilde{\Lambda}_{\text{frame}}}$ ▷ end to compute average power
25: if $P_{\text{avg}} > P_{\text{avg}}'$ then ▷ find minimum average power
26: $P_{\text{avg}} \leftarrow P_{\text{avg}}'$
27: $\vec{V} \leftarrow \vec{V}'$
28: $\text{frameLength} \leftarrow l$
29: return $\vec{V}$ and $\text{frameLength}$
CHAPTER 4

SIMULATION RESULTS

In this section, firstly, it is validated that the model introduced in Section 3.3 is accurate. Then, it is shown that the method approaches the optimum shared cell scheduling. To that end, a number of simulations are conducted by using the Cooja simulator [33], which is a realistic sensor network simulator for Contiki OS. In the simulations, Cooja motes are deployed, TSCH is used as the medium access control and RPL as the network layer protocol with their default parameters. In Cooja, TSCH and RPL protocols have been already implemented in detail. Therefore, only the scheduling algorithm is implemented as a SF in 6P layer. The simulations last 65 minutes, where the network setup is done in the first 5 minutes. Each configuration is shown as a sample point and obtained after averaging 20 independent runs.

4.1 Validation of The Model

In Figure 4.1, it is shown that estimated metrics presented in Section 3.3 is consistent with the simulation results. In the simulations, a star topology with 1 parent and \( n_c \) child nodes is constructed, where \( n_c = 1, 2, \ldots, 15 \), since the ROI is essential. Also \( frameLength \) parameter increases from 5 to 25 by 5. Figures 4.1a, 4.1b, 4.1c and 4.1d illustrate the corresponding simulation results in the ROI for reliability, energy consumption, PDR and latency respectively. Moreover, estimations based on Equations 3.8 and 3.9 using the simulation data are also shown as lines in Figures 4.1c and 4.1d. Comparison of the simulation and modeling results reveals that the trend lines are almost the same for all metrics. However, the simulation result values are slightly
Figure 4.1: Simulation Results for the Network Model.
different. For instance, while comparing Figure 3.8b to Figure 4.1b, it is observed that there is the same trend between \( P_{\text{packet}} \) and PDR with different power values. It is likely that the reason for this difference is the additional power consumption due to overhead packet transmissions, such as RPL or TSCH control packets, named \( EB \).

As expected, this reason also cause a difference in latency metric, which can be seen in Figures 3.12 and 4.1d. Notwithstanding the differences in the values, it can be concluded that the model is accurate since obtained trends for all metrics are approximately same to those of the network model. In addition to that, those difference in the values prove that computing \( K_{PDR} \) and \( K_d \) coefficients, instead of assigning, is more appropriate due to unpredictable nature of the wireless medium.

Estimation lines in Figures 4.1c and 4.1d is drawn with respect to 2.1 and 4.35 as \( K_{PDR} \) and \( K_d \) respectively. These values result in minimum mean error in ROI. However, the parent node compute different \( K_{PDR} \) and \( K_d \) values for each configuration since it can only measure the metrics within current configuration. Thus, PDR and latency estimations within each configurations result in different mean error. Figure 4.2a and 4.2b shows mean error for PDR and Latency estimations respectively. In the figures, each sample is the results of configurations that have PDR between \( C - \frac{W}{2} \) and \( C + \frac{W}{2} \). In the graphs, x-axis refers to \( C \) and \( W \) is 0.1 for each sample. According to Figure 4.2a, the parent node can make good estimations when it experiences PDR that is around 0.7. On the other hand, Figure 4.2a shows that the parent node can make accurate estimation in ROI for latency metric.

### 4.2 Performance Evaluation

From now on, the simulations are performed to evaluate performance of the method. A star topology is set up with one parent node and 30 child nodes. \( \Delta_{PDR} \) and \( \Delta_d \) are chosen as 0.65 and 120 milliseconds respectively. In Figures 4.3 and 4.4 ‘o’ markers indicate states and each arrow implies change in the state after the method is applied. As mentioned in Section 3.4 a state defined as \((\Theta_{\text{frame}}, \text{frameLength})\) combination. If the method is applied to a state, it gives a new \( \vec{V} \) and \( \text{frameLength} \) pair, which means a new state. Simulations are initialized with carefully selected initial states such that there are examples for all regions in the graphs. Figure 4.3 shows changes in \( P_{\text{avg}} \) with
Figure 4.2: Mean Error for Estimations.
Figure 4.3: Latency Vs Power with Variance.
Figure 4.4: PDR Vs Power with Variance.
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(b) $\sigma = 0.0125$
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(d) $\sigma = 0.0625$

(e) $\sigma = 0.125$

(f) $\sigma = 0.1875$
respect to the average latency in milliseconds, whereas Figure 4.4 shows changes re-
spect to PDR. Additionally, the packet generation rate of each child node is randomly
selected with 0.125 second per packet mean, $\mu = 0.125$, and different standard devi-
ations, $\sigma$, in order to show the effect of heterogeneous traffic load. Although results
in Figures 4.3a and 4.4a are for $\sigma = 0$, which means homogeneous traffic load, from
Figures 4.3b to 4.3f and from Figure 4.4b to 4.4f are for $\sigma = 0.0125$, $\sigma = 0.0375$,
$\sigma = 0.0625$, $\sigma = 0.125$ and $\sigma = 0.1875$ respectively. Furthermore, the parent node
applies the algorithm iteratively until it reaches a stable state, which means the al-
gorithm cannot find a better state than the current state. Reached stable states are
indicated by red 'x' markers in the figures. Hence, all other states until stable state is
reached called transient states, and they are also shown in the Figures with 'o' mark-
ers. In fact, each arrow indicates change with only one iteration, and it is observed
that each initial state reaches a stable state at most 2 iterations.

According to the results, each initial state is able to reach stable state with 1 or 2
iterations. In fact, the algorithm does not trigger any change if an initial state is a
stable state. It is observed that if an initial state is close to corresponding stable state,
the method can make accurate estimation so that it reaches the stable state with 1
iteration. On the other hand, if an initial state is not close to corresponding stable
state, the first iteration make it closer to the stable state, and then, the second iteration
reaches it to the stable state.

Expectedly, all initial states reaches the same stable state in the case of homogeneous
traffic loads whereas it can be several in the case of heterogeneous traffic load due to
different $\vec{A}_{frame}$ vectors. Each stable state satisfies the QoS requirements with min-
umin energy consumption. In other words, the method can decrease the consumed
energy without violating reliability and average latency constraints.

Moreover, when an initial state does not satisfy the constraints, the method leads to
increase reliability or decrease latency even if it causes an increase in energy con-
sumption. In other words, the methods prioritize satisfying QoS metrics instead of
minimizing energy consumption. In fact, this prioritization is necessary for Industrial
IoT networks.
From the simulations, it is concluded that analyzed model is accurate for networks with sporadic traffic, latency and reliability constraints. Moreover, the method based on this model gives the most efficient parameters without violating QoS requirements. Additionally, it is shown that proposed method is applicable to both homogeneous and heterogeneous traffic loads and satisfies Industrial IoT requirements.
6TiSCH is the standard protocol stack for Industrial IoT networks. It provides an interface to the user for creating and implementing a scheduling algorithm. In 6TiSCH, TSCH and RPL protocols are used for medium access and routing respectively. TSCH allows assigning a cell in a shred or dedicated manner. Although dedicated cells can handle a periodic traffic with low latency and minimum energy consumption, these cells cause a large amount of wasted energy in the case of a sporadic traffic since applications in Industrial IoT requires low latency relative to packet inter-arrival times. Moreover, RPL protocol create parent-child relationship between nodes such that a child node can send a packet only to its parent node and a parent node tends to have multiple child nodes. Therefore, a parent node can assign a shared cell to more than one child nodes for sporadic traffics in order to decrease the wasted energy.

In this thesis, a shared cell scheduling method is presented for sporadic traffics in Industrial IoT networks. Firstly, a network model is created and analyzed. According to the model, it is shown that network characteristics can be estimated. Then, a method is proposed based on these estimations.

The model is for a subnetwork and it is proven in [3.3] that each subnetwork can be thought as independent from each other. A subnetwork is modeled based on observations which means that it is a heuristic model. The model shows that reliability directly depends on PDR. In other words, PDR can be thought as a reliability metric. Moreover, the model focuses on a area that reliability is high since Industrial IoT networks always work with high reliability. In the interested area, it is observed that there are a linear relationship between PDR and the total generated packet in one
frame, and a exponential relationship between PDR and latency. Therefore, the two relationships are exploited to estimate PDR and latency values with different network configurations. The model is also proven to be accurate by simulations.

The aim of the method is to minimize power consumption with meeting reliability and latency requirements. The model tries to find the optimum network configuration for this purposes. Since trial-and-error method is costly, it firstly uses the model to estimate effects of different network configurations. Then, select the most efficient one. Moreover, the method updates the model parameters according to measurements. Thus, it can adapt itself to unpredictable effects of wireless medium thanks to heuristic basis of the model. Since the model is for a subnetwork, the network schedule can be optimized in a distributed manner. Performance of the method is tested by conducting simulations. Obtained results show that the method provides the most power efficient shared cell scheduling considering the requirements.

Additionally, it is clarified that the method is compatible with different network designs. Therefore, it can be said that the method can be integrated to other TSCH based protocols designed for scheduling.

This thesis can be extended with two ways. Firstly, although proposed method and model are tested with a well-known simulator, called COOJA, they should be tested with real devices. In other words, implementing the method to a real Industrial IoT network and analyzing the experimental data can be a future work. Secondly, this thesis only focus on the number of assigned shared cells and distribution of the child nodes among these cells; however, selection of shared cells are not addressed. Thus, the method can be developed with a distributed conflict-free cell selection algorithm for parent nodes.
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