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Bss Memory space for all uninitialized data
CHAPTER 1

INTRODUCTION

1.1 Scope

Given the recent developments in 5G technology, the Internet of Things (IoT) applications are expected to be integrated with mobile networks to form heterogeneous future networks. Therefore, resource-constrained devices are expected to emerge in different platforms and to play an important role in daily life. Due to their restricted hardware capabilities, employing existent security protocols is not feasible. The trade-off between security and efficiency has led to the appearance of lightweight cryptographic protocols to replace symmetric cryptosystems, cryptographic hash functions and key establishment protocols. In this thesis, we concentrate on key transport protocols.

1.2 Problem Definition

According to Paar [31], key establishment can be classified into key transport and key agreement protocols. Key transport protocols are designed to transfer a secret key from an initiating principal that determines the key to another entity in a network, while all of the principals taking part in the protocol influence the key establishment process in key agreement protocols.

Consider the following scenarios in which lightweight security solutions will be critical with the integration of IoT devices given in Fig. 1.1 (1) an IoT device connected to mobile network over narrow-band Long-Term Evolution (LTE) or Long-Range (LoRa), to monitor the status of a critical system positioned outdoor, (2) an IoT device in a healthcare system, checking the vital signs of an elderly person, then report-
ing them to a smartphone using device-to-device (D2D) communication, (3) smart phones and mobile networks employing LTE or 5G technologies.

![Scenarios](image)

Figure 1.1: Scenarios (a) IoT device connected to mobile network, (b) Device-to-device (D2D) communication between IoT device and smartphone, (c) Smartphone connected to mobile network.

Possible problems with those scenarios are (1) The channel between IoT device and mobile network becomes vulnerable to attacks if the communication is in plaintext. (2) Public-key protocols, so is Diffie-Hellman key agreement protocol, are not suitable [25] for resource-constrained devices due to the computational burden compared to symmetric protocols and communication overhead as a result of frequent and large messages. (3) The vital signs of a person can be exploited with lack of key establishment between IoT device and smartphone. (4) The protocols that employ non-commutative cryptography does not specify the implementation details, including the choice of platform group. (5) Increasing number of IoT devices [2], given in Fig. 1.2 requires flexible, lightweight key-establishment protocols since the existing ones are not lightweight and IoT devices are hardware-constrained.
Figure 1.2: The expected number of connected devices installed worldwide from 2015 to 2025. (in billions)

1.3 Contributions

In this thesis, we introduce a lightweight, practical, energy-efficient, secure key-transport protocol suitable for Wireless Sensor Networks (WSN), IoT and mobile networks. The main contributions of the thesis can be listed as follows:

- We introduce the generalized one-time pad model as a symmetric cipher and use this generalized model to implement Shamir’s no-key (three-pass) protocol for key transportation. If it were possible to employ public commutative groups to implement the three-pass protocol as we present in Section 3.2, we could use it in post-quantum cryptography for transporting keys providing information-theoretic security without relying on any computationally-difficult problem. As one of the contributions of this work, we prove in Section 3.5 that it is impossible to communicate without sharing secrets using three-pass protocol over public commutative groups. All in all, one has to rely on computational security instead of information-theoretic security approaches to implement the three-pass protocol.
We propose the lightweight key-transport protocol (LKTP) that is applicable in above-mentioned scenarios relying on computational security for bootstrapping a prime number which will specify the group of the protocol, then information-theoretic security can be provided.

1.4 Outline

In Chapter 2, we will give information about group theory, cryptosystems, non-commutative cryptography and computationally-difficult problems. The related key establishment protocols using group theory related concepts and their overall assessment in comparison to LKTP will conclude the chapter. In Chapter 3, generalized one-time pad and Shamir’s no-key protocol using commutative groups by mentioning requirements of public group will be explained. An easy implementation of the three-pass protocol over Klein four-group $V$ will reveal the importance of the requirements. At the end of the chapter, we will show that it is impossible to employ three-pass protocol over public commutative groups. In Chapter 4, the general structure of the proposed lightweight key-transport protocol will be explained. An easy implementation of the protocol and security proof showing the conformance of the protocol will help us understand the idea behind the proposed protocol. We will conclude the chapter with the implementation methodology, results and discussion of two key-transport protocols.
CHAPTER 2

RELATED WORK

In this chapter, the background information and related works will be explained to understand the structure of the proposed key-transport protocol. In Section 2.1, the definition of group and necessary concepts related to abstract algebra will be given. In Section 2.2, the definition of a simple cryptosystem and two types of cryptosystems will be explained to understand the differences between key-establishment protocols. This section also includes the concepts from non-commutative cryptography. In Section 2.3, the underlying computationally-difficult problems will be considered. In Section 2.4, key distribution techniques in WSN will be given. In Section 2.5, related works from non-commutative cryptography and the modified Diffie-Hellman key-transport protocol will be explained in details.

2.1 Group Theory

A group \([5][15]\) is a nonempty set \(G\) with binary operation \(\cdot\) on \(G\) that satisfies the following properties:

G1. The set is closed under the operation: \(x \cdot y \in G\) for every \(x, y \in G\).

G2. The operation \(\cdot\) is associative: \((x \cdot y) \cdot z = x \cdot (y \cdot z)\) for every \(x, y, z \in G\).

G3. \(G\) contains a unique identity element \(e\) such that \(e \cdot x = x \cdot e = x\) for every \(x \in G\).

G4. Every element \(x \in G\) has a unique inverse element \(y \in G\) such that \(x \cdot y = y \cdot x = e\).
Notes:

1. G is commutative (Abelian) if \( x \cdot y = y \cdot x \) for every \( x, y \in G \).

2. \(|G|\) denotes the number of elements in \( G \).

2.1.1 Kernel of Group Homomorphism

Let \( \varphi : G \rightarrow H \) be a group homomorphism. The set \( \text{Ker}(\varphi) = \{ x \in G : \varphi(x) = 1_H \} \) is called the kernel of \( \varphi \).

2.1.2 Stabilizer of a Point

Let \( G \) be a group acting on a set \( S \) and let \( x \) be an element of \( S \). The set of elements in \( G \), which fix the value of \( x \) is called the stabilizer of \( x \) in \( G \) and is denoted by \( G_x \).

2.1.3 Transitive Action

A group \( G \) acting on a set \( S \) is said to be transitive if for any pair of elements \( a, b \in S \), there exists \( x \in G \) such that \( a \circ x = b \).

2.1.4 Theorem 1.4A-ii in [14]

Suppose that \( (G, \ast) \) is a group acting on a set \( S \) and that \( r \in G \) and \( a, x \in S \). Then, the stabilizer \( G_a \) is a subgroup of \( G \) and \( G_x = r^{-1} \ast G_a \ast r \) whenever \( x = a \circ r \).

2.2 Cryptography

2.2.1 Cryptosystems

A cryptosystem defined over \( (\mathcal{K}, \mathcal{M}, \mathcal{C}) \) is a set of algorithms \( \Pi = (\text{Gen}, \text{Enc}, \text{Dec}) \) acting on a plaintext message \( m \) where
Figure 2.1: A simple model of symmetric encryption scheme.

- $\mathcal{K}$ denotes the set of keys $k$,
- $\mathcal{M}$ denotes the set of plaintexts (messages) $m$,
- $\mathcal{C}$ denotes the set of ciphertexts $c$,
- $\text{Gen}$ is a key-generation algorithm which outputs $k$,
- $\text{Enc}: \mathcal{K} \times \mathcal{M} \rightarrow \mathcal{C}$ is an encryption algorithm $c \leftarrow \text{Enc}_k(m)$,
- $\text{Dec}: \mathcal{K} \times \mathcal{C} \rightarrow \mathcal{M}$ is a decryption algorithm $m := \text{Dec}_k(c)$,

**Correctness Property**: For all messages $m \in \mathcal{M}$ and key $k \in \mathcal{K}$ which is generated by $\text{Gen}$,

$$\text{Dec}_k(\text{Enc}_k(m)) = m.$$  

Symmetric-key and public-key (asymmetric-key) cryptography are types of cryptosystems. In symmetric-key cryptography, all principals share a private key and communicate with each other by encrypting messages. Whenever Alice wants to send a secret message to Bob or Bob tries to decrypt an encrypted message, the same private key will be the input for encryption or decryption, respectively as shown in Fig 2.1. 

In public-key cryptography however, each principal has 2 different keys, called public and private keys. When Alice wants to send a secret message to Bob, she should encrypt the plaintext by using the public key of Bob. To decrypt the ciphertext, Bob should use his private key this time as shown in Fig 2.2. The essence of public-key
cryptography is that the difficulty of a specific mathematical problem makes the encryption be a one-way function, that is, to decrypt a ciphertext you need another key, namely private key, which is very difficult to derive with the existence of the public key, and vice versa. Since all entities should have a public key used in encryption, there is no need to distribute a secret key between entities. However, the public key cryptography is slower compared to symmetric key cryptography and requires more processing power to both encrypt and decrypt a message. [47] [43]

2.2.2 Non-commutative Cryptography

2.2.2.1 Conjugate [28] [9]

Let $G$ be a non-commutative group. The conjugate of $g$ by $x$ for the elements $x, g \in G$ is denoted by $g^x = x^{-1}gx$. The conjugate operation is assumed to replace exponentiation in cryptographic contexts.

2.2.2.2 Commutator [28] [9]

Let $G$ be a group, and $a, b \in G$. The commutator of two elements, $a$ and $b$, is the element of $G$, represented by $[a, b] = a^{-1}b^{-1}ab$. 

Figure 2.2: A simple model of public-key encryption scheme.
2.2.2.3 Word [28]

Let $S = \{a_1, a_2, a_3, \ldots\}$ be a set. A finite string of elements which are selected from the set $S$, in which repetition of elements and inverse elements are allowed is called a word. For example, $a_1a_2$, $a_1a_3^{-1}a_2$, $a_1a_2^{-1}a_3a_1^{-1}a_2a_3^{-1}$ are words in the set $S$. In other words, a word in $S$ is a string of the form $a_1^{\epsilon_1}a_2^{\epsilon_2} \ldots a_n^{\epsilon_n}$ where $a_i \in S$ and $\epsilon_i \in \{-1, +1\}$. The number $n$ is called the length of the word.

2.3 Computationally-Difficult Problems

2.3.1 Cryptographic Hash Functions [16]

A cryptographic hash function $f : \{0, 1\}^* \to \{0, 1\}^n$ is a mapping, from a set of infinite input sequences to the set of $n$-bit hash values, which satisfies the following properties:

- The computation of a hash value for a given input should be deterministic and quick.
- A small change in input value should cause an important change in the hash value to satisfy the avalanche effect.
- $f$ should be pre-image resistant: for a known hash value $h$, it should be infeasible to find a message $m$ such that $f(m) = h$.
- $f$ should be second pre-image resistant: for an input message $m_1$, it should be infeasible to find $m_2$, such that $f(m_1) = f(m_2)$ where $m_1 \neq m_2$.
- $f$ should be collision resistant: it should be infeasible to find two different input messages $m_1$ and $m_2$ such that $f(m_1) = f(m_2)$.

Since the mapping $f$ is from a set containing infinitely many input sequences, to a finite set of $n$-bit hash values, the collision is inevitable according to the Pigeonhole Principle [45]. To strengthen the security of a key-establishment protocol, a secure hash function should be considered. After Google announced the first successful SHA-1 collision, SHA-1 becomes insecure and is expected to be deprecated [38].
2.3.2 Integer Factorization Problem (IFP) [26]

The integer factorization problem is the decomposition of an integer $n$ into prime numbers $p_i$ such that $n = \prod p_i^{e_i}$.

In RSA [35], $n$ is chosen as a semiprime, namely multiplication of two distinct, large prime numbers $p$ and $q$. The security strength of RSA, hence the integer factorization problem, is based on the belief that there is no efficient, polynomial-time algorithm on a classical (non-quantum) computer [27] when the numbers are large. There are some studies showing that using elliptic curves [41] and estimating $\phi(n)$ [21] give advantage for finding the factorization of a semi-prime [21]; a polynomial algorithm for finding the factorization of $n$ was proposed by Peter Shor [36], but it requires a quantum computer.

2.3.3 Discrete Logarithm Problem (DLP) [20]

Let $G$ be a group, and $g \in G$. Assume that $\langle g \rangle = \{g^k : k \in \mathbb{Z}\}$ be a finite cyclic subgroup of $G$ generated by $g$. Given an element $y \in \langle g \rangle$, find an element $x$ such that $g^x = y$. The difficulty of the problem depends on the selection of a group, where the logarithm of $b$ to the base $g$ will be calculated.

There are several algorithms to solve the discrete logarithm problem. Baby-step, giant-step algorithm [12] has time complexity and space requirement $O(\sqrt{|G|})$. To reduce the space requirement, Pollard-$\rho$ [33] provides a method with time complexity $O(\sqrt{|G|})$ with very small space requirement. The worst case of Pohlig Helman [32] is $O(\sqrt{|G|})$, however if the order of the group $n = |G| = \prod p_i^{e_i}$, the complexity will become $\sum e_i(log n + \sqrt{p_i})$ [37].

2.3.4 Elliptic Curve Discrete Logarithm Problem (ECDLP) [17]

Let $E$ be an elliptic curve over a finite field $\mathbb{F}_q$, and $Q \in E$ be a point of order $n$. Given $P \in \langle Q \rangle$, find an integer $a, 0 \leq a \leq n - 1$ such that $P = aQ$. 
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2.3.5 Conjugacy Search Problem (CSP) [28] [9]

Let $G$ be a non-commutative group. For given two conjugate elements $g, h \in G$, find an element $x \in G$ such that the conjugate of $g$ by $x$ is equal to $h$. In other words, find an element $x \in G$ such that $x^{-1}gx = h$.

2.3.6 Decomposition Search Problem (DSP) [28] [9]

Let $G$ be a non-commutative group. For given two elements $g, h \in G$, find two elements $a_1, a_2 \in A \subseteq G$ such that $h = a_1ga_2$, in case the existence of at least one such pair is provided.

2.3.7 Word Search Problem (WSP) [28]

Let $G$ be a non-commutative group and $g \in G$. Find a representation of $g$ such that $g = a_{i_1}a_{i_2}...a_{i_r}$, where $a_{i_j} \in \{a_1^{-1}, a_2^{-1}, ..., a_n^{-1}\} \subseteq G$.

2.4 Key Distribution Techniques in WSN

Before explaining specific key establishment protocols, it is essential to classify key distribution techniques used in wireless sensor networks: [11]

- **Key Distribution over a Single Network-Wide Key** There is a single network-wide key and it is used to encrypt communication between legitimate nodes.

- **Key Distribution over a Pairwise-Shared Key** Instead of a single network-wide key, each pair has its unique key in a network.

- **Key Distribution by using Public-Key Cryptography** The strength (with computation burden) of public-key cryptography ensures a secure key distribution in a network.
Key Distribution by Bootstrapping a Trusted Base Node

The communication between sensor nodes are encrypted by the keys provided by a trusted base node.

2.5 Related Works

There are many key agreement protocols proposed in the literature that rely on computationally-difficult problems (or in general public-key systems). The hallmark is the Diffie-Hellman key exchange protocol that makes use of the difficulty of discrete logarithm problem over a finite group [13]. It is widely employed for exchanging secret keys on the Internet [46]. Additionally, Ko-Lee-Cheon-Han-Kang-Park [22], Anshel-Anshel-Goldfeld [4] and the Stickel key agreement [39] protocols rely on the computationally-difficult problems [28]. For details of the computationally-difficult problems, see Section 2.3).

2.5.1 Modified Diffie-Hellman Key Exchange Protocol

In their papers [13], W. Diffie and M. E. Hellman provided a clear introduction to public key cryptography and introduced their famous key agreement algorithm. To agree on a secret key, Alice and Bob first agree on a prime number $p$ and a base element $g$ that is a primitive root modulo $p$. Alice selects a private key $a$ to compute $g^a \pmod p$ and sends it to Bob, where Bob selects a private key $b$ to compute $g^b \pmod p$ and sends it to Alice. To complete the key exchange protocol, Alice calculates $(g^b)^a \pmod p$ easily by using her private key, and Bob calculates $(g^a)^b \pmod p$ with his private key. Now, Alice and Bob agrees on and establishes a secret key which is $k = (g^b)^a \pmod p = (g^a)^b \pmod p = g^{ab} \pmod p$. The essence of the security in Diffie-Hellman Key Exchange is without knowing the secret keys $a$ or $b$, it is computationally difficult to calculate $g^{ab} \pmod p$ from $g^b$ or $g^a$ which is known as the discrete logarithm problem over a finite set $G = \mathbb{Z}_p^*$. (see Section 2.3.3)
Since we propose a key transport protocol in this thesis, we morphed Diffie-Hellman key exchange protocol to a key transport protocol by applying the following changes on the original protocol to make a fair comparison:

1. A prime number $q$ is assumed to be bootstrapped in both devices.

2. Alice generates a prime number $p$ randomly, and sends $n = p \times q$ to Bob.

3. Bob sets $p$ and the finite cyclic group $G = \mathbb{Z}_p^*$, multiplicative group modulo $p$, after dividing $n$ by $q$.

4. Alice selects an integer $a$, where Bob chooses an integer $b$ such that $a, b$ are in $\{1, \ldots, p - 1\}$ and relatively prime to Euler’s totient function $\phi(p) = p - 1$ since $p$ is prime. Then $\bar{a}, \bar{b}$, modulo classes of $a$ and $b$, are elements of $\mathbb{Z}_{\phi(p)}^*$. Therefore there are integers $c, d$ in $\{1, \ldots, p - 1\}$ such that $\bar{c}$ and $\bar{d}$ are inverses of $\bar{a}$ and $\bar{b}$ in $\mathbb{Z}_{\phi(p)}^*$, respectively. Hence $ac = t_1(p - 1) + 1$ and $bd = t_2(p - 1) + 1$ for some integers $t_1, t_2$. To show the correctness of the protocol, let $g \in G = \mathbb{Z}_p^*$. Then the order of $g$ divides the order of $G$ which is $p - 1$. If we calculate, $g^{ac} = g^{t_1(p - 1) + 1} = g(g^{p-1})^{t_1} = g$. (This result can also be shown using number theoretic methods. Note that for any integer $g$, $g^{p-1} \equiv 1 \pmod{p}$ by Fermat’s Little Theorem [24].)

5. When the key transportation starts, Alice selects a random key $k \in G$ and sends $m_1 = k^a$ to Bob.

6. Bob receives the encrypted message, encrypts it once more by calculating $m_2 = (m_1)^b$ and sends $m_2$ to Alice.

7. Alice calculates $m_3 = m_2^{a^{-1}}$ and sends it to Bob to start the last phase of the protocol.

8. Bob calculates $m_3^{b^{-1}} = k^{aba^{-1}b^{-1}} \equiv k \pmod{p}$ and recovers the original key $k$. 
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2.5.2 Ko-Lee-Cheon-Han-Kang-Park Key Agreement Protocol

In this protocol, let $G$ be a non-commutative group, and also let $g \in G$ be a public element. Let $A$ and $B$ be two commuting subgroups of $G$. In order words, $ab = ba$ for all $a \in A$ and $b \in B$. To agree on a shared secret key,

1. Alice chooses an element $a$ randomly from $A$ and sends $g^a$ to Bob.
2. Bob chooses an element $b$ randomly from $B$ and sends $g^b$ to Alice.
3. Alice calculates shared secret key $k_a = (g^b)^a$.
4. Bob calculates shared secret key $k_b = (g^a)^b$.

The secret key $k$ becomes:

$$k = k_a = g^{ab} = (ab)^{-1}g(ab) = (ba)^{-1}a^{-1}g(ab) = g^{ab} = k_b.$$ 

This protocol [22] [28] [9] is based on the fact that the conjugacy search problem (see Section 2.3.5) is computationally-difficult, namely the problem of finding $y \in G$ such that $h = g^y = y^{-1}gy$ where $g$ and $h$ are known.

\[g^a: \text{The conjugate of } g \text{ by } a.\]
2.5.3 Anshel-Anshel-Goldfeld Key Agreement Protocol

Let $G$ be a non-commutative group, and let $a_1, a_2, ..., a_k, b_1, b_2, ..., b_l \in G$ be public elements. To agree on a shared secret key:

1. Alice chooses a word (see Section 2.2.2.3) $x$ from the set $\{a_1, a_2, ..., a_k\}$ and sends the set of conjugates $\{b_1^x, b_2^x, ..., b_l^x\}$ to Bob.

2. Bob chooses a word $y$ from the set $\{b_1, b_2, ..., b_l\}$ and sends the set of conjugates $\{a_1^y, a_2^y, ..., a_k^y\}$ to Alice.

3. Alice calculates $x^y$ whereas Bob calculates $y^x$. $x$ is the private key of Alice, where $y$ is the private key of Bob.

4. Therefore, the secret key $k$ becomes $[x, y] = x^{-1}y^{-1}xy$.

Calculations will yield to

$$x^y = (a_{i_1}a_{i_2}...a_{i_r})^y$$
$$= (a_{i_1}^y a_{i_2}^y ... a_{i_r}^y)$$

for given $x = a_{i_1}a_{i_2}...a_{i_r}$ where $a_{i_j} \in \{a_1^{\pm1}, a_2^{\pm1}, ..., a_k^{\pm1}\}$ and $a_{i_j} \in \{a_1^{\pm1}, a_2^{\pm1}, ..., a_k^{\pm1}\}$ and
Figure 2.5: Anshel-Anshel-Goldfeld Key Agreement Protocol.

\[ y^x = (b_{j_1} b_{j_2} \ldots b_{j_r})^x \]
\[ = (b_{j_1}^x b_{j_2}^x \ldots b_{j_r}^x) \]

for given \( y = b_{j_1} b_{j_2} \ldots b_{j_r} \) where \( b_{j_k} \in \{ b_1^{\pm 1}, b_2^{\pm 1}, \ldots, b_l^{\pm 1} \} \).

To understand how the commutator (see Section 2.2.2.2) works as a shared secret key, we can write the commutator as:

\[ [x, y] = x^{-1} y^{-1} xy \]
\[ = x^{-1} (y^{-1} xy) \]
\[ = x^{-1} x y \]

which can be calculated by Alice’s private value \( x \). Similarly,

\[ [x, y] = x^{-1} y^{-1} xy \]
\[ = (x^{-1} yx)^{-1} y \]
\[ = (y^x)^{-1} y \]

which can be calculated by Bob’s private value \( y \). Note that, since \( G \) is a non-commutative group, \([x, y]\) need not be the identity element for any \( x, y \in G \).
This protocol \cite{4} \cite{28} \cite{9} is based on the fact that the Word Search Problem (WSP (see Section 2.3.7) is computationally-difficult, namely the problem of finding a representation of an element \( y \in G \) including elements from the subset of \( G \).

### 2.5.4 The Stickel Key Agreement Protocol

Let \( G = GL_n(\mathbb{F}_q) \) and \( g \in G \). Take any two elements \( a, b \in G \) of order \( n_a \) and \( n_b \), respectively. In other words, \( a^{n_a} = b^{n_b} = I \) and suppose that \( ab \neq ba \). Assume that \( G, a \) and \( b \) are all publicly known. To agree on a shared secret key,

1. Alice chooses \( k, l \) such that \( 0 < k < n_a \) and \( 0 < l < n_b \), sends \( u = a^k g b^l \) to Bob.
2. Bob chooses \( s, t \) such that \( 0 < s < n_a \) and \( 0 < t < n_b \), sends \( v = a^s g b^t \) to Alice.
3. Alice calculates \( k_a = a^k v b^l \).
4. Bob calculates \( k_b = a^s u b^t \).

The secret key \( k \) becomes:

\[
k = k_a = k_b = a^{k+s} g b^{l+t}.
\]

This protocol \cite{28} \cite{9} \cite{39} is based on the fact that the decomposition search problem (see Section 2.3.6) is computationally-difficult, namely the problem of finding \( a_1, a_2 \in A \) such that \( h = a_1 g a_2 \) where \( g \) and \( h \) are known.

### 2.5.5 Overall Assessment

In addition to passive and active attacks, a protocol should be resistant against some other requirements: \cite{42} \cite{10}
Figure 2.6: The Stickel Key Agreement Protocol.

- **Known-key security (Ks)** The compromise of the past session keys should not reveal the future session keys.

- **Forward secrecy (Fs)** The compromise of the future session keys should not reveal the previously established session keys.

- **Key-compromise impersonation resilience (KiR)** After revealing the long-term private key of A, the attacker is able to impersonate the entity of A.

- **Unknown key-share resilience (UkR)** It should not be possible that A is tricked to establish a key with party C, when A wants to establish a key with B.

- **Key control (Kc)** The secret key should be established with the participation of A and B together.

In Table 2.1, we list several key establishment protocols and compare them with respect to underlying computationally-difficult problem that security of a protocol depends on, number of messages, specific security requirements (Kks, Fs, KciR, UksR, KC) presented and existence of a pre-shared key.

In the second column of the table, we analyse the underlying computationally-difficult problems on which the security of the protocols depend. Most of the protocols depend on computationally-difficult problems while Wen-Lin-Hwang’s protocol employ the properties of hash functions, Otway-Rees and Needham-Schroeder rely on symmetric
encryption. The original Shamir’s no-key protocol relies on symmetric encryption but LKTP also benefits from integer factorization problem in the initialization phase.

Since resource-constrained devices consume energy while sending and receiving messages, a protocol should not need to exchange too many messages between entities. Although Diffie-Hellman based protocols accomplish key establishment with two messages only, LKTP requires three messages as a three-pass protocol. Needham-Schroeder consumes the highest energy while sending and receiving messages by exchanging five messages.

Specific security requirements (Kks, Fs, KciR, UksR, KC) of protocols are given starting from the fourth column of the table. It is important to note that protocols without authentication could not satisfy KciR and UksR. Moreover, key transport protocols are usually preferred for transporting an already-selected private key from Alice to Bob, they could not satisfy the key control requirement, either.

Non-commutative cryptographic key agreement protocols are not practically usable and choice of platform groups for each of the protocols are not well-defined. If the chosen groups are not appropriate, the underlying computationally-difficult problems can be easily solvable. [9] [28]
<table>
<thead>
<tr>
<th>Protocol</th>
<th>Security Dependence</th>
<th>Number of Messages</th>
<th>KkS</th>
<th>Fs</th>
<th>KciR</th>
<th>UksR</th>
<th>KC</th>
<th>PSK</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LKTP</td>
<td>Symmetric</td>
<td>3</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>-</td>
<td>YES</td>
<td>[42]</td>
</tr>
<tr>
<td>Diffie-Hellman</td>
<td>DLP</td>
<td>2</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>[13]</td>
</tr>
<tr>
<td>Ko-Lee-Cheon-Han-Kang-Park</td>
<td>CSP</td>
<td>2</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>[22], [28]</td>
</tr>
<tr>
<td>Anshel-Anshel-Goldfeld</td>
<td>WSP</td>
<td>2</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>[4], [28]</td>
</tr>
<tr>
<td>The Stickel</td>
<td>DSP</td>
<td>2</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>[28], [39]</td>
</tr>
<tr>
<td>Tseng’s Protocol</td>
<td>DLP</td>
<td>4</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>[40]</td>
</tr>
<tr>
<td>Popescu’s Protocol</td>
<td>ECDLP</td>
<td>2</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>[34]</td>
</tr>
<tr>
<td>Wen-Lin-Hwang’s Protocol</td>
<td>Hash Function</td>
<td>3</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>[44]</td>
</tr>
<tr>
<td>Harn-Hsin-Mehta’s Protocol</td>
<td>IFP</td>
<td>3</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>[18]</td>
</tr>
<tr>
<td>Otway-Rees</td>
<td>Symmetric</td>
<td>4</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>-</td>
<td>YES</td>
<td>[30]</td>
</tr>
<tr>
<td>Beller-Yacobi Protocol</td>
<td>IFP / DLP</td>
<td>4</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>-</td>
<td>YES</td>
<td>[7], [8]</td>
</tr>
<tr>
<td>Needham-Schroeder</td>
<td>Symmetric</td>
<td>5</td>
<td>YES</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>-</td>
<td>YES</td>
<td>[29]</td>
</tr>
</tbody>
</table>
CHAPTER 3

IMPOSSIBILITY OF THREE-PASS PROTOCOL OVER PUBLIC COMMUTATIVE GROUPS

In this chapter, we will show why we decided to hide the group $G$. In Section 3.1, we will generalize the one-time pad by using a group automorphism. In Section 3.2, we will explain the three-pass protocol over public commutative groups. To transport a key successfully, the requirements of the group $G$ will be mentioned in Section 3.3. A simple example in Section 3.4 using Klein four-group $V$ will help the reader understand how three-pass works. Finally, in Section 3.5, we will show that it is impossible to use three-pass protocol over public commutative groups since an attacker does not need to find the private element to calculate the private key.

Confidentiality in secure communications is defined as ensuring that an adversary gains no intelligence from a sent message. Alice and Bob would like to communicate with each other. However, they do not share any secrets. They only share the endpoints of a communication channel that is fast, albeit insecure. Anything put on the channel may be tapped by a passive eavesdropper, Eve. We assume there is no active attacker (e.g., Mallory) in the system when Alice and Bob talk to each other; i.e., active attacks such as the man in the middle attack is out of the scope of the thesis. Is it possible for Alice and Bob to exchange messages in a confidential manner without having pre-shared secrets (keys)? The answer to this question falls in the scope of key establishment protocols over insecure channels.

The three-pass protocol, also known as Shamir’s no-key protocol (protocol 12.22 in [26]), is a key transport protocol developed by Adi Shamir in 1980 where Alice wants to transport a secret message $m$ to Bob over an insecure channel, and they do not share any secret information. They have mutually agreed on a symmetric encryption
scheme that is a pair of encryption and decryption algorithms \((E, D)\) acting on a message space \(\mathcal{M}\) (where \(|\mathcal{M}| > 1\)) and a key space \(\mathcal{K}\) such that for all messages \(m \in \mathcal{M}\) and keys \(k \in \mathcal{K}\), \(\Pr[D_k(E_k(m) = m)] = 1\) where \(E_k(m)\) is the notation for encryption of message \(m\) with key \(k\). Both Alice and Bob determine their secret keys \(k_a\) and \(k_b\) respectively without sharing with each other. Alice encrypts \(m\) with her secret key \(k_a\) and sends \(c_1 = E_{k_a}(m)\) to Bob. Bob does not have any idea about \(k_a\), therefore, cannot possibly decrypt \(c_1\). Bob sends back \(c_2 = E_{k_b}(c_1)\) to Alice. If \(E\) and \(D\) commutes, Alice can produce \(c_3 = D_{k_a}(c_2) = E_{k_b}(m)\) and send it to Bob. Finally, Bob can decrypt it and retrieve the secret message \(m\).

Based on this brief overview, we will generalize the idea of one-time pad to commutative groups, and then we will mention employing the original three pass protocol by using commutative groups.

### 3.1 Generalized One-time Pad

Let \((G, \ast)\) be a commutative group acting on a set \(S\). The encryption is defined as the action of \(G\) on \(S\). If there exists a group homomorphism

\[
\varphi : G \rightarrow Sym(S)
\]

\[
g \mapsto \varphi_g
\]

where \(Sym(S)\) is the group of all permutations on the set \(S\) under composition, then we say that \(G\) acts on \(S\). Here, the map \(\varphi\) is called the permutation representation of \(G\) on \(S\). To simplify the notation, we prefer to use the right action notation \(a \circ g\) to represent \(\varphi_g(a)\). Note that a group action satisfies \(a \circ (g \ast h) = (a \circ g) \circ h\) and \(a \circ e = a\), where \(e\) is the identity element of \(G\). This is the generalization of the one-time pad cipher to commutative groups with arbitrary orders.

### 3.2 Three Pass Protocol Using Commutative Groups

During the thesis, we assume that Alice is a sink node, who chooses a random key \(k\) and transport to Bob who is a client. Suppose that Alice and Bob agree on a public
commutative group $G$ and a public homomorphism $\varphi$. Notice that, $G$ and $\varphi$ have to be public since the three-pass protocol assumes no pre-shared information. As shown in Fig. 3.1, Alice selects the to-be-transported secret key $k \in S$ and a private group element $g \in G$ uniform randomly, then sends Bob $c_1 = k \circ g$. Notice here that this operation is the encryption of the secret message $k$ using the group action $g$ (i.e., $c_1 = E_g(k)$). Bob selects his private group element $h \in G$ uniform randomly and sends back to Alice $c_2 = c_1 \circ h$. After that, Alice computes $c_3 = c_2 \circ g^{-1}$. Following the properties of group actions $c_3 = ((k \circ g) \circ h) \circ g^{-1} = k \circ (g \ast h \ast g^{-1})$. Since we chose a commutative group, $c_3 = k \circ (g \ast g^{-1} \ast h) = k \circ (e \ast h) = k \circ h$. In this protocol, all the messages conveyed over the channel, $c_1, c_2, c_3 \in C = S$ are encrypted. At the end of these three exchange of messages, Bob is able to secretly compute the key $k$ by $(k \circ h) \circ h^{-1} = k \circ e = k$.

3.3 Requirements of the Public Group $G$

$G$ has to satisfy the following properties.

**Property 1** Commutativity: The group $G$ must be commutative. If $G$ is not commutative, then $c_3$ need not be equal to $k \circ h$.

**Property 2** Uniform Randomness: Let $C, S$ and $G$ be the random variables denoting
the values of ciphertexts (e.g., $c_1, c_2$ or $c_3 \in C$), secret keys to-be-transported (e.g., $k \in S$) and group elements (e.g., $g, h \in G$), respectively. To be able to provide information-theoretic security, uniform randomness must be satisfied, i.e.,

$$
Pr[C = c \mid S = k, G = g] = Pr[C = c \mid S = k, G = h]
$$

and

$$
Pr[C = c \mid S = k_0, G = g] = Pr[C = c \mid S = k_1, G = g]
$$

providing computational indistinguishability for any probability distribution over the set $S$, the group $G$ and ciphertext space $C = S$ where $Pr[C = c] > 0$. Here, we claim that the probability of conveying any ciphertext over the channel in this protocol is equally likely. Therefore, eavesdropping does not give any statistical advantage to an attacker, i.e.,

$$
Pr[S = k \mid C = c] = Pr[S = k].
$$

We select the to-be-transported secret key $k \in S$ and a private group element $g \in G$ shown in Fig. 3.1 uniform randomly to satisfy Property 2. Furthermore, for any pair $(a, b) \in S \times S$, there must be exactly $M \geq 1$ group elements sending $a$ to $b$. In particular, this action must be transitive as defined in Section 2.1.3.

### 3.4 An Easy Example Implementation

An easy example is to use the natural action of Klein four-group $V$. Klein four-group is a well-known commutative permutation group on $S = \{1, 2, 3, 4\}$ whose non-identity elements has order two. That is, every element is its own inverse. It is a subgroup of $Sym(S)$. For the sake of simplicity and clarity, we present $V$ using the two-row notation where images are given in the second row of $\tau = \begin{pmatrix} 1 & 2 & 3 & 4 \\
(\tau(1) & \tau(2) & \tau(3) & \tau(4) )
\end{pmatrix}$.

The Klein four-group is $V = \{\tau_0, \tau_1, \tau_2, \tau_3\}$ where $\tau_0 = \begin{pmatrix} 1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4
\end{pmatrix}$, $\tau_1 = \begin{pmatrix} 1 & 2 & 3 & 4 \\
2 & 1 & 4 & 3
\end{pmatrix}$, $\tau_2 = \begin{pmatrix} 1 & 2 & 3 & 4 \\
3 & 4 & 1 & 2
\end{pmatrix}$, and $\tau_3 = \begin{pmatrix} 1 & 2 & 3 & 4 \\
4 & 3 & 2 & 1
\end{pmatrix}$.

1 When we say $g$ sends $a$ to $b$, we mean $b = a \circ g$.  
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The implementation of the three-pass protocol using \( V \) is as follows. Alice and Bob will employ \( V \). Suppose Alice selects \( k = 3 \) as the secret key and her private group element \( g = \tau_1 \) uniform randomly. She sends Bob \( c_1 = 3 \circ \tau_1 = 4 \). Suppose Bob selects his private group element \( h = \tau_2 \) uniform randomly as well. Then, he sends back \( c_2 = 4 \circ \tau_2 = 2 \). Alice computes \( c_3 = 2 \circ \tau_1^{-1} = 2 \circ \tau_1 = 1 \) and sends it to Bob. Finally, Bob recovers the secret key by \( k = 1 \circ \tau_2^{-1} = 1 \circ \tau_2 = 3 \), which is the secret key determined by Alice following some probability distribution.

\( V \) satisfies both Property 1 and Property 2. Any message \( c_1, c_2 \) or \( c_3 \) put on the insecure channel is encrypted. Therefore, the reader may initially think it is not possible for Eve to recover the key \( k \). However, this implementation is prone to brute-force attacks. Therefore, an additional requirement is imposed on the order of \( G \):

**Property 3 Large Order:** Trivially, the order of the group \( G \) and the cardinality of \( S \) must be very large to make the brute force attack almost infeasible. A brute-force attack can be (theoretically) used against any cryptosystem to find out the secrets. In this protocol, the private key is an element of the selected group \( G \). Hence, the probability that an attacker successfully finds the correct element of the group \( G \) by a random trial is equal to \( 1/|G| \).

We present in the sequel that a much deeper security flaw resides in such implementations of the three-pass protocol even if we can find a \( G \) that satisfies all these three properties.

### 3.5 Impossibility of Three-pass Protocol over Public Commutative Groups

When Eve observes \( c_1 = 4 \) and \( c_2 = 2 \) in the above example, she immediately finds out Bob’s private group element \( h = \tau_2 \), since there is only one element \( \tau \) in \( V \) sending \( a \) to \( b \) for any pair of elements \( (a, b) \in S \times S \). It is computationally easy to determine \( \tau \) in \( V \) when \( a \) and \( b \) are given as in the three-pass protocol. In fact, this security flaw is valid for any publicly known transitive commutative group \( G \) even when the order of \( G \) is very large and even when there exist many distinct group elements sending \( a \) to \( b \). Determining one group element sending \( a \) to \( b \) is enough to
One may get this result as follows. Let $G$ be a commutative group acting transitively on $S$ via a homomorphism $\varphi : G \to \text{Sym}(S)$. Take any $a, b \in S$. Suppose that there exist two distinct group elements $g_1, g_2$ sending $a$ to $b$. Then $g_1 \ast g_2^{-1}$ is in the point stabilizer of $a$ (see Section 2.1.2). To put it plainly, let $a \circ g_1 = b = a \circ g_2$. Then $a \circ (g_1 \ast g_2^{-1}) = (a \circ g_1) \circ g_2^{-1} = b \circ g_2^{-1} = a$. Therefore, $g_1 \ast g_2^{-1}$ is an element of $G_a$. Say $g_1 = \alpha \ast g_2$ for some $\alpha \in G_a$. Now consider the kernel (see Section 2.1.1) of the permutation representation $\varphi$, which is $\text{Ker}\varphi = \bigcap_{x \in S} G_x$. Take any element $x \in S$. Since, $G$ is transitive on $S$, there exists an element $r \in G$ such that $x = a \circ r$. Then by Theorem 1.4A-ii in [14] presented in Section 2.1.4, $G_x = r^{-1} \ast G_a \ast r$. As $G$ is commutative, we get $G_x = r^{-1} \ast G_a \ast r = r^{-1} \ast r \ast G_a = G_a$ for all $x$ and so $\text{Ker}\varphi = G_a$. Hence $\varphi(g_1) = \varphi(\alpha \ast g_2) = \varphi(g_2)$.

For the convenience of the reader, let us verify the last equality element-wise: $x \circ g_1 = (a \circ r) \circ (\alpha \ast g_2) = a \circ (r \ast \alpha \ast g_2) = a \circ (\alpha \ast r \ast g_2) = (a \circ r) \circ g_2 = x \circ g_2$ since $a \circ \alpha = a$. That is, for any pair $a, b$ in $S$, there may be two distinct group elements sending $a$ to $b$ but in fact the corresponding permutation is unique.

Let’s relax the assumptions and consider that the above action of the group $G$ on the set $S$ is not transitive. In this case, we cannot satisfy Property 2 since $\text{Pr}[C = c] = 0$ for some ciphertext $c$. Even if we do not get the equality $\varphi(g_1) = \varphi(g_2)$ for the elements satisfying $a \circ g_1 = b = a \circ g_2$ the security flaw still exists.

Note that the equality $g_1 = \alpha \ast g_2$ for some $\alpha \in G_a$ holds whenever $a \circ g_1 = b = a \circ g_2$. As a consequence of this equality, it will be sufficient for the attacker to find any $g$ that satisfies $a \circ g = b$ instead of trying to find the selected private group element. In the three pass-protocol, Alice selects a secret key $k \in S$ and a private group element $g \in G$, sends Bob $c_1 = k \circ g$. Then Bob selects his private group element $h$ and sends back to Alice $c_2 = c_1 \circ h$. Suppose Eve finds a group element $h'$ satisfying $c_1 \circ h' = c_2$. Then $h' = \alpha \ast h$ for some $\alpha \in G_{c_1}$. When Alice sends $c_3 = (c_1 \circ h) \circ g^{-1}$, Eve is able to recover the secret key by computing $c_3 \circ (h')^{-1}$. Indeed, $c_3 \circ (h')^{-1} = ((c_1 \circ h) \circ g^{-1}) \circ (h')^{-1} = c_1 \circ (h \ast g^{-1} \ast (h')^{-1}) = c_1 \circ (h \ast g^{-1} \ast (\alpha \ast h)^{-1}) = c_1 \circ (h \ast g^{-1} \ast h^{-1} \ast \alpha^{-1})$. Note that $\alpha^{-1} \in G_{c_1}$ as $\alpha \in G_{c_1}$. Since the group is commutative,
one has $c_3 \circ (h')^{-1} = c_1 \circ (\alpha^{-1} \circ g^{-1} \circ h \circ h^{-1}) = (c_1 \circ \alpha^{-1}) \circ g^{-1} = c_1 \circ g^{-1} = k$.

Therefore, the three-pass protocol is insecure when public commutative groups are employed.

Since it is impossible to use three-pass protocol over public commutative groups, we decide to hide the group and propose a technique where the preshared secret is the group $G$ and have the information-theoretic security throughout the sequel of the key transportation process.
CHAPTER 4

LIGHTWEIGHT KEY TRANSPORT PROTOCOL

In this chapter, we will explain the structure and details of the proposed key-transport protocol. In Section 4.1, phases of the protocol are described in details. A feasible implementation of the underlying idea over multiplicative groups will be mentioned in Section 4.2. In Section 4.3, we will analyse the protocol to see whether it provides several security requirements and conforms to the requirements. We will conclude the chapter by explaining the hardware capabilities of the platforms on which we implemented the protocol, results related to memory size, total time and total number of calculations required to transport a single key in Section 4.4.

4.1 LKTP

In this section, we will explain the details of LKTP, and then give a feasible implementation over finite multiplicative groups. To understand the implementation details of the protocol, the notation is presented in Table 4.1.

Table 4.1: List of symbols in LKTP.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>Installed prime number on each node</td>
</tr>
<tr>
<td>$q$</td>
<td>Master key for the Key-Transportation Phase to hide a group.</td>
</tr>
<tr>
<td>$n$</td>
<td>Initial key message from Alice to Bob, $n = p \times q$</td>
</tr>
<tr>
<td>$a$</td>
<td>Alice’s element.</td>
</tr>
<tr>
<td>$c$</td>
<td>Inverse of Alice’s element.</td>
</tr>
<tr>
<td>$b$</td>
<td>Bob’s element.</td>
</tr>
<tr>
<td>$d$</td>
<td>Inverse of Bob’s element.</td>
</tr>
</tbody>
</table>
Suppose Alice and Bob want to share a secret key to establish a security association. Before the key-transportation, both entities should agree on the secret commutative group in the initialization phase.

### 4.1.1 Initialization Phase

We assume both Alice and Bob are pre-initialized with a prime number $p$ which needs to be stored in a tamper-resistant hardware since an operation will be defined over a finite commutative group, $(G, \cdot)$, which will be hidden by using the value of $p$. Afterwards:

- When Bob learns Alice’s address, it sends a unicast request ESTABLISH_GROUP to Alice to agree on $(G, \cdot)$.

- When Alice receives the ESTABLISH_GROUP request, it sets $q$ and sends it to Bob after employing one of the computationally-difficult problems given in Section 2.3, by using $p$.

- Bob receives the encrypted message from Alice, and easily sets the value of $q$ by being a legitimate node that can solve the computationally-difficult problem by using the necessary information it has. For example, if Bob receives a number $n = pq$ where $p$ and $q$ are prime numbers and the related computationally-difficult problem is Integer Factorization, Bob can easily calculate the hidden prime $q$ after dividing $n$ by $p$ since $p$ is known by Bob.

After Alice and Bob agree on the hidden group $G$, they select integers $a$ and $b$ from $G$, and calculate their inverses $c$ and $d$ in $G$, respectively. This completes the initialization phase.

### 4.1.2 Key-transportation Phase

This phase is the three-pass protocol shown in Fig. 3.1. Necessary steps to transport a single key $k$ from Alice to Bob can be found in Fig. 4.1.
4.2 A Feasible Implementation of Key Transport Protocol

An easy example is to use multiplication as the operation over finite cyclic group $G = \mathbb{Z}_q^*$, multiplicative group modulo $q$. To transport a key $k$,

1. A prime number $p$ is assumed to be bootstrapped in both devices.
2. Alice generates a random prime number $q$, and send $n = p \times q$ to Bob.
4. Bob sends KEY_REQ packet to Alice.
5. Alice selects an integer $a$, where Bob selects an integer $b$ such that $a, b$ are in \{1, ..., $q$\}. Then $\bar{a}, \bar{b}$, modulo classes of $a$ and $b$, are elements of $\mathbb{Z}_q^*$. Therefore there are integers $c, d$ in \{1, ..., $p$\} such that $\bar{c}$ and $\bar{d}$ are inverses of $\bar{a}$ and $\bar{b}$ in $\mathbb{Z}_q^*$, respectively. Hence $ac = t_1p + 1$ and $bd = t_2p + 1$ for some integers $t_1, t_2$.
6. When the key transportation starts, Alice chooses a random key $k \in G$ and sends $m_1 = k \times a$ to Bob.
7. Bob receives the encrypted message, encrypts it once more by calculating $m_2 = m_1 \times b$ and sends $m_2$ to Alice.
8. Alice calculates $m_3 = m_2 \times c$ and sends it to Bob to start the last phase of the protocol.

9. Bob calculates

$$m_3 \times d = k \times (a \times b \times c \times d)$$
$$= k \times (a \times c) \times (b \times d)$$
$$= k \times (t_1p + 1) \times (t_2p + 1)$$
$$= k \times (t_1t_2p^2 + t_1p + t_2p + 1)$$
$$\equiv k \pmod{p}$$

and recovers the original key $k$.

Now, consider the following simple, working example given shown in Fig. 4.2:

1. A prime number $p = 11$ is bootstrapped in both nodes.

2. Alice selects $q = 13$ and calculates $n = pq = 11 \times 13 = 143$. The finite cyclic group is $G = \mathbb{Z}_{13}^*$, multiplicative group modulo 13.

3. Alice selects $a = 5$ and determines $c \in G$ such that $ac \equiv 1 \pmod{13}$. The correct value is $c = 8$.

4. Bob selects $b = 7$ and determines $d \in G$ such that $bd \equiv 1 \pmod{13}$. The correct value is $d = 2$.

5. Alice selects $k = 4$, calculates $4 \times 5 \equiv 7 \pmod{13}$ and sends 7 to Bob.

6. Bob calculates $7 \times 7 \equiv 10 \pmod{13}$ and sends 10 to Alice.

7. Alice calculates $10 \times 8 \equiv 2 \pmod{13}$ and sends 2 to Bob.

8. Finally, Bob calculates $2 \times 2 \equiv 4 \pmod{13}$ which is equal to the value of $k$. 
4.3 Security Analysis

The proposed key transport protocol satisfies known-key security and forward secrecy because the session keys are generated randomly from a uniform distribution. The protocol fails to meet key-compromise impersonation resilience and unknown key-share resilience security features since the authentication mechanism is not considered in this thesis. Due to the nature of key transport protocols in which transportation of a key from Alice to Bob is achieved, key control feature does not fit into content of key transport protocols.

The multiplication of two prime numbers can be computed efficiently when Alice calculates $k_i = p \times q$, however, factoring the product of two prime numbers is a computationally-difficult problem which is known as Integer Factorization Problem (see Section 2.3.2). However, the factorization of $k_i$ can be done efficiently by only a legitimate node.

The proposed protocol satisfy the three properties over a multiplicative group $G = (\mathbb{Z}_q^*, \times)$,

- The multiplication is commutative over $G$. 

Figure 4.2: A simple example working over a multiplicative group $\mathbb{Z}_{13}^*$. 

• If we consider Cayley table for $G$, each row includes every element of $G$ exactly once. To show that, let $a, x$ and $y$ be elements of $G$ such that $x \neq y$. If $a \times x = a \times y$, multiplying both sides with $a^{-1}$ from left-hand side, then we will have $x = y$ which contradicts the assumption.

• LKTP can work on any commutative group with arbitrary order. To satisfy the large order property, prime number $p$ can be chosen as 2048, 3072-bit long.

4.4 Implementation, Results and Discussion

In this section, we will give implementation details of LKTP and modified Diffie Hellman key transport protocol, and then mention about the hardware properties of the test environments, choice of the programming language and the library.

4.4.1 Methodology

The proposed key transportation protocol LKTP and the modified Diffie-Hellman Key Transport protocol are implemented in IoT-Lab [1] test-bed and in a more powerful desktop environment.

IoT-Lab provides an infrastructure of varying number of wireless sensor nodes to submit new experiments and collect results. Their test-beds are located at six different places and they give access to 2728 wireless sensor nodes of three different types. The selected node type for experiment is M3, and the experiment mostly runs on Lyon and Grenoble location since the first provides a small and quite infrastructure of 18 M3 nodes whereas the latter provides a large scale infrastructure consisting of 384 M3 nodes.

M3 nodes provide:

• ARM Cortex M3, 32-bits, 72 Mhz MCU, 64kB RAM

• Atmospheric pressure and temperature sensor
- 802.15.4 PHY standard, 2.4 Ghz radio communication
- 128 Mbits external memory
- 3.7V LiPo (650 mAh) battery

Desktop environment provides:

- Intel(R) Core(TM) i7-2600K CPU @ 3.40GHz, 8GB RAM

For the programming language choice, C is the available option for programming a protocol on M3 nodes. On the other hand, since the arithmetic library MPIR [3] provides an easy interface for big integers, C++ becomes the better choice to lessen the code length of the implementations.

### 4.4.2 Results and Discussion

After the implementations of the protocols run correctly on both platforms, they have been investigated in terms of memory requirements and total time to complete a single key transport from Alice to Bob.

Since neither protocol has any extra storage requirement, a small difference between the memory usage is expected. In Table 4.2, the memory usage of both protocols are compared for IoT-Lab and desktop implementations.

<table>
<thead>
<tr>
<th></th>
<th>IoT-Lab</th>
<th>Desktop</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DH</strong></td>
<td>112796</td>
<td>54367</td>
</tr>
<tr>
<td><strong>LKTP</strong></td>
<td>108064</td>
<td>54067</td>
</tr>
<tr>
<td><strong>Text</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>4472</td>
<td>2448</td>
</tr>
<tr>
<td><strong>Bss</strong></td>
<td>54872</td>
<td>608</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>172140</td>
<td>57423</td>
</tr>
</tbody>
</table>

Table 4.2: Size of memory sections. (in bytes)

Modified Diffie-Hellman protocol to transport a key makes use of mpz_powm function (in MPIR library) to calculate the exponentiation $g^e$ of big integers $g$ and $e$, em-
ploys right-to-left binary exponentiation proposed by Knuth, Bach and Shallit \([19]\). For a random \(e\), chosen from a finite set \(G = \mathbb{Z}_n^*\), the total number of squarings and multiplication will be \([\log n], \frac{1}{2}([\log n] + 1)\), respectively as shown in Table 4.3, where \(n\) is the number of elements in \(G\). However, in the key transportation phase of LKTP, a single multiplication is computed by each entity in every step. The other important parameter that we considered while comparing two protocols is the total time to transport a single key from Alice to Bob. To see the difference between two platforms, we considered different key sizes as inputs and corresponding run time of both protocols as shown in Fig. 4.3. Since the number of multiplication and squarings increase, the total run time of the modified Diffie-Hellman key transport protocol increases drastically while LKTP grows almost linearly.

Table 4.3: Number of computations to calculate \(k^a\) in DH and \(k \times a\) in LKTP.

<table>
<thead>
<tr>
<th></th>
<th>Multiplication</th>
<th>Squaring</th>
</tr>
</thead>
<tbody>
<tr>
<td>DH</td>
<td>(\frac{1}{2}([\log n] + 1))</td>
<td>([\log n])</td>
</tr>
<tr>
<td>LKTP</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>
CHAPTER 5

CONCLUSION

5.1 Conclusion

In this thesis, we proposed the lightweight key transport protocol LKTP, which is based on Shamir’s no-key protocol, after evaluating the computational burden of current public-key protocols and the necessity for a lightweight key establishment protocol in Internet of Things and wireless sensor networks. By showing the impossibility of the three-pass protocol over public commutative groups, we decided to hide the group by employing a computationally-difficult problem in the initialization phase. To validate the protocol and do comparison, first we morphed the original Diffie-Hellman key exchange protocol into a key-transport protocol and then implemented both key transport protocols on IoT-lab and a powerful desktop environment. The major findings of the experiments are that LKTP performs a single key transport faster than the modified Diffie-Hellman protocol, and the memory requirements of both protocols are almost the same. The required time to transport a single key grows almost linearly for LKTP while Diffie-Hellman takes too long to complete the transport.

5.2 Future Work

The proposed key-transport protocol does not provide any authentication mechanism and therefore is vulnerable against key-compromise impersonation and unknown key-share resilience. An authentication mechanism by using the private elements of both entities can be added. Moreover, possible attack models can be defined to understand the threats. Although the computational burden of the proposed protocol is low, power
consumption while encryption and sending messages can be considered to validate the findings.
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