
 
 

 
 

MODELING OF RADIATIVE HEAT TRANSFER IN STRONGLY FORWARD 
SCATTERING MEDIA OF BUBBLING FLUIDIZED BED COMBUSTOR 

WITH AND WITHOUT RECYCLE 
 
 
 
 
 

A THESIS SUBMITTED TO 
THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES 

 OF 
MIDDLE EAST TECHNICAL UNIVERSITY 

 
 
 
 
 
 
 

BY 
 

 
 
 
 
 
 
 
 
 

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 
FOR 

THE DEGREE OF MASTER OF SCIENCE 
IN 

CHEMICAL ENGINEERING 
 
 
 
 
 
 
 

AUGUST 2017 
 

  



 
 

  



 
 

 
 

Approval of thesis: 
 

MODELING OF RADIATIVE HEAT TRANSFER IN STRONGLY 
FORWARD SCATTERING MEDIA OF BUBBLING FLUIDIZED BED 

COMBUSTOR WITH AND WITHOUT RECYCLE 
 

submitted by   in partial fulfillment of the requirements for the degree of Master 
of Science in Chemical Engineering Department, Middle East Technical University by, 
 
 

 
Dean, Graduate School of Natural and Applied Sciences _______________ 
 

 
Head of Department, Chemical Engineering     _______________ 
 
Assoc. Prof. Dr.  
Supervisor, Chemical Engineering Dept., METU  _______________ 
 
Prof. Dr.  
Co-Supervisor, Chemical Engineering Dept., METU  _______________ 
 
 
 
Examining Committee Members: 
 
Prof. Dr.   
Mechanical Engineering Dept., METU    _______________ 
 

 
Chemical Engineering Dept., METU    _______________ 
 

 
Mechanical Engineering Dept., Hacettepe University  _______________ 
 
Assoc. Prof. Dr. Serkan K  
Chemical Engineering Dept., METU                  _______________ 

 
As  
Chemical Engineering Dept., METU    _______________ 

 
 

  Date:        14.08.2017 

  



  

iv 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

I hereby declare that all information in this document has been obtained and 
presented in accordance with academic rules and ethical conduct. I also declare 
that, as required by these rules and conduct, I have fully cited and referenced 
all material and results that are not original to this work. 

 

 

 

 

Name, Last Name:    

 

   Signature: 

  



  

v 
 

 

ABSTRACT 

MODELING OF RADIATIVE HEAT TRANSFER IN STRONGLY 
FORWARD SCATTERING MEDIA OF BUBBLING FLUIDIZED BED 

COMBUSTOR WITH AND WITHOUT RECYCLE 
 
 
                                                                  

,  
M.Sc., Department of Chemical Engineering 

      Supervisor:        Assoc. Prof. Dr.  
         Co-Supervisor:   Prof.  
 

August 2017, 123 pages 
 
 
 

Predictive accuracy and CPU efficiency of geometric optics approximation (GOA) 

and scattering phase function simplifications in the freeboard of lignite-fired METU 

0.3 MWt ABFBC Test Rig were tested by applying them to the modeling of radiative 

heat transfer and comparing their predictions against measurements and benchmark 

solutions. The freeboard was treated as 3-D rectangular enclosure containing grey, 

absorbing, emitting gas with grey, absorbing, emitting, 

non/isotropically/anisotropically scattering particles surrounded by diffuse 

grey/black walls.  

A three-dimensional radiation model based on Method of Lines (MOL) solution of 

Discrete Ordinates Method (DOM) coupled with Grey Gas (GG) for gases and Mie 

theory / GOA for fly ash particles in rectangular coordinates was extended for 

incorporation of anisotropic scattering by using normalized Henyey-Greenstein 

(HG) for the phase function. The input data required for the model and its validation 

were provided from the experimental data, which was previously taken from METU 

0.3 MWt ABFBC Test Rig operating with and without recycle of fine particles.  

Assessment of GOA in terms of predictive accuracy reveals that applicability limit 

of GOA should be based on cumulative cross sectional area distribution rather than 

surface mean diameter or cumulative weight distribution of particles. From the 
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viewpoints of computational economy, GOA was found to improve CPU efficiency 

of the solution with increasing optical thickness.  

Predictive accuracy and computational efficiency of scattering phase function 

simplifications were tested by comparing their predictions with those of forward 

scattering with HG. Comparisons reveal that phase function simplifications have 

insignificant effect on incident heat fluxes whereas source terms were found to be 

sensitive to phase function simplifications and the sensitivity increases with 

increasing optical thickness. Improvement in CPU efficiency of phase function 

simplifications is observed in only combusting systems involving high particle 

loads; however, in those systems, accurate representation of particle scattering that 

is forward scattering is vital.  

 

Keywords: MOL solution of DOM, Particle radiation, Geometric optics 

approximation, Anisotropic scattering, Normalized Henyey Greenstein phase 

function, Bubbling Fluidized Bed Combustor. 
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CHAPTER 1 

 
1. INTRODUCTION 

INTRODUCTION 

 

 

In Turkey there exist widely spread lignite reserves with an estimated total quantity 

of 15.6 billion tons [1]. A major proportion of this quantity is characterized by high 

moisture, sulfur and ash contents with low calorific value. Moreover, ash fusion 

temperatures of these lignites are significantly lower than those of higher rank coals 

resulting in slagging at high operating temperatures (1200-1500 ) typical of 

conventional combustion systems such as pulverized fuel-firing systems. On the 

other hand, fluidized bed combustion (FBC) systems with lower operating 

temperatures (750-950 ) not only alleviates slagging problem but also provides in-

situ desulfurization by addition of limestone leading to lower SOx and NOx 

emissions.  Therefore, FBC technology offers the industry and utilities an alternative 

method of utilizing indigenous lignite in an efficient and environmentally acceptable 

manner as confirmed by the results of extensive research carried out on combustion 

and in-situ desulfurization characteristics of these lignites in pilot scale fluidized bed 

combustors [2-16].  

Technical, economical and environmental feasibility of FBC technology together 

with its fuel flexibility have led to steady increase in its commercial use over the 

past decades. Increasing number of fluidized bed combustor installations has 

necessitated development of mathematical models for improvement of thermal and 

emission performances over a broad range of operating conditions. Modeling of 

fluidized bed combustors has mainly focused on heat transfer in the bed section 

since this region is the dominant source where heat of combustion is liberated. 
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However, it was found that the contribution of freeboard region to total heat transfer 

in fluidized bed combustors was of comparable magnitude to that of the bed region 

and the radiation of particle laden combustion gases constitutes major portion of 

heat transfer due to the presence of higher particle loads in freeboard [17-19]. 

Therefore, modeling of radiative heat transfer in such systems is of considerable 

importance and necessitates not only accurate but also computationally efficient 

methods for (i) solution of radiative transfer equation (RTE) in conjunction with the 

time dependent conservation equations for mass, momentum, energy, and chemical 

species and (ii) radiative property estimation of particle laden combustion gases. 

The computational effort associated with coupled solution of these governing 

equations can be minimized by using efficient and compatible solution techniques 

together with computationally feasible radiative property models for particle laden 

combustion gases. 

Previous work regarding the search for the most accurate and computationally 

efficient solution method in the freeboard of fluidized bed combustors revealed that 

Method of Lines (MOL) solution of Discrete Ordinates Method (DOM) meets all 

the requirements [20-22]. Assessment of accuracy of this solution method was 

previously validated against exact solutions, Monte Carlo (MC) and zone method 

solutions, as well as measurements on a wide range of one-dimensional and 

multidimensional problems in rectangular and cylindrical coordinates including 

absorbing, emitting, strongly anisotropically scattering and grey media bounded by 

grey, diffuse walls [23-27].   

With respect to radiative property of particle laden combustion gases, they 

contribute to radiative heat exchange by emitting, absorbing and scattering radiation 

in the entire spectrum. Radiative properties of both participating gases and particles 

are needed to be accounted for accurate modeling of radiation. 

Regarding to radiative property modeling of gases, they absorb and emit radiation 

in specific spectral bands. The properties of gases are best represented by 

considering their spectral dependency; however, it requires extensive computational 
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effort. Therefore, grey approximation is often preferred. In an attempt to investigate 

the sensitivity of radiative heat transfer predictions to grey approximation for gas 

radiative property estimation, several studies have recently been carried out on 

radiation models based on Zone Method, DOM and MOL solution of DOM coupled 

with Grey Gas model, Spectral Line-Based Weighted Sum of Grey Gas (SLW) 

model and Weighted Sum of Grey Gases (WSGG) model. Predictive accuracy and 

CPU efficiency of grey approximation were investigated by applying it to the 

prediction of radiative heat flux and source term on pulverized fuel-fired furnaces 

and circulating fluidized bed combustors (CFBC) containing grey/non-grey, 

absorbing, emitting gas with grey, absorbing, emitting and scattering particles and 

comparing grey predictions with those of non-grey [28-30]. Comparisons reveal that 

grey approximation for gases providesaaccurateaandacomputationallyaefficient 

solutionsain the presence of particles as the particle radiation dominates total 

radiation [31-34]. 

With regard to radiative property modeling of particles, when a ray is incident on a 

large particle, it may be absorbed, diffracted, refracted and reflected.  The direction 

of a ray may be changed due to diffraction, refraction and reflection as illustrated in 

Figure 1.1. The change in the direction of a ray is known as scattering. 

 

Figure 1.1 Possible ways of scattering from a large particle 

Particles not only emit and absorb radiation in the entire spectrum but also scatter 

radiation depending on their size. Therefore, particle radiation depends on its 

Diffraction 

Refraction 

Reflection 

Iin 
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absorption coefficient, scattering coefficient and scattering phase function. Mie 

theory is used to estimate radiative properties of the particles and it is 

computationally demanding as it provides solutions in the form of infinite series. 

Mie theory requires wavelength of incident radiation, size of the particle and 

complex refractive index, m = n - ik, as input parameters. The value of complex 

refractive index is specific to the particle considered and it is wavelength dependent. 

Thus, Mie theory calculations should be performed for each wavelength of interest 

within the region of thermal radiation, which leads to computationally demanding 

calculations. This is why it is common to use grey approach deploying 

representative complex refractive index values for particles [35].  

Butler et al. [36] investigated the effect of utilizing grey properties by comparingaits 

predictionsawith thoseaof spectral solutions and measurements in a laboratoryascale 

pulverizedacoal-fired reactor. For spectral solutions, radiativeaproperties of the 

combustionagases wereacalculateda

char and fly ash particles were estimated by using Mie theory whereas radiative 

property of soot was calculated from extensively used correlation based on soot 

volume fraction and wavelength [37]. Grey radiation predictions were estimated by 

using spectrally averaged Planck and Patch mean properties for particles and 

Grey model predictions using Planck mean 

properties were found to be in agreement with measurements and those of spectral 

solution. 

Ruan and his colleagues [38] studied the effect of several grey approximation 

methods on radiative heat transfer in one-dimensional parallel plane system 

containing nonparticipating gases and absorbing, emitting and anisotropically 

scattering monodisperse fly ash particles by benchmarking grey predictions of 

dimensionless emissive power and heat flux against those of non-grey. Rosseland 

mean is suggested as an appropriate method to calculate extinction coefficient for 

the system under consideration.  

Recently, the predictive accuracy of grey particle assumption in the presence of grey 

absorbing, emitting gas was investigated in a one-dimensional slab containing 
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grey/non-grey absorbing, emitting coal and fly ash particles surrounded by cold, 

black walls [39]. Grey properties of the particles were estimated by utilizing 

geometric optics approximation (GOA) without considering diffraction and 

Buckius-Hwang correlations were used to predict non-grey particle properties [40]. 

For calculation of non-grey particle properties, particle size parameter was assumed 

to depend on the wavelength; however, spectral dependency of complex refractive 

index of particles was neglected. With those assumptions, the influence of spectral 

fly ash properties on source term was found to be insignificant for the system under 

consideration. 

Johansson et al. [41] carried out a study in a one-dimensional infinitely long 

cylinder, which has conditions relevant to pulverized coal combustion, containing 

non-grey gas with grey/non-grey absorbing, emitting and isotropically scattering fly 

ash and coal particles to analyze the effect of complex index of refraction on particle 

scattering and absorption efficiencies by using Mie theory for non-grey particles and 

Planck mean for grey particles. In the case of non-grey particles, the efficiencies of 

large particles (dp,ash = p,coal not to vary 

considerably with the change in the complex index ofarefraction in the wavelength 

of interest for combustion.  

In the work of Ates and co-workers [42], grey solution of RTE was compared with 

spectrally banded particle solution in dilute zone of 150 kWt METU CFBC Test Rig 

containing grey absorbing, emitting gas with absorbing, emitting and anisotropically 

scattering fly ash particles. Comparisons reveal that heat flux and source term 

predictions with grey assumption are in good agreement with those of the spectrally 

banded particle solution in the optically thick media of CFBC.  

There also exist recent studies involving solutions with grey/non-grey gas and grey 

particle radiative properties [23, 43-45] where predictions were found to be in 

agreement with measurements. However, in these studies, effect of spectral particle 

properties were not investigated.  
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Despite the implementation of grey approach, the radiative property estimation 

through Mie theory may become impractical if particle size distribution (PSD) in 

the medium is wide since the property calculations should be performed for each 

size. Furthermore, numerical solution of Mie theory becomes computationally 

demanding with increasing particle size because number of terms required in the 

series is as high as particle size parameter. Therefore, in order to obtain CPU 

efficient solutions, some approximate property estimation models can be used by 

considering particleasizeaparameter, x, which is the relative size of theaparticles 

compared with wavelength of incident radiation [35]. If particle size parameter is 

much less than one (x << 1), Rayleigh scattering gives accurate results whereas 

geometric optics is a very useful approximation if particle size parameter is much 

larger than unity (x >> 1). Considering large particles encountered in fluidized bed 

combustors, geometric optics approximation (GOA) can be utilized for the 

estimation of the radiative properties. In GOA calculations, reflectivity is only input 

parameter to calculate radiative properties and if it is not known, it can be evaluated 

interest.  

Zedtwitz et al. carried out a study in a tubular reactor that is directly exposed to 

concentrated thermal radiation [46].  In the study, non-grey gas with non-grey 

activated charcoal particles with an average diameter of 1.2 mm were considered. 

Radiative flux distributions in the medium were calculated by Monte Carlo method 

coupled with GOA for particles and a correlation proposed by Adzerikho et al. [47] 

for gases. The model predictions were found to be in good agreement with the 

measurements. The shortcoming of the study is that it does not consider particle size 

distribution and utilizes average particle diameter.  

The accuracy of utilizing GOA was previously assessed in a freeboard of METU 0.3 

MWt Atmospheric Bubbling Fluidized Bed Combustor (ABFBC) containing non-

grey absorbing, emitting gas with grey absorbing, emitting and isotropically 

scattering fly ash particles [44]. Model predictions based on MOL of DOM coupled 

with spectral line-based weighted sum of grey gases (SLW) for gas and GOA for 
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particles were found to be in reasonable agreement with measurements. However, 

the accuracy of model predictions with regard to source term distribution were not 

reported.   

Accuracy of heat flux and source term predictions obtained from utilization of the 

MOL of DOM coupled with Grey Gas for gas and grey GOA for fly ash particles in 

optically thick media of CFBC was recently investigated by benchmarking their 

predictions against those of grey Mie theory [28]. According to their research, 

utilizing GOA with reflectivity averaged over the hemisphere, which is referred as 

GOA2 in the study, was found to be an accurate approximation to Mie theory. The 

shortcoming of the study is that it does not involve measurements for validation of 

the model predictions.  

In another study of Ates and co-workers [42], GOA with Fresnel solution for particle 

reflectivity, which is referred as GOA3 in the publication, was proposed as an 

improved alternative to GOA2 for estimation of the radiative properties of grey fly 

ash particles.  The predictive accuracy and computational efficiency of GOA3 were 

assessed by comparing its predictions with those of spectral particle solution in 

optically thick medium of CFBC. This comparison indicates that GOA3 provides 

acceptable accuracy with less CPU time for both heat fluxes and source terms. 

However, there is no comparison of model predictions with measurements in the 

study. 

In particle radiation, knowing the amount of absorbed and scattered radiation by the 

particles is not enough to fully describe particle radiation interactions. Scattering 

phaseafunction, which gives theaprobabilityathat light incident on a particle in a 

givenadirection to be scattered intoaany other direction, is also required.  In general, 

the scattering phase function is obtained from Mie theory; however, with the 

oscillatory nature of the phase function, computations become impractical 

especially for large size parameters. This is why approximated phase functions are 

usually preferred. This simplification is based on averaging cosineaof 

theascatteringaangle, knownaas asymmetryafactor, g, which varies between -1, 

referring to purely backward, and +1, referring to purely forward scattering. The 
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simplest approximation is the case where g = +1 which corresponds to nonscattering 

particles. The second widely used approximation is isotropic scattering in which 

equal amounts of radiation are scattered into all directions as shown in Figure 1.2 

and asymmetry factor is equal to zero. When asymmetry factor is not equal to 0 or 

+1, it corresponds to anisotropic scattering. If asymmetry factor varies between 0 

and +1, particles scatter in the forward direction whereas if asymmetry factor 

changes from -1 to 0, particles scatter in the backward direction. Schematic view of 

the anisotropic scattering is also illustrated in Figure 1.2. 
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In coal combustion systems, isotropic scattering and nonscattering assumptions are 

usually made to simplify the radiative heat transfer problem as well as to reduce the 

computational effort. However, these assumptions may not represent the highly 

forward anisotropic scattering behaviour of large coal and ash particles.  

One of the earliest studies on the phase function simplification was carried out by 

Yuen and Wong [49]. They investigated radiative heat transfer in one-dimensional 

parallel plate test case containing grey, absorbing, emitting and anisotropically 

scattering particles surrounded by isothermal, grey and diffuse walls. In the model, 

anisotropic scattering of radiation by the particles were taken into consideration by 

deploying two term Legendre polynomial expansion. Heat flux predictions of 

isotropic scattering were compared with those of forward scattering. Comparisons 

reveal that the importance of deploying anisotropic scattering increases with 

increasing optical thickness. The shortcoming of this study is that it only provides a 

parametric study for a simple one-dimensional enclosure and the implemented phase 

function may not be able to represent the strong forward peak of the particles.  

A similar study to that of Yuen et al

[50], who investigated the effect of phase function simplifications on radiative heat 

transfer in pulverized coal-fired furnace. A two-dimensional axi-symmetric 

radiation model based on third order spherical harmonics approximation (P3) was 

implemented for the solution of RTE.  The medium consists of grey participating 

gases and particles including pulverized coal, char, fly ash and soot. Delta-

Eddington phaseafunction was used to model anisotropic scattering of particles. 

Heat flux predictions with isotropic and nonscattering assumptions were compared 

with those of anisotropic scattering. Isotropic and nonscattering assumptions were 

found to yield inaccurate predictions. The drawback of the study is that it does not 

involve measurements for validation of the model predictions and does not include 

the effect of phase function simplifications on source term distributions.  

Marakis and his colleagues [51] evaluated total heat flux predictions of isotropic 

scattering and nonscattering assumptions against those of anisotropic scattering in a 

pulverized coal-fired furnace considering two different particle loads. Both P1 and 
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MC methods were implemented for solution of the RTE. The medium was assumed 

to be comprised of coal, char and fly ash particles which absorb, emit, and 

anisotropically scatter radiation. The delta-Eddington phase function was used to 

represent the highly forward scattering behaviour of the particles and Mie theory 

was applied to estimate absorption and scattering coefficients of the particles. 

Discrepancy between the heat flux predictions was found to increase with increasing 

particle load and the use of anisotropic scattering is recommended for accurate 

modeling of particle radiation. This study lacks validation of model predictions with 

measurements and investigation of effect of particle radiation on source term 

predictions.   

Although it is obviously stated in above studies to consider anisotropic scattering of 

particles, some contrary opinions have been reported. In a study carried out by Liu 

and Swithenbank [52], the influence of particle scattering on dimensionless heat flux 

and source term distributions was analyzed by using first order spherical harmonics 

approximation (P1) in optically thin medium of three-dimensional furnace. The 

medium with a given temperature distribution was treated as grey absorbing, 

emitting, anisotropically scattering fly ash particles. The strong forwardascattering 

behaviour of the particles was representedaby delta-Eddington phaseafunction. 

They concluded that results of forward scattering are closer to those of nonscattering 

hence if there is a necessity for a phase function simplification, nonscattering 

assumption yields accurate results for the optically thin medium.  

-workers [21] performed a parametric study to analyzeathe effectsaof 

particleaload and anisotropic scattering onatheaincident wallaheatafluxes in the 

freeboard of METU 0.3 MWt ABFBC by comparing model predictions with those 

of the zone method and measurements. The freeboard region was considered as a 3-

D rectangular enclosure containing grey absorbing, emitting gas with grey 

absorbing, emitting and isotropically/anisotropically scatterin

correlations were used to determine gas radiative property andaMie theoryawas 

employedatoaevaluateaabsorption and scattering coefficientsaofathe fly-ash 

particles. The case withaisotropic scatteringaassumption was taken asabasis and 
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three differentacases were generated by increasing the particle load to three orders 

of magnitude and/or by incorporating anisotropy into the problem. 1000-fold 

increase in particle load was found to increase the fluxes both for isotropic and 

anisotropic scattering treatments. On the other hand, comparison between 

anisotropic and isotropic scattering reveals that anisotropy has negligible effect on 

predicted radiative fluxes for both particle loads concerned. Isotropic scattering 

assumption was found to produce reasonably accurate predictions. This is 

considered to be due to the smoothness of the linear anisotropic phase function 

utilized in this study, which may not be able to represent the strong forward 

scattering of the particles.  

Radiative heat exchange in the freeboard of METU 0.3 MWt ABFBC was also 

modelled by Kozan et al. [20] -workers [53]. In these studies, 

freeboard region was considered as a 3-D rectangular enclosure containing grey 

absorbing, emitting gas with grey absorbing, emitting and isotropically scattering 

Mie theory was employed to evaluate absorption and scattering coefficients of the 

fly-ash particles. In the studies, incident radiative heat fluxes on side walls of the 

freeboard were predicted and the accuracy of the predictions were assessed by 

comparing model predictions with measurements. Model predictions were found to 

be in good agreement with the measurements. This agreement may be attributed to 

low particle load observed in the freeboard region. 

Caliot and co-workers [54] investigated the effect of particle scattering on total heat 

flux. Monte Carlo method was used to solve radiative transfer. The medium was 

treated as one-dimensional and consists of participating non-grey gases and grey 

Absorptionaand scattering coefficients of theaparticles were calculatedaby using 

Planck mean and Henyey-Greenstein phase function was utilized for modeling of 

anisotropic scattering behaviour. 5 % difference between the predictions of 

anisotropic scattering and nonscattering was observed for the system under 
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consideration. Due to one-dimensional treatment of the system and monodispersed 

approximation of particles, reasonably good agreement was achieved.  

There exist recent studies in which use of isotropic assumption has been found to 

lead to fairly accurate results [32, 44, 45, 55-62] for combusting systems involving 

low particle loads such as pulverized fuel and bubbling fluidized bed furnaces.  In 

some of these studies, however, isotropic scattering was found to underestimate wall 

heat fluxes compared to measurements [55-57], which is due to the dominant role 

of fly ash particles compared to gas and soot radiation [55]. 

In a recent study, Ates and co-workers [28] investigated the influence of scattering 

on radiative heat transfer in the dilute zone of CFBC. The dilute zone was treated as 

two dimensional axisymmetric enclosure containing grey absorbing, emitting gas 

with grey absorbing, emitting, non/isotropically/anisotropically scattering fly ash 

particles surrounded by grey diffuse walls. MOL solution of DOM coupled with 

Grey Gas model for gas and GOA2 for particles were utilized to predict the radiative 

heat flux and source term distributions. Anisotropic scattering was represented by 

deploying Henyey-Greenstein phase function. They emphasized that the strong 

forward scattering behaviour of the fly ash particles must be considered. If the phase 

function is needed to be simplified for the sake of computational economy, 

nonscattering assumption is a much better approximation than isotropic scattering 

for the optically thick media of CFBC.  

Despite 40 years of intensive study of scattering phase function simplifications, 

there are still many uncertainties and disagreements on the subject. Therefore, more 

detailed studies of particle scattering in combusting systems involving different 

optical thicknesses are considered to be significantly important for combustion 

community. Furthermore, a survey of literature revealed that there is a lack of 

particle radiation modeling studies based on measured input data required for the 

application of radiation model, which are pressure distributions, gas and wall 

temperatures, gas compositions, particle size distributions and chemical 

composition of all solid streams and particle densities, and measured data required 
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for validation of radiation model, which is wall radiative heat fluxes, obtained from 

the combusting system operating under steady state conditions. 

Therefore, the objective of the present study is to utilize full experimental data 

available in the literature to investigate the predictive accuracy and computational 

efficiency of isotropic scattering and nonscattering assumptions by comparing their 

heat flux and source term predictions with those of anisotropic scattering for 

different optical thicknesses.  An additional objective is to assess the accuracy of 

grey GOA by benchmarking its predictions against grey Mie solutions for particle 

property estimation.  

In an attempt to achieve these objectives, radiative heat transfer in a fluidized bed 

combustor with and without recycle is investigated for which complete experimental 

data are available in literature [63]. The experiments were performed in lignite-fired 

METU 0.3 MWt ABFBC Test Rig where radiation is modelled in the freeboard of 

the combustor by extending a previously developed three-dimensional radiation 

code based on MOL of DOM in FORTRAN language for the prediction of radiative 

heat fluxes and source terms along the freeboard of the combustor.  
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CHAPTER 2 

 
2. THE METHOD OF LINES SOLUTION OF DISCRETE ORDINATES METHOD 

THE METHOD OF LINES SOLUTION OF  

DISCRETE ORDINATES METHOD 

 

 

In this chapter, method of lines (MOL) solution of discrete ordinates method (DOM) 

is described for mathematical modeling of radiative heat transfer in a three-

dimensional rectangular enclosure. The physical situation to be considered is that of 

a uniform, radiatively grey, absorbing, emitting, scattering medium surrounded by 

grey, diffuse walls. Based on this physical problem, equations representing MOL 

solution of DOM are derived starting from the radiative transfer equation (RTE) for 

three-dimensional rectangular coordinate system. This is followed by the numerical 

solution procedure utilized for the MOL solution of DOM. 

2.1. Radiative Transfer Equation 

The basisaof all methods for the solutionaof radiation problems is thearadiative 

transferaequation, which is derived by writing a balance equation for radiant energy 

passingain a specifiedadirection through a smallavolume element in a uniform, 

absorbing, emitting, scattering, grey medium and can be written in the form  

 

 

  (2.1) 



  

 
 

16 
 

where  is the radiation intensity at position r in the direction  defined as the 

quantity of radiant energy passing in a specified direction  along a path s per unit 

solid angle , per unit area normal to the direction of travel, per unit 

time.  are the gas absorption coefficient, particle absorption 

coefficient and particle scattering coefficient, respectively.  is 

the black-body radiation intensity and  is the phase function for scattering 

which describes the fraction of energy scattered from incoming direction  to the 

outgoing direction . The expression on the left - hand side represents the change 

of intensity in the specified direction  The terms on the right - hand side stand for 

absorption and out-scattering, emission and in-scattering, respectively. 

For rectangular coordinate system, the gradient of intensity can be expressed in 

terms of the derivatives with respect to space coordinates x, y, and z and hence RTE 

in rectangular coordinates can be written as  

 

 

 

azimuthal angle  (Figure 2.1) as    and  

 

  (2.2) 
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Figure 2.1 Rectangular coordinate system [48] 

If the surface bounding the medium is a diffuse and grey wall at specified 

temperature, then Equation 2.1 is subjected to the boundary condition; 

 

where  is the radiative intensity leaving the surface at a boundary location, 

 is the surface emissivity,  is the black-body radiation intensity 

at the surface temperature,  is the local outward surface normal and  is the 

cosine of the angle between incoming direction  and the surface normal. The first 

and second terms on the right - hand side of the Equation. 2.3 stand for the 

contributions to the leaving intensity due to emission from the surface and reflection 

of the incoming radiation, respectively. 

Once the radiation intensities are evaluated by solving Equation 2.2 together with 

its boundary condition (Equation 2.3), quantities of interest such as radiative flux 

and energy source term can be readily evaluated. The net radiative heat flux on a 

surface element is defined as 

(2.3) 
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  (2.4) 

 

where  and  are incident and leaving wall heat fluxes, respectively.  For a 

diffuse and grey wall,  and  are evaluated from 

 
 (2.5) 

 

 
 (2.6) 

 

where  is the cosine of the angle between outgoing direction  and the surface 

normal. The radiative energy source term, divergence of the total radiative heat flux, 

for problems where temperature distributions are available is expressed as 

 

  (2.7) 

 

where  is the radiative heat flux vector,  is the absorption coefficient of the 

medium,  is the black-body radiation intensity and  is the 

incident radiation defined by  

 
 (2.8) 

2.2. Discrete Ordinates Method  

This method is based on representation of continuous angular domain by a discrete 

set of ordinates with appropriate angular weights, spanning the total solid angle of 

 steradians. The RTE is replaced by a discrete set of equations for a finite number 

of directions and each integral is replaced by a quadrature summed over the ordinate 
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directions [64]. The discrete ordinates representation of RTE for a 3-D rectangular 

enclosure containing a uniform, grey, absorbing, emitting and scattering medium 

takes the following form: 

 

 

where [  is the radiation intensity at position r(x, y, z) in the 

discrete direction  , m denotes the discrete ordinate 

number of ordinates used in the approximation, , , and  are the direction 

cosines of  with x, y, z axis, respectively and  is the angular quadrature 

weight associated with the incoming direction .  

The boundary conditions at the two opposite, diffuse, grey surfaces with normal 

vectors parallel to x axis can be written as:  

at x = 0,  

 

at x = L, 

 

where  is the intensity of radiation leaving the surface,  is the surface 

emissivity,  is the total black-body radiation intensity at the temperature of the 

surface. Similar expressions hold for boundaries in other coordinate directions.  

Using the DOM, the RTE is transformed into a set of simultaneous partial 

differential equations (PDEs) containing only space coordinates as independent 

variables. Spatial discretization may be accomplished by using a variety of methods 

(2.10) 

(2.11) 

(2.9) 
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including finite volume, finite element or finite difference techniques. In the 

classical DOM applications [64-76] spatial differencing is carried out by using 

standard cell  centred, finite volume technique. In this approach, the discrete 

ordinates equations are integrated over a typical control volume and interpolation 

schemes are defined to relate face intensities with cell - centred intensities. An 

iterative, ordinate sweeping technique described in [76] is applied to solve for the 

intensities at each ordinate and at each control volume.  

Once the intensity distribution is determined by solving Equation 2.9 together with 

its boundary conditions, the incident radiative flux along a direction i and source 

term can be obtained from   

 
 (2.12) 

 

 
 (2.13) 

 

where  is the direction cosine of ordinate  with respect to unit vector , 

 is the angular quadrature weight associated with the incoming direction  

and  is the intensity of radiation incident on the surface. 

 Parameters Affecting Accuracy of DOM 

The accuracy of discrete ordinates method is affected by the accuracy of angular and 

spatial discretization schemes adopted for the solution. Angular discretization is 

characterized by the angular quadrature scheme and order of approximation. In an 

69] on the assessment of the effect 

of these parameters on the predictive accuracy of DOM by verification against exact 

solutions, it was concluded that the order of approximation plays a more significant 
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role than angular quadrature and spatial differencing schemes in the accuracy of 

predicted radiative heat fluxes and radiative energy source terms. 

The order (N = 2, 4, 6, 8, 10, 12) of approximation of DOM, which is also called as 

SN method, determines the total number of discrete directions, M. A sketch of the 

directions used in one octant of a unit sphere for S2, S4, S6, S8 and S10 order of 

approximations isashownain Figure 2.2. Asacanabe seen from theafigure, discrete 

directions are ordered in levels (constant ) and number of directions is different at 

each level. Table 2.1 summarizes the total number of discrete directions used for SN 

approximation for one - and multi - dimensional problems.  

 

Figure 2.2 Orders of approximation [48] 
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Table 2.1 Total number of discrete directions used for SN approximation 

SN approximation 
1  D 

M = N 

3  D 

M = 2D N(N+2) / 8 

S2 2 8 

S4 4 24 

S6 6 48 

S8 8 80 

S10 10 120 

S12 12 168 

 

As reported in literature [77-79], once a discrete number of directions is used to 

approximate a continuous angular variation, ray effect is unavoidable. The 

increaseain theanumber of discreteadirections would alleviate the ray effect at the 

expenseaof additionalacomputational time and memory requirement. However, 

increasing order of angular quadrature scheme may lead to stability problems [67]. 

Hence, improvement in solution accuracy can only be achieved if finer angular 

subdivision is accompanied by finer spatial subdivision [80].  

The second parameter affecting the accuracy of DOM is the angular quadrature 

scheme, which defines the specifications of ordinates  ( , ,   and 

corresponding weights  used for the solution of RTE. The choice of quadrature 

scheme is arbitrary although restrictions on the directions and weights arise from the 

need to preserve symmetries and invariance properties of the physical system. 

Completely symmetric angular quadrature schemes, which mean symmetry of the 

point and surface about the centre of the unit sphere, also about every coordinate 

axis as well as every plane containing two coordinate axes, are preferred because of 

their generality and to avoid directionally biasing solutions. Therefore, the 

description of the points in one octant is sufficient to describe the points in all 

octants. The quadrature sets are constructed to satisfy key moments of the RTE and 

its boundary conditions. The quadratures satisfy zeroth, first and second moments 
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that correspond to incident energy, heat flux and diffusion condition, respectively in 

addition to higher moments. In practical heat transfer applications, scattering of 

radiant energy is anisotropic and angular quadrature schemes should satisfy as many 

moments to accurately integrate the phase function.  

The most frequently used angular quadrature scheme is SN, originally developed by 

Carlson and Lathrop [81] and extended to higher order of approximations by 

Fiveland [82] and El Wakil and Sacadura [83]. Therefore, in this study DOM 

calculations will be based on SN angular quadrature scheme. The quadrature 

ordinates and weights for SN approximations are listed in Appendix A.   

The third parameter affecting the accuracy of DOM is the spatial differencing 

scheme. The conventional spatial discretization technique incorporated with DOM 

is the finite volume method which makes use of face interpolation schemes that 

provide assumptions on the form of radiative intensity variation in a control volume. 

They are based on expressing the downstream (exit) cell boundary intensity as a 

function of a number of adjacent cell-centre or face intensities depending upon the 

order of the scheme. The spatial differencing schemes can be basically classified as 

step (upwind), diamond differencing (DDS, central), variable weight differencing, 

exponential and high-order, high resolution bounded schemes. Detailed treatment 

on the first four scheme is presented in [84]. Application of high order, high 

resolution, bounded schemes such as MINMOD, MUSCL, CLAM and SMART and 

their applications to DOM can be found in 85  and 86 .  

As reported in literature [77-79], spatial discretization of the computational domain 

results in false scattering, which is also referred to as numerical smearing in the 

radiative transfer community [78]. The use of higher  order spatial schemes or finer 

spatial grid resolution reduces the numerical smearing error [77, 78]. For prediction 

of the numerical smearing error, Hunter and Guo [77] has recently developed a 

proportionality relation expressed by 

 
 (2.14a) 
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 (2.14b) 

 

 
 (2.14c) 

 

  (2.15) 

where E is error due to numerical smearing, m denotes the discrete ordinates, n 

represents order of accuracy of the chosen spatial differencing scheme, , ,  are 

direction cosines in x, y, z directions, respectively and  is the extinction coefficient 

of the medium. Total numerical smearing error, , can beaexpressed using the 

root-sum-squares (RSS) method for 3-D problems as follows [77]: 

 

 (2.16) 

 

where M is the total number of ordinates used in the approximation.  

2.3. Method of Lines Solution of Discrete Ordinate Method 

The solution of discrete ordinates equations with MOL is carried out by adoption of 

the false  transients approach which involves incorporation of a pseudo  time 

derivative of intensity into the discrete ordinates equation [87]. Application of the 

false  transients approach to Equation 2.9 yields 

 

 
(2.17) 
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 where t is the pseudo  time variable and  is a time constant with dimension 

[(m/s)-1] which is introduced to maintain dimensional consistence in the equation 

and it is taken as unity.  

The system of PDEs with initial and boundary  value independent variables is then 

transformed into an ODE initial - value problem by using the method of lines 

approach [88]. The transformation is carried out by representation of the spatial 

derivatives with algebraic finite  difference approximations. Starting from an initial 

condition for radiation intensities in all discrete directions, the resulting ODE system 

is integrated until steady state by using a powerful ODE solver. The ODE solver 

takes the burden of time discretization and chooses the time steps in a way that 

maintains the accuracy and stability of the evolving solution. Any initial condition 

can be chosen to start the integration, as its effect on the steady-state solution decays 

to insignificance. To stop the integration at steady state, a convergence criteria was 

introduced. If the intensities at all nodes and ordinates satisfy the condition given 

below, the solution at current time is considered to be the steady state solution and 

the integration is terminated. The condition for steady state is 

 
 (2.18) 

where   is the error tolerance, the subscript t denotes the solution at current print 

time and subscript t 1 indicates solutions at previous print time. As a result, 

evolution of radiative intensity with time at each node and ordinate is obtained. The 

steady-state intensity values yield the solution to Equation 2.9 because the artificial 

time derivative vanishes at steady state. 

Once the steady state intensities at all grid points are available, the incident radiative 

heat flux on enclosure boundaries and radiative energy source terms at interior grid 

points can be evaluated by using Equations 2.12 and 2.13, respectively.  

 Parameters Affecting Accuracy of MOL Solution of DOM 

The accuracy and efficiency of MOL solution of DOM is determined by the 

following parameters: 

 accuracy of the angular approximation (DOM) 
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 accuracy of the spatial discretization technique 

 the ODE solver utili -  

The accuracy of the angular approximation depends on the angular quadrature 

scheme and the order of approximation selected for the implementation of the DOM. 

Therefore, dependence of the accuracy of MOL solution of DOM on the angular 

approximation is the same as that of DOM (see Section 2.2.1). 

The spatial discretization technique used in MOL solution of DOM is the finite-

difference method (FDM) unlike the classical DOM which employs finite-volume 

technique for this purpose. In the FDM, the spatial derivatives are replaced by linear, 

algebraic approximations derived generally from a Taylor series expansion. The 

spatial discretization schemes used in this study are the two- and three-point upwind 

schemes (DSS012 and DSS014) [88, 89]. The reason behind the choice of upwind 

schemes is as follows. After the implementation of false-transients approach, the 

discrete ordinates equations take the form of first-order hyperbolic PDEs for which 

upwind schemes are strongly recommended [88,89] due to consideration of the 

direction of propagation of the dependent variables which eliminate the numerical 

oscillations caused by central differencing. The formulation and order of accuracy 

of the selected schemes are presented in Table 2.2.  

Table 2.2 Spatial differencing schemes [88,89] 

Name of the 

scheme 
Stencil Formulation 

Order of 

accuracy 

2-point upwind 

(DSS012)   O(  

3-point upwind 

(DSS014)   O(  

 

The third factor affecting accuracy of MOL solution of DOM is the ODE integrator. 

In this study, ODE solver utilized is ROWMAP which is based on the ROW-

methods of order 4 and uses Krylov techniques for the solution of linear systems. 

By a special multiple Arnoldi process the order of the basic method is preserved 



  

 
 

27 
 

with small Krylov dimensions. Step size control is done by embedding with a 

method of order 6. Detailed description of ROWMAP can be found elsewhere [90]. 

2.4. Structure and Operation of Computer Code 

Figures 2.3 and 2.4 show the flow diagram of the computer code Method of Lines 

Solution of Discrete Ordinates Method for absorbing, emitting and scattering 

medium in rectangular coordinates (MOLSDOM - AESM). The general steps of the 

computer code are as follows: 

1. Define the subdivision of the enclosure, number of wide bands, order of 

approximation and number of equations in the system of ODEs.  

2. Declare 6-D arrays to store intensities, position derivatives, and time derivatives 

at each ordinate of each grid point. The 6-D arrays are of dimensions 

[NX NY NZ ND NM NB] where NX, NY and NZ are the number of nodes 

along x, y and z-axes respectively, ND is the number of octants considered in 

the calculation (ND=8 for a 3-D problem), NM is the number of ordinates 

specified by the order of angular quadrature and NB is the number of wide 

bands for particles (NB=1 for grey particles).  

3. Specify parameters for the ODE integrator which are the initial time, final time, 

print interval and the error tolerance.  

4. Specify initial condition for the intensities. 

5. Read in input data specifying the physics of the problem which are, the 

dimensions of the enclosure, emissivities of the walls, gas composition of the 

medium, temperatures and temperature profiles of the medium and the walls.  

6. Specify direction cosines and corresponding weights. 

7. Initialize the intensities at all ordinates at all grid points. 

8. Print interpolated temperature profiles of the medium and side wall. 

9. Read in input data related to radiative properties of the medium which are gas 

and particle absorption coefficients, particle scattering coefficient and 

coefficients of the scattering phase function. 

10. Calculate the scattering phase function for each incoming and outgoing 

ordinates.  
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11. Set boundary conditions for the intensities leaving the boundary surfaces by 

using Equations 2.10 and 2.11. 

Calculation of the Approximations for the Spatial Derivatives:  

12. Specify the spatial discretization scheme (DSS012 or DSS014). 

13. Specify an octant and ordinate. 

14. Specify a discrete location on the y, z plane. 

15. Store the values of the intensities (at this direction and location) along x  axis 

in a 1-D array.  

16. Call for spatial discretization subroutine which accepts the 1-D array of 

intensities as an input and computes the derivative with respect to x  axis as an 

output over the grid of NX points.  

17. Transfer the 1-D array of spatial derivatives into 6-D array of x  derivatives.  

18. Repeat steps 13-17 for all discrete locations on y-z plane, all ordinates and all 

octants.  

19. Repeat steps 13-18 for derivative terms with respect to y and z-axes, forming 

1-D arrays along y and z  axes.   

Calculation of the Time Derivatives:  

20. Set the signs of the direction cosines for each octant.  

21. Calculate the time derivative of intensity at each node for each ordinate of each 

octant using Equation 2.17 to form a 6-D array of time derivatives.  

22. Set boundary conditions for the intensities leaving the boundary surfaces by 

using Equation 2.10 and Equation 2.11. 

23. Transform the 6-D arrays of intensities and time derivatives into 1-D arrays to 

be sent to the ODE solver.  

Integration of the system of ODEs:  

24. Set the initial conditions required for the ODE integrator.  

25. Set parameters for the ODE integrator.  

26. Call the ODE solver subroutine to integrate the system of ODEs by using a time 

adaptive method. The ODE propogates in time by solving for the intensities at 
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a time step j, calculating the time derivatives by performing steps 11 to 23 and 

integrating again to solve for intensities at the new time step j+1.  

27. Return to the main program at prespecified time intervals. 

28. Check if ODE integration has proceeded satisfactorily. 

29. Transfer the solution at current print point from the 1-D array to a 6-D array. 

30. Set the boundary conditions at current time step. 

31. Check for convergence by comparing the solutions at current time step with 

those at previous three time steps. If current solution is within the specified 

range of the previous solution, convergence is established go to step 35. 

32. If convergence is not established, save the solution for convergence check. 

33. Check end of the run time if final time is not reached go back to step 13. 

34. If convergence is established or final time is reached, calculate the parameters 

of interest such as incident radiative heat flux and radiative energy source term.  

35. Print output. 

36. Stop. 
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START 

Set subdivision of the enclosure, order 
of approximation and number of 

equations in the ODE system 

Read input parameters for ODE 
integrator (initial time, final time, 

print interval and the error tolerance)  

Read input data specifying the physics 
of the problem which are, the 
dimensions of the enclosure, 

emissivities of the walls, temperatures 
and temperature profiles of the 

medium and the walls. 

Call subroutine QUADRATURE  
Specify direction cosines and weights 

Call subroutine INITIAL_RAD  
Initialize the intensities at all ordinates 

at all grid points. 

Call subroutine PROPERTY 
Read in input data related to radiative 
properties of the medium which are 

gas and particle absorption 
coefficients, particle scattering 
coefficient, coefficients of the 

scattering phase function. 

Calculate the scattering phase function 
for each incoming and outgoing 

ordinates 

Call subroutine DERV_RAD 
Specify the spatial discretization 
scheme to calculate initial time 

derivatives 

Call subroutine ROWMAP 
To perform integration up to 

next print time 

Intensities at 

time t=0 

Time derivatives of 

intensities at time t=0 

Time derivatives of 

intensities at time t 
Intensities at 

time t+TP 

Intensities 
SUBROUTINE ROWMAP 

Time derivatives 

of intensities  

Is convergence 

established? 

Check end of run 

time T<TF? 

Call subroutine SOURCETERM  
Calculate incident radiative heat flux 

and radiative energy source term 

END 

Store 

solution for 

next 

convergence 

test 

No 

No 

Yes 

Yes

SUBROUTINE DERV_RAD 
See Figure 2.4 

Print output file 

Figure 2.3 Flowchart for MOLSDOM - AESM 
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 Figure 2.4 Algorithm of the subroutine DERV_RAD 

Subroutine DERV_RAD 

Read in data: 
subdivisions of the enclosure 
temperatures or temperature profiles 
radiative properties 
direction cosines 

Call subroutine BACKTRANSFER 
Back-transform the dependent variables to  
the 6-D arrays to be used in DERV_RAD 

Transfer the dependent variables in 6-D 
array to 1-D arrays since spatial derivatives 

are to be computed w.r.t. first dependent 
variable, x 

Call subroutine DSS012 or DSS014 
Spatial discretization subroutines 

Back-transfer the dependent variable from 
1-D array to 6-D array 

Calculate the derivative of the dependent 
variable with respect to time 

Call subroutine Transfer 
Transfer the dependent variables to  

be used in ROWMAP 

RETURN 

Repeat this for each octant 

Repeat this for each ordinate of an octant 

Repeat this for each octant 

Repeat this for other independent variables 

Repeat this for each ordinate of an octant 

Call subroutine BCONDXI 
Set the boundary conditions 
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CHAPTER 3 

 
3. RADIATIVE PROPERTY ESTIMATION TECHNIQUES 

RADIATIVE PROPERTY ESTIMATION TECHNIQUES  

 

 

In order to determine radiative heat transfer accurately, both accurate solution of the 

RTE and reliable evaluation of radiative properties of the medium and surrounding 

surfaces are required. In the preceding chapter, MOL solutionaof DOM as an 

accurate and CPU efficient technique forathe solution of RTE has been explained. 

In this chapter, Grey Gas (GG) model for gas and Mie theory and geometric optics 

approximation (GOA) for grey particles are described to estimate radiative property 

of particle laden combustion gases. 

3.1. Property Estimation of Gases 

The most fundamental radiative property of participating gases is the absorption 

coefficient. A number of models with varying degrees of complexityaand accuracy 

has beenadeveloped so far for the estimation of the radiative properties. These 

models can be classified into two main groups, namely grey and non-grey gas 

radiative property models. Non-grey models take into account wavelength 

dependency of radiative property whereas grey gas model assumes that radiative 

property is independent of wavelength. From the view point of accuracy and CPU 

efficiency, Grey Gas model has previously been found to be sufficient in the 

presence of particles according to study carried out by Ates et al. [28]. Therefore, 

the details of the grey gas model will be described in the following sub-section.  
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  Grey Gas Model 

In Grey Gas model, a single value of the absorption coefficient is used to represent 

whole spectrum as it assumes that radiative property is independent of wavelength.  

In this model, radiative properties of participating combustion gases are estimated 

35], which require the partial pressures of carbon dioxide 

and water vapor, the gas temperature and mean beam length, . Calculation of the 

gas emissivity,  

coefficient, , expressed by 

 
 (3.1) 

3.2. Property Estimation of Grey Particles 

Particles continuously emit and absorb radiation in the entire spectrum and also 

scatter radiation depending on their size. Therefore, particle radiation depends on its 

absorption coefficient, scattering coefficient and scattering phase function. As 

spectral solution of particle radiation is complex and computationally demanding, it 

is common to use grey approach. Mie theory and geometric optics approximation 

(GOA) will be described to estimate the radiativeaproperties of grey particles in the 

following sub-sections. 

 Mie Theory 

Mie theory is used to determine the radiative properties of the particles. For accurate 

equations. The amount of scattering and absorption by a particle isaexpressed in 

termsaof theascattering cross-section, , and absorptionacross-section, . The 

total amount of absorption and scattering, which is calledaas extinction, 

isaexpressed inaterms of theaextinction cross-section, 

  (3.2) 

 the extinction and scattering cross sections are evaluated by using Mie theory  
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 (3.3) 

 

 
 (3.4) 

where  is the radius of the spherical particle. The Mie scattering coefficient  and 

 are complex functions of  and , 

 
 (3.5) 

 

 
 (3.6) 

The functions  and  areaknownaas Ricatti-Bessel functions and related to 

Bessel and Hankel functions by [35] 

 
 (3.7) 

After determining Mieascatteringacoefficients  and , theaphaseafunction can 

be calculated from 

 
 (3.8) 

where  and  are nondimensional polarized intensities calculated from 

  (3.9) 

 and  are the complex amplitude functions and expressed by  

 
 (3.10) 
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 (3.11) 

 

where the direction dependent functions  and  are related to Legendre 

polynomials  by  

 
             (3.12) 

 
 (3.13) 

where Legendre polynomial  is expressed by 

  

 

 

 

 

 

 

(3.14) 

However, calculation of phase function from Equation 3.8 is tedious due to nature 

of Equation 3.9 and calculationsamust be carriedaout for everyascattering angle  

[35]. In order to facilitate the calculations, if the particle is axisymmetric Mie 

scattering phaseafunction can be expressedaby Legendre polynomials 
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 (3.15) 

where  is the scatteringaangle between radiationadirections  and  ,   

is determined by curve fitting to the Mie results as shown by [91] and  is the 

Legendre polynomial of degree n. Althoughait is possible to calculate numerically 

exact Mie phaseafunction, it is common to approximate the scattering phase function 

as a truncated Legendre series: 

 
 (3.16) 

where N is theachosen orderaofaapproximation and is a function of the size 

parameter (x = ) and the complex refractive index (m = n - ik) [91].  

Radiative properties of particles are generally calculated by using the BHMIE code 

based on Mie theory [92]. In the code, the logarithmic derivative, , is used to 

evaluate the Mie scattering coefficient  and .  

 
 (3.17) 

Then Mie scattering coefficients, Equations 3.5 and 3.6, can be rewritten as 

 
 (3.18) 

 
 (3.19) 

where the recurrence relations are used as 

 
 

 

(3.20) 
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to eliminate  and . The logarithmic derivative satisfies the recurrence relation 

 
 (3.21) 

 in equations 3.18 and 3.19  is computed by the downward recurrence relation 

between Equation 3.21 beginning with  

In BHMIE, series are terminated after NSTOP terms, where NSTOP is the integer 

closest to  and NMX is taken to be and  

starts with  

Both  and  satisfy 

 

and are computed by this upward recurrence relation beginning with 

 

Detailed description of the BHMIE code can be found elsewhere [92]. Moreover, 

calculation of asymmetry factor, g, is added into BHMIE code to evaluate scattering 

phase function approximated by the Henyey-Greenstein phase function as [35] 

 

BHMIE code based on Mie theory is used to provide particle extinction and 

scattering efficiencies and asymmetry factor for each particle size. After calculating 

the efficiencies for each size interval i between (-  radiative 

coefficients of the particles can be computed by  

 

 (3.25) 

(3.24) 

(3.23) 

(3.22) 
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 (3.26) 

where  and  are particle diameter and particle size distribution function, 

respectively. After integrating above equations for each size interval, absorption and 

scattering coefficients can be expressed as 

 
 (3.27) 

 
 (3.28) 

where T represents the total number of particle sizes under consideration. 

Although the total absorption and scattering coefficients of the medium are 

calculated by summation over radiative properties of all sizes, estimation of the 

asymmetry factor of the medium is based on surface area weighted average of 

particles as shown below 

 

 
(3.29) 

where  represents total cross sectional area of the particles. 

 Geometric Optics Approximation (GOA) 

If a particle is relatively largeacompared to wavelength of incident radiation (x >> 

1), Mie theory calculations for property estimation do not provide CPU efficient 

predictions because the series expansions used to evaluate the expressions in the full 

Mie theory converge very slowly [93]. Therefore, some approximations are used in 

order to provide CPU efficient property estimation by considering particle size 

parameter which is defined as 
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 (3.30) 

where  and  represents diameter of spherical particle and wavelength of incident 

radiation, respectively. 

For GOA to be applicable, size parameter of the particles are expected to be larger 

than 25 [35]. For particles which are large, opaque and reflect radiation diffusely, 

the extinction efficiency can be expressed by 

  (3.31) 

In the above extinction efficiency expression the half is due to diffraction and the 

other half is due to absorption and reflection. Refraction is not taken into 

consideration since the particles are large and opaque; that is, any rayarefracted into 

theaparticleawill be totallyaabsorbed [35]. Absorption and scattering efficiencies of 

the particle are calculated by using the reflectivity of the particle;  

  (3.32) 

  (3.33) 

where  and  represents absorptivity and reflectivity, respectively. 

using the complex 

refractive index, m=n-ik, within the spectral range of interest. For directional-

hemispherical reflectivity in normal direction, the simplest approximation to 

s relations is obtained if the absorption index is much smaller than the real 

part (k2 << (n-1)2). [35]: 

 
 (3.34) 

where  and n are reflectivity in normal direction and the refractive index of 

particle, respectively. It should be noted that Equation 3.34 is valid only for normal 

direction. However, it is a good approximation as emissivity (so does reflectivity for 

an opaque medium) is almost constant between 0-
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furnace applications as the incident radiation [35] is expected to fall within this 

range. On the other hand, this assumption may lead to a considerable error for high 

values of the scattering albedo of the medium. For higher accuracy, reflectivity 

averaged over the hemisphere can be used [94]: 

 

 

(3.35) 

Nevertheless, utilizing the reflectivity averaged over the hemisphere may result in 

incorrect predictions since it neglects angular dependency of reflectivity in 

absorption index [42]. Another approach for calculating reflectivity, which is 

referred as GOA3 in previous publication [42], is to integrate directional-

Integration is performed numerically with 1  intervals between 0-180  [42]. 

After calculating the reflectivity, absorption and scattering efficiencies can be 

calculated from equations 3.32 and 3.33. By using these efficiencies, absorption and 

scattering coefficients of particles for a discrete mass size distribution, can be 

expressed by 

 

 (3.36) 

 

 (3.37) 

where  and  are particle diameter and particle size function, respectively. 

Unlike Mie theory, scattering and absorption efficiencies of the particle do not 

depend on particle size in GOA. Hence, if particle size function is substituted into 

above equations, the radiative coefficients can be calculated by    
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 (3.38) 

            

 

 (3.39) 

where  is particle density and  is the mass retained in interval i between (-

. After the integration with respect to particle diameter, absorption 

and scattering coefficients of the particles expressed as summation over all intervals 

are found as; 

 
 (3.40) 

 
 (3.41) 

where T represents the total number of particle sizes under consideration. 

Sauter mean diameter of particle size distribution is used in Mie theory in order to 

calculate the asymmetry factor of the medium as it eliminates the necessity for 

evaluation of asymmetry factor by Mie theory for each particle size in the 

distribution. 

 Scattering Phase Function and Its Normalization 

In addition to estimation of absorption and scattering coefficients of the particles 

accurately, it is important to account for scattering properly while modeling the 

radiative heat transfer in particle laden combustion gases. Scattering is represented 

by scattering phase function, which is the probability distribution of radiation 

propagatingain a givenadirection scattered intoaanotheradirection due to the 

presence of particles along its path. Scattering of radiation can be determined from 
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the Mie theory provided that the complex refractive index and the size parameter of 

the particles are known. If the particle is axisymmetric, the phase function is 

represented by Legendre polynomials of the nth order (Equation 3.16). In the 

numerical solution, the phase function is approximated by finite series and number 

of terms required is around the size parameter of the particle. With the oscillatory 

nature of the phase function, computations become impractical especially for large 

size parameters. Therefore, approximated phase functions are usually preferred by 

averagingacosine ofatheascattering angle, knownaasaasymmetry factor: 

 
 (3.42) 

which changes from -1 to +1 representing purely backward scattering and purely 

forward scattering, respectively. The simplest approximations are the cases where g 

is either 0 or +1. In the former case, equal amounts of radiation are scattered into all 

directions (i.e.  = 1) giving isotropic scattering while in the latter medium becomes 

nonscattering. In coal combustion systems itaisaobserved that largeacoalaandaash 

particles predominantly haveastrongaforward scattering peaks leading to g values in 

the range of 0.5 - 1. As exact numerical solution of Mie scattering phase function is 

computationally demanding, some approximations are usually preferred in the 

combustion community.  

Furthermore, the conservation of both scattered energy and shape of the asymmetry 

factor is as important as the implementation of proper phase function approximation 

to eliminate changes in the scattering properties of the particles. It is widely known 

that DOM discretization of the continuous angular variation of radiative intensity 

results in inaccurate radiative heat transfer predictions or does not converge for cases 

where scattering is highly anisotropic due to violation of scattered energy 

conservation and distortion in shape of the asymmetry factor. In order to alleviate 

these problems, phase function normalization techniques have been developed. 

These phase function approximations and normalization techniques are described in 

detail in the following sub- sections. 
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3.2.3.1. Scattering Phase Function Approximations 

Acute forward scattering peaks of particles lead to difficulties in numerical solution 

of RTE due to highly oscillatory behaviour and extensive computational 

requirement of Mie phase function. In order to overcome these difficulties, it is 

useful to represent the phase function with approximations. In this section, 

commonly known anisotropic scattering phase function approximations are 

described. 

Linear Anisotropic Phase Function 

It is the simplest approximation to Mie scattering phase function. The number of 

terms, N in Equation 3.16, required in the series is set to 1 and only first two terms 

of Equation 3.16 are included to simplify scattering phase function. The phase 

function can be expressed by 

  (3.43) 

where g and  are the asymmetry factor and scattering angle, respectively. 

Integration over all solid angles shows that this phase function is normalized for any 

value of g [95]. Figure 3.1 shows linear anisotropic scattering phase function and 

unfortunately there is not significant discrepancy between forward scattering peak 

of the particles as the particles become highly anisotropic because of the smoothness 

of the function. As asymmetry factor of the medium increases the particles are 

expected to have strong forward scattering peaks; however, the linear anisotropic 

approximation does not represent the strong forward peaks, as seen in Figure 3.2, 

even for asymmetry factor of 0.9. Therefore, it is not a good approximation of 

scattering for the systems containing particles with acute forward scattering peaks. 

As also shown in Figure 3.2, radiation scattering for high anisotropy is not much 

different than that of isotropic scattering, for which g is 0.  



  

 
 

45 
 

 

Figure 3.1 Phase function for linear anisotropic scattering 
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Figure 3.2 Polar plot for linear anisotropic scattering 

Geometric Optics Phase Function 

From the geometric optics view point, contribution of the diffraction and reflection 

to the scattering are calculated separately and then summed up to obtain overall 

scattering phase function. The part that is due to diffraction can be expressed by in 

terms of Bessel functions as follows: 

  
 (3.44) 
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where ,   and are size parameter, scattering angle and the 1st order Bessel 

function, respectively. Diffraction contribution to the scattering phaseafunction is 

independent ofathe optical constants of the particle and is exclusively in theaforward 

direction (  0 to 6  depending on x) [93]. 

The contribution of reflection from large, opaque, diffusely reflecting and absorbing 

spheres is predominantly in the backward hemisphere and can be expressed by 

[95,96] 

 
 (3.45) 

Yu et al. [97] highlighted that agreement between GOA and Mie theory depends on 

particle size parameter. Predictions of scattered light intensity with GOA were 

benchmarked against those of Mie theory and were found to be in good agreement 

for large particles whereas GOA performs rather poor for particles with small size 

parameter. Therefore, GOA may lead to inaccurate representation of particle 

scattering when medium consists of both fine and coarse particles simultaneously. 

Transport Approximation  

According to this approximation, the forward scattering peak is represented by a 

Dirac delta function and the rest of the scattering is taken as isotropic. The phase 

function is obtained as 

  (3.46) 

where g represents asymmetry factor. With the use of transport approximation, the 

RTE can be written in the same way as that for isotropic scattering; i.e.  = 1 [94]. 

This is achieved by solving RTE as if the phase function is isotropic with the 

modified scattering coefficient: 

  (3.47) 

where  is the particle scattering coefficient. It has been shown by Granate et al. 

[98] that transport approximation may lead to under prediction of the heat fluxes 
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with the increase in asymmetry factor since the phaseafunction is treated as if itais 

isotropic and isotropic scattering is not capable of representing the acute forward 

scattering peaks of the particles sufficiently. 

Delta  Eddington Phase Function  

One of the widely used simplification is delta  Eddington. The approximation uses 

a two term Legendre polynomial expansion of the actual phase function plus a Dirac 

delta function in the forward direction and the phase function is obtained by 

  (3.48) 

where f and  are forward scattering fraction and expansion coefficients, 

respectively and defined as 

 
 (3.49) 

Delta  Eddington phase function does not require normalization when DOM is 

implemented.  The DOM predictions of the incident heat flux normalized by the 

emissive power with delta  Eddington approximation was investigated in a 3-D 

cubic enclosure containing purely scattering medium [98]. It is concluded that when 

the medium has an asymmetry factors up to 0.9 delta - Eddington performs better 

than transport approximation as in the latter scattering is treated as if it is isotropic 

with utilization of modified particle scattering coefficient in the RTE. Although 

delta - Eddington is widely used to represent acute forward scattering, Boulet et al. 

[99] showed that discrepancies between heat flux predictions of delta Eddington and 

Monte Carlo solutions are about 15%.  

Delta  M Phase Function  

Delta  M phase function is an extension of delta  Eddington approximation to 

higher orders of M. According to this approximation, strong forward scattering peak 

is represented by the Dirac delta function. Delta  M phase function [100] is 

expressed by 
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  (3.50) 

where f is forward scattering fraction and  is approximated phase function 

expressed by 

 
 (3.51) 

In the above equation M represents the order of approximation. The value of f, M 

and  is important to represent the actual phase function because if the values of 

f and  are not found in a proper way, the phase function may become negative 

for some scattering angles, which is physically impossible [35]. Therefore, 

according to the order of approximation limiting conditions related to f and  are 

enforced to avoid negative scattering phase function and as the order of 

approximation increases criteria to be utilized would be complicated and so 

utilization of limiting conditions becomes tedious [101]. Moreover, the value of M 

is chosen arbitrarily for each system under consideration (M = 1 leads to delta  

Eddington approximation). However, the choice should be made carefully. If M is 

too small, differences between the approximated and actual phase function are 

observed. Also any large value of M does not provide compatible representation of 

phase function with Mie theory and the detailed study related to proper M value 

selection was carried out by Granate et al. [98]. They also concluded that increase 

in M necessitates normalization of phase function with increasing asymmetry factor 

when DOM is used for RTE solution. Furthermore, M may be different for each 

system so it should be selected by comparing delta  M phase function prediction 

with that of Mie theory to ensure its accuracy. Therefore, ensuring the accuracy of 

this approximation without any doubt requires much more effort than utilization of 

a conventional phase function model. 

Henyey-Greenstein Phase Function  

Another renowned phase function simplification is Henyey-Greenstein as it 

provides good representation of Mie phase function when used together with 
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discrete ordinates and spherical harmonics methods [37, 95, 102].  It is only a 

function of scattering angle, , and asymmetry factor, g, and is expressed by 

 
 (3.52) 

Figure 3.3 shows scattering phase function approximated by Henyey Greenstein 

function. As can be seen from the figure, acute forward scattering peak of particles 

is well represented as the asymmetry factor is getting larger. Although Henyey 

Greenstein phase function needs to be normalized for large values of asymmetry 

factor when DOM discretization is implemented, CPU times required for the 

normalization of the scattering phase function are negligible even for optically thick 

medium [98].  

 

Figure 3.3 Henyey-Greenstein phase function  
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3.2.3.2. Scattering Phase Function Normalization Techniques 

It is widely known that scattered energy in the system should be conserved after 

implementation of DOM discretization of the continuous angular variation of 

radiative intensity. In order to eliminate deviations in the conservation of scattered 

energy, the following criteria must be satisfied.  

 
 (3.53) 

where  and  represent scattering phase function and quadrature weight, 

respectively. When scattering is isotropic (i.e.  = 1) equal amounts of radiation are 

scattered into all directions and the criteria for scattered energy conservation 

(Equation 3.53) is satisfied properly. However, as the scattering is getting strongly 

anisotropic it is known that DOM discretization violate scattered energy 

conservation criteria and hence results in incorrect radiation predictions or 

convergence problems in numerical solution of RTE. 

Alteration in shape of the asymmetry factor changes the particle scattering 

properties and leads to incorrect radiation predictions. Not only scattered energy but 

also shape of the asymmetry factor should be preserved to represent the scattering 

behaviour of the particles accurately after the discretization. Thus, discretized phase 

function must satisfy the following criteria as well: 

 
 (3.54) 

where  is the scattering angle between discrete directions  and .  

Therefore, normalization techniques have been developed in order to maintain 

conservationaof both scattered energy and shape of the asymmetry factor.  
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Normalization of Wiscombe  

The veryafirstanormalization method was proposed by Wiscombe [103]. Specific 

correctiveafactorsafor eachaindividualadirection is used in order to provide 

conservationaof theascatteredaenergy and theaphaseafunction isanormalizedaas 

  (3.55) 

where  and  are solutions to the system of equations  

 
 (3.56) 

Boulet et al. [99] showed that this normalization technique leads to over prediction 

of the heat fluxes when compared with finite volume method and Monte Carlo 

solutions for highly anisotropic scattering as preservation of asymmetry factor is not 

considered. 

Normalization of Kim and Lee  

One of the commonly known method to conserve scattered energy was proposed by 

Kim and Lee [68]. According to this normalization method, 

scatteringaphaseafunction is multiplied by a normalization coefficient that is inverse 

of scattered energy conservation criteria for the specific radiation direction  

and as a result new phase function is obtained by, 

 

Although the normalization technique satisfies Equation 3.53, it has been shown  

t necessarily conserve 

the phase function asymmetry factor for strongly forward scattering hence leads to 

poor radiative heat transfer predictions [98, 99, 104-106]. 

 

 

(3.57) 
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Normalization of Mishchenko et al.  

Mishchenko and his coworkers proposed another normalization method for 

conservation of scattered energy. Considering that the magnitude of the forward 

scattering term (where cos =1) was significantly larger than the remaining discrete 

phase function directions for strong forward scattering Henyey-Greenstein phase 

function [107], they suggested that rather than normalizing every direction of 

scattering phase function, normalization of only forward scattering term is sufficient 

for scattering energy preservation. The normalized value of the forward scattering 

phase function is expressed by 

  (3.58) 

where  is the forward  scattering normalization vector parameter and 

expressed as follows [108]: 

 
 (3.59) 

However, this normalization technique does not guarantee conservation of phase 

function asymmetry factor hence leads to incorrect radiation predictions as noted by 

[107]. Another drawback of the method is that it is only valid for forward scattering 

phase functions (g > 0). For backward scattering problems (g < 0) Equation 3.59 

must be re-derived so that the backward scattering phase function term is normalized 

[107].  Hence, it is just a simpler alternative of Kim and Lee normalization method 

since only forward scattering term is conserved [107]. 

Normalization of Kamden Tagne  

Kamden Tagne proposed another normalization procedure by extending the 

normalization procedure of Mishchenko et al. in order to conserve asymmetry factor 

after discretization. Similar to Mishchenko et al., only forward scattering term 

conservation was thought to be sufficient, as shown in Equation 3.58. The 

asymmetry factor conservation condition, Equation 3.54, is taken as basis for 
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calculation of the normalization parameters. After implementation of normalization, 

Equation 3.54 is expressed as:  

 

 

where  is the forward  scattering normalization vector parameter and 

expressed by 

 
 (3.61) 

where the denominator is simplified by the fact that  

Although this technique has an advantage over the previous normalization methods 

by conserving the asymmetry factor, preservation of scattered energy is not 

guaranteed and hence it could result in inaccurate radiative heat transfer predictions 

[107]. 

Normalization of Hunter and Guo  

In an optimal normalization procedure, both conservation of scattered energy and 

phase function asymmetry factor should be satisfied simultaneously to eliminate the 

errors in radiative heat transfer predictions. All above normalization methods are 

capable of conserving either scattered energy or phase function asymmetry factor; 

that is, the both quantities cannot be preserved simultaneously. Therefore, Hunter 

and Guo proposed another normalization procedure to eliminate both deviations in 

the conservation of scattered energy and alterations in asymmetry factor at the same 

time. In this normalization technique scattering phase function values are 

normalized as 

  (3.62) 

(3.60) 
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where the normalization parameter  are determined such that 

 satisfies the Equations 3.53 and 3.54 simultaneously, as well as a 

directional symmetry condition ( ) [107]. The 

validity of DOM predictions with this normalization procedure is shown in literature 

by comparing predictions of finite volume method (FVM) [98, 104, 109] and Monte 

Carlo (MC) solutions [98, 110, 111]. However, this normalization method requires 

predetermination of normalization parameter which necessitates more 

computational effort [106] and does not take into account backward scattering term. 

Therefore, Hunter and Guo have recently suggested a new normalization technique 

in which backward scattering term is normalized in addition to the forward 

scattering term to provide conservation of the scattered energy and phase function 

asymmetry factor simultaneously [107]. According to the method, Equations 3.53 

and 3.54 are still valid but only the forward and backward scattering terms are 

normalized with normalization parameters  and  expressed as follows:  

  (3.63) 

 

  (3.64) 

 

where 

 

 

 

 

 

(3.65) 
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Predictions of DOM with this normalization technique were benchmarked against 

those of Monte Carlo and finite volume method and were found to be in good 

agreement with benchmark solutions [107]. Moreover, the normalization technique 

is tested for an axisymmetric cylindrical enclosure with optically thin and thick 

media [98].  The results with this normalization are benchmarked against finite 

volume method and the results are in good agreement with each other for various 

asymmetry factor. It is also shown that CPU times required for the normalization of 

scattering phase function are negligible.  

 

 

 

 

 

 

 

 

 

 

 

 

 

(3.66) 
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CHAPTER 4 

 

4. 0.3 MWt METU ABFBC TEST RIG 

0.3 MWt METU ABFBC TEST RIG 

 

 

In this chapter, 0.3 MWt Middle East Technical University (METU) Atmospheric 

Bubbling Fluidized Bed Combustor (ABFBC) Test Rig and its operating conditions 

are described to provide necessary parameters for radiative property estimation of 

the medium. The input data required for the model and its validation were provided 

from the experimental data, which was previously taken from METU 0.3 MWt 

ABFBC Test Rig operating with and without recycle of fine particles. 

4.1. Description of the Test Rig 

The main body of the test rig is a modular combustor formed by five modules of 

are lined with alumina based refractory bricks of 6 cm thickness and insulated. The 

first and fifth modules from the bottom refer to bed and cooler, respectively, and the 

ones in between are the freeboard modules. There exist two cooling surfaces in the 

modular combustor, one in the bed and the other in the cooler, providing 0.35 m2 

and 4.3 m2 of cooling surfaces, respectively. There are 14 ports for thermocouples 

and 10 ports for gas sampling probes along the combustor. In order to measure 

concentrations of O2, CO, CO2, SO2 and NOX  along the combustor at steady state, 

combustion gas is sampled from the combustor via gas sampling probes and is 

transferred through a heated line to the gas conditioning system,  where the sample 

is filtered, dried and cooled to be fed to analyzers. After measurement of species 

concentration, sample gas is vented to the atmosphere. In addition to thermocouple 

and gas sampling probes, two ports for feeding coal/limestone mixture are provided 
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in the bed module, one 0.22 m and the other 0.85 m above the distributor plate. The 

process values such as flow rates and temperatures of each stream, gas composition 

and temperature along the combustor are logged to a PC by means of a data 

acquisition and control system, Bailey INFI 90. The flow sheet of 0.3 MWt METU 

ABFBC test rig is shown in Figure 4.1 and further details of the test rig can be found 

in elsewhere [20,63,112].  

Radiative heat fluxes incident on the refractory side walls of the freeboard were 

measured by water cooled radiometer with Medtherm 48P-20-22K heat flux 

transducer during the steady state operation of the test rig. Details of transducer are 

available in elsewhere [20].The radiometer eliminates the effects of convection and 

measures only the incident radiative heat flux.  The radiometer probe was inserted 

into the gas sampling ports at five different heights along freeboard flush with the 

inner surface of the refractory side wall. The radiometer output for incident radiative 

heat flux was read by using Medtherm H-201 digital heat flux meter with certified 

calibration
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4.2. Operating Conditions 

Experiments were carried out with typical low calorific value, high volatile 

sets; one without and the other with  addition of limestone [113]. In both sets, the 

lignite was burnt in its own ash. Experiments conducted without limestone addition 

are taken into consideration in this study. Representative samples from the coal were 

subjected to sieve analyses and proximate and ultimate analyses.  The results of 

these analyses are shown in Table 4.1. 

Table 4.1  

 

Radiative heat flux measurements were carried out in two combustion tests, one 

without (test case 1) and the other (test case 2) with recycle of fine particles. 

Freeboard fly ash particle load is taken as the sum of the particles collected by 

cyclone and baghouse filter. Particle load determination in the test with recycle 

needs further elaboration of the recycling system of the combustor under 

consideration as follows. Cyclone catch particles pass through an air lock (i.e., a 

rotary valve) and fall onto a diverter. Depending on the position of the diverter, 

particles are either discharged from the system to a continuously weighted ash 

storage bin (load cell) for experiments without recycle or flow back to the combustor 

for re-firing. The fraction of a short time interval over which the position of diverter 
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remains on the recycle mode determines the recycle ratio. Continuity of flow is 

provided by repeating this time interval periodically. In order to provide a wider 

range of recycle ratio and yet not to disturb the steady state conditions within the 

combustor, a periodic time interval of 10 s was selected. For experiment with recycle 

(test case 2), the diverter remains nine units of time on the recycle mode and one 

unit of time on no recycle mode. Cyclone flow rate (26.58 kg/h) shows the flow rate 

of particles in no recycle mode for one unit of time, which gives the recycle flow 

rate when multiplied by 9. Recycle flow rate of 239.22 kg/h leads to an order of 

magnitude increase in particle loading. Table 4.2 lists some of the operating 

conditions of the two experiments at steady-state. Further experimental details of 

the test cases can be found in elsewhere [63].  

For radiative property estimation of particle laden combustion gases, particles 

collected from both cyclone and baghouse downstream of the freeboard are 

subjected to sieve analysis and laser light scattering technique for particle size 

distribution. Additive rule is applied to obtain actual size distribution in the 

freeboard and final particle size distributions (PSD) for both combustion tests are 

shown in Figure 4.2. The properties of the cyclone and baghouse filter streams 

required for the radiative property estimation are presented in Table 4.3.  Mineral 

composition of the fly ash particles for both test cases are shown in Table 4.4. 

Temperature measurements were conducted on a discrete grid of points along the 

freeboard at steady state operation. Figure 4.3 shows the temperature profiles along 

the freeboard region for test case 1 and 2, respectively. In order to facilitate the use 

of these measurements as input data in the calculation of radiative exchange, the 

experimental data were represented by high order polynomials given in Table 4.5. 
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Table 4.2 Operating conditions of the experiments 

 Test case 1 Test case 2 

Coal flow rate (kg/h) 101 101 

Cyclone ash flow rate (kg/h) 23.65 26.58 

Baghouse filter ash flow rate (kg/h) 1.08 3.43 

Recycle ratio* 0.0 2.37 

Air flow rate (kmol/h) 22 21 

Excess air (%) 43 36 

Superficial velocity (m/s) 3.0 2.8 

Particle load, B (kg/m3) 0.011 0.131 

Average bed temperature (K) 1148 1119 

Average freeboard temperature (K) 1120 1178 

Average H2O concentration (%) 10 10 

Average CO2 concentration (%) 10 11 

        *Recycle ratio = (Recycle flow rate)/(Coal flow rate) 
 

 

Figure 4.2 Particle size distribution for test case 1 and test case 2  
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Table 4.3 Properties of fly ash streams 

 Test case 1 Test case 2 

Cyclone  

Particle density (kg/m3) 1029 931 

 0.5<dp<850 0.5<dp<850 

Particle load (kg/m3) 0.011 0.129 

Baghouse filter 

Particle density (kg/m3) 536 633 

 0.5<dp<124 0.5<dp<68 

Particle load (kg/m3) 0.0005 0.0017 

 

 

Table 4.4 Fly ash compositions 

Component 
Weight (%) 

Test case 1 Test case 2 

SiO2  45.71 47.26 

Al2O3  16.42 16.87 

Fe2O3  13.46 13.16 

CaO  0.40 0.44 

MgO  1.00 1.01 

TiO2  5.06 3.62 

K2O  2.25 1.89 

SO3  8.87 8.72 

Na2O  6.82 7.03 
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Figure 4.3 Temperature profiles along the freeboard for (a) test case 1 and (b) test 
case 2  
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Table 4.5 Polynomials for temperature profiles 

 Test case 1 Test case 2 

Medium temperature profile (K) 

Tm(z)=  

a0  = 1149.66 

a1  = -15.50 

a2  = -1.351 

a3  = 42.65 

a4  = -30.56 

a5  = 7.84 

a6  = -0.71 

a0  = 1106.52 

a1  = 16.62 

a2  = -90.85 

a3  = 116.33 

a4  = -50.22 

a5  = 9.59 

a6  = -0.73 

Wall temperature profile (K) 

Tw(z)=  

b0  = 1146.50 

b1  = 40.50 

b2  = -129.23 

b3  = 137.01 

b4  = -62.89 

b5  = 13.14 

b6  = -1.04 

b0 = 1110.44 

b1 = 61.59 

b2 = -226.77 

b3 = 246.25 

b4 = -106.20 

b5 = 20.58 

b6 = -1.52 
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4.3. Approximation of the Freeboard as a 3  D Radiation Problem 

In order to apply the radiation models to the freeboard, it is required to provide 

temperatures and radiative properties of the medium and surrounding surfaces 

properly. The physical system underaconsiderationais the freeboardaregion of 

METU 0.3 MWt Atmospheric Bubbling Fluidized Bed Combustor (ABFBC). 

Freeboardais treated as aa3-D rectangular enclosure containing grey absorbing, 

emitting gas with grey absorbing, emitting and non/isotropically/anisotropically 

scattering particles surrounded by grey/black diffuse walls. The cooler boundary at 

the top, which consists of gas lanes and cooler tubes, is represented by an equivalent 

grey surface of effective emissivity and temperature related to area weighted 

average emissivity and emissive power of the components, respectively. Details of 

the treatment of tube-row/gas lane combination can be found elsewhere [20]. The 

boundary with the bed section at the bottom is represented as a black surface due to 

Hohlraum effect [20]. The side walls are taken as grey, diffuse walls. Table 4.6 

shows the radiative properties of the surrounding surfaces. The physical system and 

the treatment of the freeboard section are schematically illustrated in Figure 4.4. 

Table 4.6 Radiative properties of the surrounding surfaces 

 Test case 1 Test case 2 

Temperature of top surface, Ttop (K)  908 940 

Temperature of bottom surface, Tbottom (K)  1144 1103 

top 0.87 0.87 

bottom
 1.00 1.00 

w 
 0.33 0.33 
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In addition to radiative properties of the surrounding surfaces, estimation of 

radiative properties of the particle laden combustion gases consisting of CO2, H2O 

and fly ash particles bounded by the freeboard walls is necessary to provide accurate 

representation of radiative heat transfer. The radiative properties of the medium are 

assumed to be uniform and constant throughout the freeboard. This assumption is 

based on uniform CO2 and H2O concentrations measured along the freeboard and 

the fact that particle concentration and size distribution can be represented by the 

material sampled from the cyclone and baghouse filter [113]. For calculating the 

radiative properties of the particle laden combustion gases within the METU 

ABFBC Test Rig, temperature and gas composition data are obtained from [113].  

CO2 and H2O concentrations are important for radiative heat transfer due to the fact 

that these gases have strong absorption bands in the spectrum at high temperatures. 

Therefore, only CO2 and H2O are taken into account for radiative transfer in this 

study. Table 4.2 shows concentration of CO2 and H2O in the freeboard region. 

Several studies have shown that radiative heat flux and source term predictions are 

not much affected by spectral gas property models in the presence of particles [28-

30] as the particle radiation dominates total radiation [31-34]. Therefore, gas 

properties are approximated as grey and estimated by using Grey Gas model (see 

section 3.1.1) throughout the study. Table 4.7 and Table 4.8 show required input 

data for calculation of radiative properties and estimated radiative properties of the 

participating combustion gases, respectively. 

Table 4.7 Input data for calculation of radiative properties of the participating 
combustion gases  

 Test case 1 Test case 2 

P CO2 (bar)  0.10 0.10 

PH2O (bar)  0.10 0.11 

Lm (m) 0.38 0.38 

Tgas (K) 1144 1163 
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Table 4.8 Radiative properties of the gases  

 Test case 1 Test case 2 

Transmissivity of gas,  0.847 0.847 

Emissivity of gas,  0.153 0.153 

Gas absorption coefficient,  (m-1) 0.438 0.437 

 

Radiative properties of the particles depend on particle loading, refractive index, 

shape and size of the particles. The ash content of the fly ash particles determined 

by chemical analysis was 98 % indicating that particles are treated as pure ash in 

radiative property estimation. For grey particle properties, both Mie theory and 

geometric optics approximations (GOA) are used considering that over 88 and 78 

wt % of the fly ash particles have a size parameter greater than 25 in test case 1 and 

test case 2, respectively (see section 3.2). In grey Mie calculations, wavelength 

independent refractive index of m = 1.5-0.02i is used [114] and size parameter is 

calculated by using a representative wavelength of 3 m as suggested in [35]. In 

GOA, total hemispherical reflectivity of particles is found as 0.854 by numerically 

integrating directional-

relations over all directions [42]. Particle radiative properties predicted by Mie 

theory and GOA are illustrated in Table 4.9 and Table 4.10, respectively. 

Anisotropic scattering of radiation by the grey particles are taken into consideration 

by deploying Henyey-Greenstein phase function because of its mathematical 

simplicity and its ability to represent acute forward scattering peaks of particles 

accurately (see section 3.2.3.1). Phase function normalization method proposed by 

Hunter and Guo [107] is applied to conserve both the scatteredaenergy andashapeaof 

theaphase function (see section 3.2.3.2). Furthermore, independent scattering is 

assumed to take place in the freeboard region of the test rig considering the size 

parameter and particle volume fraction, which is in the order of 10-5 and 10-4 for test 

case 1 and 2, respectively.   
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Table 4.9 Radiative properties of the fly ash particles predicted by Mie theory 

 Test case 1 Test case 2 

Absorption coefficient of the particles p (m-1) 0.43 3.78 

s (m-1) 1.36 8.34 

Asymmetry factor, g 0.76 0.82 

 

Table 4.10 Radiative properties of the fly ash particles predicted by GOA 

 Test case 1 Test case 2 

Absorption coefficient of the particles p (m-1) 0.66 4.68 

s (m-1) 0.89 6.28 

Asymmetry factor, g 0.91 0.94 

 

4.4. Input Data for the Radiation Model 

Radiative properties of particle laden combustion gases and surrounding surfaces 

are summarized in Tables 4.11 and 4.12. These data together with medium and side 

wall temperature profiles given in Figure 4.3 provide the input data supplied to the 

radiation models. 
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Table 4.11 Input data for radiation model with Mie theory 

 Test case  1 Test case 2 

Particle load, B (kg/m3) 0.011 0.13 

Particle density,  ( kg/m3) 1007 927 

Absorption coefficient of the g (m-1) 0.44 0.44 

p (m-1) 0.43 3.78 

s (m-1) 1.36 8.34 

-1) 2.23 12.56 

 0.61 0.66 

Asymmetry factor, g 0.76 0.82 

Mean beam length, Lm (m) 0.38 0.38 

 0.85 4.77 

Size parameter, x 23.3 40.5 

Particle volume fraction  10-5 10-4 

Temperature of top surface, Ttop (K)  908 940 

Temperature of bottom surface, Tbottom (K)  1144 1103 

top 0.87 0.87 

bottom
 1.00 1.00 

side 
 0.33 0.33 
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Table 4.12 Input data for radiation model with GOA 

 Test case 1 Test case  2 

Particle load, B (kg/m3) 0.011 0.13 

Particle density,  ( kg/m3) 1007 927 

g (m-1) 0.44 0.44 

p (m-1) 0.66 4.68 

Scattering coefficient of the s (m-1) 0.89 6.28 

-1) 1.98 11.40 

 0.45 0.55 

Asymmetry factor, g 0.91 0.94 

Mean beam length, Lm (m) 0.38 0.38 

 0.75 4.33 

Size parameter, x 23.3 40.5 

Particle volume fraction  10-5 10-4 

Temperature of top surface, Ttop (K)  908 940 

Temperature of bottom surface, Tbottom (K)  1144 1103 

top 0.87 0.87 

bottom
 1.00 1.00 

Emissivity of side 
 0.33 0.33 
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CHAPTER 5 

 

5. RESULTS AND DISCUSSION 

RESULTS AND DISCUSSION 

 

 

In this chapter, GOA and scattering phase function simplifications are evaluated 

from the viewpoints of predictive accuracy and computational efficiency by 

applying them to the test cases described in Chapter 4. Performance of GOA and 

scattering phase function simplifications are assessed by comparing their predictions 

with measurements available in the literature [63].  The effects of angular and spatial 

discretization on the predictions of incident heat flux and source term, validation of 

the model predictions against measurements and predictive accuracy and 

computational efficiency of both GOA and scattering phase function simplifications 

for the test cases involving different optical thicknesses are presented in the 

following sections of this chapter. 

For all test cases, which are described in Chapter 4, the SN angular quadrature 

scheme proposed by Carlson and Lathrop [81] is selected. The choice is based on 

coworkers [114] is used. Further details of the code can be found in [115]. The ODE 

solver utilized is ROWMAP which is based on the ROW-methods of order 4 and 

uses Krylov techniques for the solution of linear systems. The computational 

parameters related to the ODE solver subroutine are summarized in Appendix F. 

All simulations are carried out on a compute

1.60 GHz processor having 4.00 GB of RAM. CPU times are recorded for an error 

tolerance of 0.001 throughout the analyses. 
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5.1. Angular and Spatial Discretization Refinement 

The accuracy of the MOL solution of DOM depends on the accuracy of both the 

angular and spatial discretization. For discretization study, radiative properties of 

particle laden combustion gases are calculated by using Grey Gas (GG) model for 

the gas and geometric optics approximation (GOA) for the fly ash particles due to 

its computational efficiency. Henyey-Greenstein (HG) phase function with 

normalization [107] is used for anisotropic scattering of radiation by the particles. 

Anisotropic scattering phase function has recently been shown to be more sensitive 

to the angular discretization than isotropic scattering phase function in terms of 

source term predictions [28]. Therefore, implementation of anisotropic scattering 

phase function necessitates re-evaluation of the previously determined angular (S4) 

and spatial (5x5x35 grids in x, y and z directions, respectively) resolution for grid 

independent solution in the case of isotropically scattering particles [48]. Angular 

and spatial grid refinement study is performed only on test case 2 where particle 

loading is one order of magnitude higher than test case 1 as finer angular and spatial 

discretizations are required for higher particle loading in RTE solution. 

For the angular discretization, different orders (N = 4, 6, 8, 10, 12) of approximation 

of DOM are studied to evaluate the predictive accuracy of order of SN method by 

comparing its predictions against the highest order, N=12.  For the numerical 

solution, 5x5x35 spatial grid resolution [48] is selected. For the difference relations 

of spatial derivatives, three point upwind differencing scheme (DSS014), assessed 

previously for accuracy [22, 87, 117, 118], is deployed. 

Figure 5.1 shows predicted incident heat fluxes along the centerline of the side wall 

and source term along the centerline of the freeboard for test case 2. As can be seen 

from the figure, incident wall heat fluxes are not affected by the angular 

discretization whereas the source term predictions are sensitive to angular 

discretization. 
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Figure 5.1 Effect of angular discretization on (a) incident wall heat flux and (b) 
source term predictions for test case 2 

Table 5.1 illustrates relative errors for incident heat flux and source term predictions 

with corresponding CPU times. The use of lower order quadrature (S4) leads to 
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unrealistic source term predictions due to the ray effect (see section 2.2.1). Figure 

5.2 shows average relative % error in source term predictions with respect to angular 

scheme refinement at spatial grid of 5x5x35. Increasing number of rays per 

quadrature is expected to improve accuracy of the predictions; however, oscillatory 

behaviour was observed in source term predictions as shown in Table 5.1 and Figure 

5.2. 

Table 5.1 Effect of angular discretization on predictive accuracy and CPU 
efficiency for test case 2 at spatial grid of 5x5x35 

SN 
Average relative % error* 

CPU time (s) Incident Heat Flux Source Term 

S4 0.0 12.3 2 

S6 0.0 -0.6 6 

S8 0.0 6.0 10 

S10 0.0 0.3 26 

S12 Reference solution 41 
  *Relative % Error = 100 

 

Figure 5.2 Comparison of average relative % error in source term predictions for 

test case 2 at spatial grid of 5x5x35 
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According to Equation 2.14, accuracy of solution is directly proportional to the ratio 

of spatial grid size to direction cosine magnitude. As higher order SN quadrature 

necessitates finer spatial grid to achieve a converged solution, spatial grid resolution 

is increased and finer spatial grids (

1  grids in x, y and z directions, respectively) are tested. Angular 

quadrature scheme is chosen as S10 to study spatial grid independency. It should be 

highlighted that solutions were provided with three point upwind differencing 

scheme so far in the study. However, it is observed that the solution does not 

converge at finer grid resolution with three point upwind differencing scheme. A 

previous work on effect of spatial differencing schemes on the performance of MOL 

solution of DOM in anisotropically scattering medium shows that increasing the 

number of spatial grids enables utilization of lower order finite differencing scheme 

at the expense of CPU time [26]. In the light of this information, two point upwind 

differencing scheme (DSS012) is implemented from now on to alleviate 

convergence problem at finer grid resolutions. Incident wall heat fluxes and source 

terms are illustrated in Figure 5.3. It is found that coarser grids do not affect the 

incident heat fluxes along the side wall while they lead to over prediction of the 

source term along the centerline of the freeboard.  
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Figure 5.3 Effect of spatial discretization on (a) incident wall heat flux and (b) 
source term predictions for test case 2 
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Relative errors for the incident wall heat fluxes and source terms with corresponding 

CPU times are tabulated in Table 5.2.  

Table 5.2 Effect of spatial discretization on predictive accuracy and CPU 
efficiency for test case 2 

Number of 

control volumes 

Average relative % error* 
CPU time (s) 

Incident heat flux Source term 

7 7 53 -0.9 61.1 42 

9 9 67 -0.5 26.8 218 

11 11 81 -0.3 14.8 230 

13 13 96 -0.1 5.8 323 

15 15 110 Reference solution 907 

*Relative % Error = 100 

As can be seen from the table, errors decrease with increasing number of grids at the 

expense of computational time. Therefore, from the viewpoints of accuracy and 

computational 

sufficient for the system under consideration. Based on this fine grid resolution 

( ), angular discretization schemes (N = 4, 6, 8, 10, 12) are re-evaluated in 

order to find out whether the oscillation problem is alleviated or not. Calculated 

incident wall heat fluxes and source terms are illustrated in Figure 5.4. Incident wall 

heat fluxes are found to be not affected by angular discretization whereas the source 

term predictions are sensitive to angular discretization. 
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Figure 5.4 Effect of angular discretization on (a) incident wall heat flux and (b) 
source term predictions for test case 2 
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grid (13x13x96) is much smaller compared to that of coarse grid (5x5x35) and 

oscillatory behavior is eliminated (Figure 5.5). Hence, S10 provides satisfactory 

solutions in terms of both accuracy and computational efficiency and is utilized as 

the angular quadrature scheme in the rest of the study.  

Table 5.3 Effect of angular discretization on predictive accuracy and CPU 
efficiency for test case 2 at spatial grid of 13x13x96 

SN 
Average relative % error* 

CPU time (s) 
Incident heat flux Source term 

S4 0.0 -1.9 67 
S6 0.0 -0.8 88 
S8 0.0 0.8 268 
S10 0.0 0.0 323 
S12 Reference solution 972 

  *Relative % Error = 100 

 

 

Figure 5.5 Comparison of average relative % error in source term predictions for 

test case 2 at different spatial grids 
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Therefore, from the viewpoints of accuracy and computational economy, the use of 

two point upwind differencing scheme (DSS012) with 13 13 96 control volumes 

and S10 approximation is utilized throughout the study.  

5.2. Validation of the Model against Experimental Data  

Measurements used for benchmarking predictions of the radiation model have 

previously been carried out on the 0.3 MWt ABFBC Test Rig of Chemical 

Engineering Department of METU. Furthermore, accuracy and CPU efficiency of 

GOA (GOA3) are also 1 2 = 4.33) 

involved in the bubbling fluidized bed combustion test cases under consideration as 

GOA3 has previously been shown to provide acceptable accuracy with minimum 

CPU time under CFBC conditions [42].  While assessing the accuracy and CPU 

efficiency of GOA, Mie solution is used for benchmarking and anisotropic scattering 

of radiation by the particles is taken into consideration. 

Figure 5.6 illustrates comparison between incident radiative heat fluxes predicted 

by the radiation model coupled with absorbing, emitting grey gases (GG) and 

absorbing, emitting and anisotropically scattering grey particles (Mie / GOA) and 

measurements for both test cases. As can be seen from the figure, GOA predictions 

are in excellent agreement with those of Mie theory, which agree well with the 

measurements. 
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Figure 5.6 Measured and predicted incident radiative heat fluxes for (a) test case 1 

and (b) test case 2 
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For comparative testing purposes, point values of the predicted fluxes are compared 

with the measurements at discrete points. Table 5.4 shows the relative percentage 

errors in incident wall heat fluxes predicted by utilizing Mie theory and GOA and 

measurements. As can be seen from the table, predictions are in good agreement 

with measurements and percentage errors are of the same order of magnitude for 

both test cases. The increase in freeboard temperature of the test case with recycle 

of fine particles is considered to lead to 46 % increase in the heat flux of test case 2 

at 3.44 m height. The reason behind the increase in temperature from test case 1 

(Tm=1137 K) to test case 2 with recycle (Tm=1202 K) is one order of magnitude 

increase in particle load, from 0.011 to 0.131 at this elevation. Large discrepancy 

between the predictions and the measurement at the uppermost port for test case 1 

is considered to be due to lower particle load (B1=0.011) and location of the  

radiometer probe very close to cooling tubes, which affects the radiative intensity 

measurement at this port. Smaller discrepancy in test case 2, however, is considered 

to be due to increased radiative emissions from higher particle load, which 

compensates the effect of cooling tubes. 

Table 5.4 Incident radiative heat fluxes on freeboard side walls for test case 1 and 
test case 2 

Height 
(m) 

Measurements 
(kW/m2) 

Predictions (kW/m2) Relative % Error* 

GOA 
Mie 

Theory 
GOA 

Mie 
Theory 

Test case 1 (w/o recycle) 

1.23 105.0 99.7 99.4 -5.0 -5.3 

1.83 106.3 102.8 102.3 -3.3 -3.8 

2.91 100.0 98.4 98.0 -1.6 -2.0 

3.44 81.3 90.6 90.2 11.4 10.9 

4.19 22.5 59.7 59.7 165.4 165.3 

Test case 2 (with recycle) 
1.23 95.0 87.8 87.7 -7.6 -7.6 

3.44 118.8 116.8 116.0 -2.3 -2.4 

4.19 62.5 74.6 73.9 19.4 18.3 
  * Relative % Error = 100  
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Despite the fact that there is excellent agreement between the wall fluxes predicted 

by GOA and Mie theory under consideration, it was also considered necessary to 

investigate the source term predictions to be used in the solution of energy 

conservation equation in CFD codes. Figure 5.7 illustrates the comparison between 

the source term distributions predicted by GOA and Mie theory along the centerline 

of the freeboard for both test cases. As can be seen from the figure, GOA leads to 

over-prediction of the source term especially for test case 1.  It is worth noting that 

the source term profiles predicted by both models are found to follow similar trend 

for both test cases, as physically expected. Local differences in predicted source 

terms between two test cases, however, is due to the differences in gas and boundary 

temperatures.  
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Figure 5.7 Effect of utilizing GOA as particle property model on radiative energy 
source term for (a) test case 1 and (b) test case 2 

The performance of GOA with respect to Mie theory in terms of  incident heat fluxes 

and source term predictions with corresponding CPU times are tabulated in Table 

5.5. As can be seen from the table, error in utilizing GOA is large for test case 1 in 

terms of source term. For GOA to be applicable, size parameter of the particles are 

expected to be larger than 25 and as a matter of fact surface mean diameter (Sauter 

mean diameter) gives a size parameter of 23.4. Despite this agreement, utilizing 

GOA fails in source term predictions for test case 1. This poor performance is 

attributed to the presence of fine particles which dominate geometric cross sectional 

area distribution due to their high number densities. As can be seen in Figure 5.8, 

fine particles constitute 78 % of the cumulative cross sectional area despite their low 

weight fraction which is around 23 % (Figure 5.9). For test case 2 in which fine 

particles constitute a lower percentage (54 %) of the total cross sectional area, Mie 

and GOA predictions become closer to one another. Therefore, it is recommended 

to base applicability of GOA on cumulative cross sectional area distribution rather 

than surface mean diameter or cumulative weight percent distribution of particles if 
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PSD involves both fine and coarse particles. Moreover, GOA is found to increase 

CPU efficiency of solution for only test case 2 and no noticeable difference is 

observed between GOA and Mie solutions in test case 1. This is considered to be 

due to the fact that less number of iterations is sufficient for numerical convergence, 

leading to lower number of equations to be solved, owing to higher optical thickness 

of test case 2. 

Table 5.5 Effect of GOA on incident heat fluxes and source terms for test case 1 
and test case 2 

 Test case 1 Test case 2 

Relative % Error* Relative % Error* 

Incident 

Heat Flux 

Source 

Term 

CPU 

time (s) 

Incident 

Heat Flux 

Source 

Term 

CPU 

time (s) 

GOA 0.4 13.1 733 0.1 5.2 323 

Mie 

Theory 
Reference solution 720 Reference solution 527 

 * Relative % Error = 100 
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Figure 5.8 Applicability of GOA limit based on cumulative cross sectional area for 
test case 1 and test case 2 
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Figure 5.9 Cumulative particle size distribution for test case 1 and test case 2 
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fluxes along the side walls and radiative energy source term along the centerline of 

the freeboard are shown in Figures 5.10 and 5.11, respectively. Incident heat flux 

distributions of nonscattering and isotropic scattering cases are found to be in good 

agreement with the forward scattering solution for both test cases. As seen in Figure 

5.11, both simplifications give reasonable accuracy in source term predictions in 

optically thin media of test case 1 while discrepancy in the source term predictions 

due to phase function simplifications are found to increase asathe opticalathickness 

ofathe mediumaincreases. 
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Figure 5.10 Effect of phase function simplifications on incident heat fluxes for (a) 
test case 1 and (b) test case 2 
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Figure 5.11 Effect of phase function simplifications on radiative source terms for 
(a) test case 1 and (b) test case 2 
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of magnitude higher particle loading observed in the case with recycle (B1 = 0.011 

and B2 = 0.131) leads to an order of magnitude increase in average percent error in 

source term predictions. This behaviour is due to the fact that radiative properties of 

the particles are directly proportional to the particle loading. Therefore, as the 

particle loading increases, contribution of particles to radiative heat transfer 

increases accordingly, which necessitates representation of particle behaviour more 

accurately. Thus, any approximation to simplify scattering phase function results in 

inaccurate radiative heat transfer predictions as the opticalathickness 

ofatheamedium increases. Furthermore, one of the main reasons for phaseafunction 

simplifications is to reduce computational effort in RTE solution. However, no 

improvement in CPU economy is observed in test case 1. Nevertheless, comparison 

between isotropic / nonscattering and forward scattering phase functions with regard 

to algorithm development and its implementation shows that isotropic / 

nonscattering assumptions require significantly less set-up time to program and 

hence can be implemented for optically thin media. Although CPU efficiency of 

scattering phase function simplifications is observed in test case 2, predictions are 

not sufficiently accurate as these simplifications do not represent the actual 

scattering behavior of the particles and this discrepancy becomes significant at 

higher particle load. 

Table 5.6 Effect of phase function simplifications on incident heat fluxes and 
source terms for test case 1 and test case 2 

 
Phase 

function 

Average Relative % Error* 

CPU Time (s) Incident 

Heat Flux 
Source Term 

Test case 1 

 

Nonscattering -0.0 5.1 964 

Isotropic 0.1 -3.7 699 

Forward Reference Solution 720 

Test case 2 

4.77) 

Nonscattering 0.0 16.3 454 

Isotropic -0.1 -16.9 405 

Forward Reference Solution 527 

* Relative % Error = 100 
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CHAPTER 6 

 
 

6. CONCLUSIONS 

CONCLUSIONS  
 
 
 
 
 
Predictive accuracy and CPU efficiency of geometric optics approximation (GOA) 

and scattering phase function simplfications in the freeboard of lignite-fired METU 

0.3 MWt ABFBC Test Rig were tested by applying them to the modeling of 

radiative heat transfer and comparing their predictions against measurements and 

benchmark solutions. The freeboard was treated as a 3-D rectangular enclosure 

containing grey, absorbing, emitting gas with grey, absorbing, emitting, 

non/isotropically/anisotropically scattering particles surrounded by diffuse 

grey/black walls. Incident heat fluxes along the side walls and source terms along 

the centerline of the freeboard were predicted by the MOL solution of DOM with 

Henyey-Greenstein for the phase function. The input data required for the model 

and its validation were provided from the experimental data, which was previously 

taken from METU 0.3 MWt ABFBC Test Rig operating with and without recycle of 

fine particles.  

Firstly, effect of spatial and angular discretizations on the accuracy and 

computational economy of the model predictions was investigated by utilizing 

different number of spatial grids (

) and different orders (N = 4, 

6, 8, 10, 12) of approximation of DOM and comparing their predictions with those 

obtained with the finest spatial/angular discretization on the test case with recycle 

of fine particles. In order to provide grid independent solutions, radiative properties 

correlations for gas and GOA for particles. Henyey-Greenstein phase function with 
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normalization was used for anisotropic scattering of radiation by the particles. 

Comparisons revealed that source term predictions are more sensitive to spatial and 

angular discretizations compared to those of incident heat fluxes. As a result of this 

parametric study, the use of  control volumes with S10 angular quadrature 

scheme was selected for the system under consideration.  

Having validated the incident heat flux predictions of the model with anisotropic 

scattering against experimental data, predictive accuracy and computational 

efficiency of GOA were then assessed by benchmarking its source term predictions 

against those of Mie theory for different optical thicknesses involved in the bubbling 

fluidized bed combustion test cases under consideration and following conclusions 

have been reached. 

 Applicability of GOA should be based on cumulative cross sectional area 

distribution rather than surface mean diameter or cumulative weight percent 

distribution of particles if PSD involves both fine and coarse particles. 

 If the majority of cumulative cross sectional area is constituted by large particles 

which fall into geometric optics limit, GOA can yield satisfactory results. 

 GOA improves CPU efficiency of the solution as the opticalathickness of the 

mediumaincreases.  

Finally, predictive accuracy and computational economy of nonscattering and 

isotropic scattering were tested by comparing their predictions with those of 

anisotropic scattering represented by Henyey-Greenstein phase function. 

Conclusions drawn from the effect of phase function simplifications on incident heat 

fluxes and source terms are as follows: 

 Phase function simplifications have insignificant effect on incident heat fluxes. 

 Source terms are found to be sensitive to phase function simplifications 

regardless of the opticalathickness of theamedium and the sensitivity of 

phaseafunction simplifications increases with increasing optical thickness. Error 

in source term predictions due to phase function simplifications leads to 

acceptable accuracy for optically thin medium while the error becomes 

significant as the opticalathickness of theamediumaincreases.  
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 Source term predictions of forward scattering lie between those of nonscattering 

and isotropic scattering.  

 Accurate representation of particle scattering that is forward scattering is vital in 

combusting systems involving high particle loads. 

 Isotropic / non  scattering assumptions have an insignificant effect on CPU 

economy for optically thin medium whereas phase function simplifications 

reduce CPU requirement as the opticalathickness of theamediumaincreases.  

 

6.1. Suggestions for Future Work 

Based on the experience gained in this study, the following recommendations for 

future extension of the work are suggested: 

 Modification of the radiation code for the incorporation of particle load profile 

along the freeboard region is necessary since the radiative properties of particles 

depend on particle load. 

 The accuracy of the model predictions can be improved by using spectral 

radiative properties for particles.  
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APPENDIX A 

 

A. ORDINATES AND WEIGHTS FOR SN APPROXIMATION 

ORDINATES AND WEIGHTS FOR SN APPROXIMATION 

 

 

In this study, SN angular quadrature scheme was used. The ordinates and weights 

for various orders of SN approximation are presented in Table A.1.  

Table A.1 Discrete ordinates for the SN approximation for 3-D geometry 

Order of 
Approximation 

Ordinates Weights 

    

S2 0.5773503 0.5773503 0.5773503 1.5707963 

S4 
0.2958759 0.2958759 0.9082483 0.5235987 
0.9082483 0.2958759 0.2958759 0.5235987 
0.2958759 0.9082483 0.2958759 0.5235987 

S6 

0.1838670 0.1838670 0.9656013 0.1609517 
0.6950514 0.1838670 0.6950514 0.3626469 
0.1838670 0.6950514 0.6950514 0.3626469 
0.9656013 0.1838670 0.1838670 0.1609517 
0.6950514 0.6950514 0.1838670 0.3626469 
0.1838670 0.9656013 0.1838670 0.1609517 

S8 

0.1422555 0.1422555 0.9795543 0.1712359 
0.5773503 0.1422555 0.8040087 0.0992284 
0.1422555 0.5773503 0.8040087 0.0992284 
0.8040087 0.1422555 0.5773503 0.0992284 
0.5773503 0.5773503 0.5773503 0.4617179 
0.1422555 0.8040087 0.5773503 0.0992284 
0.9795543 0.1422555 0.1422555 0.1712359 
0.8040087 0.5773503 0.1422555 0.0992284 
0.5773503 0.8040087 0.1422555 0.0992284 
0.1422555 0.9795543 0.1422555 0.1712359 
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Table A.1 Discrete ordinates for the SN approximation for 3-  

Order of 
Approximation 

Ordinates Weights 

    

S10 

0.1372719 0.1372719 0.9809754 0.0944411 
0.5046889 0.1372719 0.8523177 0.1483950 
0.1372719 0.5046889 0.8523177 0.1483950 
0.7004129 0.1372719 0.7004129 0.0173701 
0.5046889 0.5046889 0.7004129 0.1149972 
0.1372719 0.7004129 0.7004129 0.0173701 
0.8523177 0.1372719 0.5046889 0.1483950 
0.7004129 0.5046889 0.5046889 0.1149972 
0.5046889 0.7004129 0.5046889 0.1149972 
0.1372719 0.8523177 0.5046889 0.1483950 
0.9809754 0.1372719 0.1372719 0.0944411 
0.8523177 0.5046889 0.1372719 0.1483950 
0.7004129 0.7004129 0.1372719 0.0173701 
0.5046889 0.8523177 0.1372719 0.1483950 
0.1372719 0.9809754 0.1372719 0.0944411 

S12 

0.1281651 0.1281651 0.9834365 0.0802616 
0.4545003 0.1281651 0.8814778 0.1082299 
0.1281651 0.4545003 0.8814778 0.1082299 
0.6298529 0.1281651 0.7660671 0.0451194 
0.4545003 0.4545003 0.7660671 0.0713859 
0.1281651 0.6298529 0.7660671 0.0451194 
0.7660671 0.1281651 0.6298529 0.0451194 
0.6298529 0.4545003 0.6298529 0.0652524 
0.4545003 0.6298529 0.6298529 0.0652524 
0.1281651 0.7660671 0.6298529 0.0451194 
0.8814778 0.1281651 0.4545003 0.1082299 
0.7660671 0.4545003 0.4545003 0.0713859 
0.6298529 0.6298529 0.4545003 0.0652524 
0.4545003 0.7660671 0.4545003 0.0713859 
0.1281651 0.8814778 0.4545003 0.1082299 
0.9834365 0.1281651 0.1281651 0.0802616 
0.8814778 0.4545003 0.1281651 0.1082299 
0.7660671 0.6298529 0.1281651 0.0451194 
0.6298529 0.7660671 0.1281651 0.0451194 
0.4545003 0.8814778 0.1281651 0.1082299 
0.1281651 0.9834365 0.1281651 0.0802616 
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APPENDIX B 

 

CORRELATIONS  

CALCULATION OF ABSORPTION COEFFICIENT OF GASES USING 

 

 

 

 

Absorption coefficient of gases in the medium of the enclosure is calculated from 

Equation 3.1 in which gas emissivity, 35] 

given as: 

 

where ,  is the gas temperature,  is partial pressure of radiating 

gas (CO2 or H2O),  is the mean beam length and  are correlation constants given 

in Table B.1 for water vapor and carbon dioxide.  

Total emissivity of gas mixture is obtained from: 

 

where  represents overlap correction factor and expressed by  

 

where  

 

(B.1) 

(B.2) 

(B.3) 

(B.4) 
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APPENDIX C 

 

C. TABULATED SIZE DISTRIBUTIONS OF SOLID STREAMS 
TABULATED SIZE DISTRIBUTIONS OF SOLID STREAMS 

 

Table C.1 Size distribution of cyclone ash of test case 1 [113]
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Table C.2 Size distribution of baghouse filter ash of test case 1 [113] 
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Table C.3 Size distribution of cyclone ash of test case 2 [113] 

 

 

 



  

 
118 

 

Table C.4 Size distribution of baghouse filter ash of test case 2 [113] 
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APPENDIX D 

 

 

CALCULATION OF PARTICLE REFLECTIVITY  

USING  

 

 

Absorption and scattering efficiencies of the fly ash particles in the medium can be 

calculated from Equation 3.32 and 3.33 in which reflectivity, , is estimated by using 

 [35]. By using complex index of refraction at spectral range of 

interest, required variables to yield reflectivity, p and q, can be calculated as 

 

 

 

After determining the required variables, p and q, correlation for directional

hemispherical reflectivity is as follows: 

 

where and  are expressed by  

 

 

 

(D.1) 

(D.2) 

(D.3) 

(D.4) 
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In GOA3 calculations, reflectivity over all directions are calculated by numerically 

integrating Equation D.3. Integration is performed with 1  intervals between 0-180 .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (D.5) 
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APPENDIX E 

 

E. SCATTERING REGIME MAP FOR INDEPENDENT AND DEPENDENT SCATTERING 

SCATTERING REGIME MAP FOR  

INDEPENDENT AND DEPENDENT SCATTERING 

 
 
 

 

 

 

 

 

 

 

 

Figure E.1 Scattering regime map for independent and dependent scattering [35] 

 

 

 

Figure E.2 Scattering regime map for independent and dependent scattering [35] 
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APPENDIX F 

 

F. INITIAL PARAMETERS FOR THE ODE SOLVER (ROWMAP) SUBROUTINE 

INITIAL PARAMETERS FOR THE  

ODE SOLVER (ROWMAP) SUBROUTINE 

 

 

The radiation code extended in this study require specifications of certain input 

parameters for the ODE solver subroutine in addition to the input data relevant with 

the physical system and subdivisions of angular and spatial domains which are 

presented in the text. Initial parameters for the ODE solver are the absolute and 

relative error tolerances (ABSERR and RELERR), time interval for printing (TP), 

and convergence criteria for terminating the integration. Table F.1 presents the input 

parameters utilized to obtain solutions for the system under consideration.  

 

Table F.1 Initial parameters utilized for ROWMAP subroutine for the system 
under consideration 

Test Case ABSERR RELERR TP  

1 0.001 0.001 1.0 0.01 

2 0.001 0.001 1.0 0.01 

 

 

 

 

 


