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ABSTRACT

MODELING OF RADIATIVE HEAT TRANSFER IN STRONGLY
FORWARD SCATTERING MEDIA OF BUBBLING FLUIDIZED BED
COMBUSTOR WITH AND WITHOUT RECYCLE

Sen, Ozge
M.Sc., Department of Chemical Engineering
Supervisor: Assoc. Prof. Dr. Gorkem Kiilah

Co-Supervisor: Prof. Dr. Nevin Selguk

August 2017, 123 pages

Predictive accuracy and CPU efficiency of geometric optics approximation (GOA)
and scattering phase function simplifications in the freeboard of lignite-fired METU
0.3 MW ABFBC Test Rig were tested by applying them to the modeling of radiative
heat transfer and comparing their predictions against measurements and benchmark
solutions. The freeboard was treated as 3-D rectangular enclosure containing grey,
absorbing, emitting gas with grey, absorbing, emitting,
non/isotropically/anisotropically scattering particles surrounded by diffuse

grey/black walls.

A three-dimensional radiation model based on Method of Lines (MOL) solution of
Discrete Ordinates Method (DOM) coupled with Grey Gas (GG) for gases and Mie
theory / GOA for fly ash particles in rectangular coordinates was extended for
incorporation of anisotropic scattering by using normalized Henyey-Greenstein
(HG) for the phase function. The input data required for the model and its validation
were provided from the experimental data, which was previously taken from METU

0.3 MW ABFBC Test Rig operating with and without recycle of fine particles.

Assessment of GOA in terms of predictive accuracy reveals that applicability limit
of GOA should be based on cumulative cross sectional area distribution rather than

surface mean diameter or cumulative weight distribution of particles. From the
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viewpoints of computational economy, GOA was found to improve CPU efficiency

of the solution with increasing optical thickness.

Predictive accuracy and computational efficiency of scattering phase function
simplifications were tested by comparing their predictions with those of forward
scattering with HG. Comparisons reveal that phase function simplifications have
insignificant effect on incident heat fluxes whereas source terms were found to be
sensitive to phase function simplifications and the sensitivity increases with
increasing optical thickness. Improvement in CPU efficiency of phase function
simplifications is observed in only combusting systems involving high particle
loads; however, in those systems, accurate representation of particle scattering that

is forward scattering is vital.

Keywords: MOL solution of DOM, Particle radiation, Geometric optics
approximation, Anisotropic scattering, Normalized Henyey Greenstein phase

function, Bubbling Fluidized Bed Combustor.
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KUVVETLI ILERI SACINIMLI ORTAM ICEREN GERi CEVRIMLI VE
CEVRIMSIZ KABARCIKLI AKISKAN YATAKLI YAKICIDA ISINIM ISI
AKTARIMININ MODELLENMESI

Sen, Ozge
Yiiksek Lisans, Kimya Miihendisligi Bolimii
Tez Yoneticisi: Dog¢. Dr. Goérkem Kiilah
Ortak Tez Yoneticisi: Prof. Dr. Nevin Sel¢uk

Agustos 2017, 123 sayfa

Geometrik optik yaklagiminin ve sa¢ilim faz fonksiyonu basitlestirmelerinin linyit
komiirii yakan 0.3 MW, ODTU atmosferik kabarcikli akiskan yatakli yakicinin
serbest bolgesinde ongérme dogrulugu ve hesaplama verimliligi agisindan test
edilmesi i¢in, geometrik optik yaklasimi ve sagilim faz fonksiyonu basitlestirmeleri
isinim 151 aktarimint modellemek i¢in uygulanmig ve {irettikleri Ongoriiler
Olctimlerle ve kiyaslama ¢6ztimlerle karsilastirilmistir. Bu modelde, serbest bolge,
tic boyutlu, dikdortgen seklinde, gri ve siyah ytiizeylerle ¢evrelenmis; gri, soguran,
yayan gaz ve gri, soguran, yayan ve izotropik /izotropik olmayan sacilim yapan ya

da sa¢ilim yapmayan parcaciklar olarak muamele edilmistir.

Belirli yonler yonteminin ¢izgiler metoduyla ¢6ztimiiniin gazlar i¢in gri gaz ve ucan
kiil pargaciklar1 i¢in Mie teori ve geometrik optik yaklagimi ile birlesimine dayanan
kartezyen koordinatlarindaki tic boyutlu 1s1nim modeli, normalize edilmis Henyey
Greenstein faz fonksiyonu kullanilarak izotropik olmayan sacilim ile birlestirilerek
genisletilmistir. Modelleme ve model verilerini dogrulama i¢in gerekli girdi verileri,
geri cevrimli ve cevrimsiz olarak ¢alisan ODTU 0.3 MW, atmosferik kabarcikli

akiskan yatakli yakicidan daha 6nce alinmis deneysel verilerden saglanmistir.

Geometrik optik yaklagiminin 6ngérme dogrulugunun degerlendirmesi, geometrik
optik yaklagiminin uygulanabilirlik limitinin parc¢aciklarin yiizey ortalama ¢apina ya
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da toplam agirlik dagilimina dayanmaktansa, pargaciklarin toplam kesit alani
dagilimina dayanmasi gerektigini gostermistir. Geometrik optik yaklagiminin artan

optik kalinlikla birlikte hesaplama verimliligini arttirdig1 bulunmustur.

Sacilim faz fonksiyonu basitlestirmelerinin 6ngérme dogrulugu ve hesaplama
verimliligi agisindan test edilmesi icin, sa¢ilim faz fonksiyonu basitlestirmelerinin
tirettikleri 6ngoriiler Henyey Greenstein faz fonksiyonu kullanilarak ileri sagilim
yapan Ongoriileriyle karsilagtirilmistir.  Karsilastirmalar, faz fonksiyonu
basitlestirmelerinin serbest bolge duvarlarina gelen 1s1 akisina etkisinin 6nemli
Ol¢tide olmadigini ama kaynak teriminin faz fonksiyonu basitlestirmelerine hassas
oldugunu ve bu hassasiyetin artan optik kalinlikla birlikte arttigini gostermistir.
Sa¢ilim faz fonksiyonu basitlestirmelerinin sadece yiiksek parcacik yiiklii yanma
sistemlerinde hesaplama verimliligini arttirdigi gézlenmistir ancak bu sistemlerde

pargacik sa¢iliminin dogru temsil edilmesi, ileri sagilim, dnemlidir.

Anahtar kelimeler: Belirli yonler yonteminin ¢izgiler metoduyla ¢6ztimii, Parcacik
1sinimi1, Geometrik optik yaklasimi, izotropik olmayan sagilim, Normalize edilmis

Henyey Greenstein faz fonksiyonu, Kabarcikli akiskan yatakli yakici.
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CHAPTER 1

INTRODUCTION

In Turkey there exist widely spread lignite reserves with an estimated total quantity
of 15.6 billion tons [1]. A major proportion of this quantity is characterized by high
moisture, sulfur and ash contents with low calorific value. Moreover, ash fusion
temperatures of these lignites are significantly lower than those of higher rank coals
resulting in slagging at high operating temperatures (1200-1500°C) typical of
conventional combustion systems such as pulverized fuel-firing systems. On the
other hand, fluidized bed combustion (FBC) systems with lower operating
temperatures (750-950°C) not only alleviates slagging problem but also provides in-
situ desulfurization by addition of limestone leading to lower SOx and NOx
emissions. Therefore, FBC technology offers the industry and utilities an alternative
method of utilizing indigenous lignite in an efficient and environmentally acceptable
manner as confirmed by the results of extensive research carried out on combustion
and in-situ desulfurization characteristics of these lignites in pilot scale fluidized bed

combustors [2-16].

Technical, economical and environmental feasibility of FBC technology together
with its fuel flexibility have led to steady increase in its commercial use over the
past decades. Increasing number of fluidized bed combustor installations has
necessitated development of mathematical models for improvement of thermal and
emission performances over a broad range of operating conditions. Modeling of
fluidized bed combustors has mainly focused on heat transfer in the bed section

since this region is the dominant source where heat of combustion is liberated.



However, it was found that the contribution of freeboard region to total heat transfer
in fluidized bed combustors was of comparable magnitude to that of the bed region
and the radiation of particle laden combustion gases constitutes major portion of

heat transfer due to the presence of higher particle loads in freeboard [17-19].

Therefore, modeling of radiative heat transfer in such systems is of considerable
importance and necessitates not only accurate but also computationally efficient
methods for (i) solution of radiative transfer equation (RTE) in conjunction with the
time dependent conservation equations for mass, momentum, energy, and chemical
species and (i1) radiative property estimation of particle laden combustion gases.
The computational effort associated with coupled solution of these governing
equations can be minimized by using efficient and compatible solution techniques
together with computationally feasible radiative property models for particle laden

combustion gases.

Previous work regarding the search for the most accurate and computationally
efficient solution method in the freeboard of fluidized bed combustors revealed that
Method of Lines (MOL) solution of Discrete Ordinates Method (DOM) meets all
the requirements [20-22]. Assessment of accuracy of this solution method was
previously validated against exact solutions, Monte Carlo (MC) and zone method
solutions, as well as measurements on a wide range of one-dimensional and
multidimensional problems in rectangular and cylindrical coordinates including
absorbing, emitting, strongly anisotropically scattering and grey media bounded by

grey, diffuse walls [23-27].

With respect to radiative property of particle laden combustion gases, they
contribute to radiative heat exchange by emitting, absorbing and scattering radiation
in the entire spectrum. Radiative properties of both participating gases and particles

are needed to be accounted for accurate modeling of radiation.

Regarding to radiative property modeling of gases, they absorb and emit radiation
in specific spectral bands. The properties of gases are best represented by

considering their spectral dependency; however, it requires extensive computational



effort. Therefore, grey approximation is often preferred. In an attempt to investigate
the sensitivity of radiative heat transfer predictions to grey approximation for gas
radiative property estimation, several studies have recently been carried out on
radiation models based on Zone Method, DOM and MOL solution of DOM coupled
with Grey Gas model, Spectral Line-Based Weighted Sum of Grey Gas (SLW)
model and Weighted Sum of Grey Gases (WSGG) model. Predictive accuracy and
CPU efficiency of grey approximation were investigated by applying it to the
prediction of radiative heat flux and source term on pulverized fuel-fired furnaces
and circulating fluidized bed combustors (CFBC) containing grey/non-grey,
absorbing, emitting gas with grey, absorbing, emitting and scattering particles and
comparing grey predictions with those of non-grey [28-30]. Comparisons reveal that
grey approximation for gases provides accurate and computationally efficient
solutions in the presence of particles as the particle radiation dominates total

radiation [31-34].

With regard to radiative property modeling of particles, when a ray is incident on a
large particle, it may be absorbed, diffracted, refracted and reflected. The direction
of a ray may be changed due to diffraction, refraction and reflection as illustrated in

Figure 1.1. The change in the direction of a ray is known as scattering.

/v Diffraction

Refraction

Reflection

Figure 1.1 Possible ways of scattering from a large particle

Particles not only emit and absorb radiation in the entire spectrum but also scatter

radiation depending on their size. Therefore, particle radiation depends on its



absorption coefficient, scattering coefficient and scattering phase function. Mie
theory is used to estimate radiative properties of the particles and it is
computationally demanding as it provides solutions in the form of infinite series.
Mie theory requires wavelength of incident radiation, size of the particle and
complex refractive index, m = n - ik, as input parameters. The value of complex
refractive index is specific to the particle considered and it is wavelength dependent.
Thus, Mie theory calculations should be performed for each wavelength of interest
within the region of thermal radiation, which leads to computationally demanding
calculations. This is why it is common to use grey approach deploying

representative complex refractive index values for particles [35].

Butler et al. [36] investigated the effect of utilizing grey properties by comparing its
predictions with those of spectral solutions and measurements in a laboratory scale
pulverized coal-fired reactor. For spectral solutions, radiative properties of the
combustion gases were calculated from the Edward’s wide band model, those of
char and fly ash particles were estimated by using Mie theory whereas radiative
property of soot was calculated from extensively used correlation based on soot
volume fraction and wavelength [37]. Grey radiation predictions were estimated by
using spectrally averaged Planck and Patch mean properties for particles and
Leckner’s correlations for gases. Grey model predictions using Planck mean
properties were found to be in agreement with measurements and those of spectral

solution.

Ruan and his colleagues [38] studied the effect of several grey approximation
methods on radiative heat transfer in one-dimensional parallel plane system
containing nonparticipating gases and absorbing, emitting and anisotropically
scattering monodisperse fly ash particles by benchmarking grey predictions of
dimensionless emissive power and heat flux against those of non-grey. Rosseland
mean is suggested as an appropriate method to calculate extinction coefficient for

the system under consideration.

Recently, the predictive accuracy of grey particle assumption in the presence of grey

absorbing, emitting gas was investigated in a one-dimensional slab containing



grey/non-grey absorbing, emitting coal and fly ash particles surrounded by cold,
black walls [39]. Grey properties of the particles were estimated by utilizing
geometric optics approximation (GOA) without considering diffraction and
Buckius-Hwang correlations were used to predict non-grey particle properties [40].
For calculation of non-grey particle properties, particle size parameter was assumed
to depend on the wavelength; however, spectral dependency of complex refractive
index of particles was neglected. With those assumptions, the influence of spectral
fly ash properties on source term was found to be insignificant for the system under

consideration.

Johansson et al. [41] carried out a study in a one-dimensional infinitely long
cylinder, which has conditions relevant to pulverized coal combustion, containing
non-grey gas with grey/non-grey absorbing, emitting and isotropically scattering fly
ash and coal particles to analyze the effect of complex index of refraction on particle
scattering and absorption efficiencies by using Mie theory for non-grey particles and
Planck mean for grey particles. In the case of non-grey particles, the efficiencies of
large particles (dp,ash = 10 pm and dp coat = 10 pm & 40 um) were found not to vary
considerably with the change in the complex index of refraction in the wavelength

of interest for combustion.

In the work of Ates and co-workers [42], grey solution of RTE was compared with
spectrally banded particle solution in dilute zone of 150 kW METU CFBC Test Rig
containing grey absorbing, emitting gas with absorbing, emitting and anisotropically
scattering fly ash particles. Comparisons reveal that heat flux and source term
predictions with grey assumption are in good agreement with those of the spectrally

banded particle solution in the optically thick media of CFBC.

There also exist recent studies involving solutions with grey/non-grey gas and grey
particle radiative properties [23, 43-45] where predictions were found to be in
agreement with measurements. However, in these studies, effect of spectral particle

properties were not investigated.



Despite the implementation of grey approach, the radiative property estimation
through Mie theory may become impractical if particle size distribution (PSD) in
the medium is wide since the property calculations should be performed for each
size. Furthermore, numerical solution of Mie theory becomes computationally
demanding with increasing particle size because number of terms required in the
series is as high as particle size parameter. Therefore, in order to obtain CPU
efficient solutions, some approximate property estimation models can be used by
considering particle size parameter, x, which is the relative size of the particles
compared with wavelength of incident radiation [35]. If particle size parameter is
much less than one (x << 1), Rayleigh scattering gives accurate results whereas
geometric optics is a very useful approximation if particle size parameter is much
larger than unity (x >> 1). Considering large particles encountered in fluidized bed
combustors, geometric optics approximation (GOA) can be utilized for the
estimation of the radiative properties. In GOA calculations, reflectivity is only input
parameter to calculate radiative properties and if it is not known, it can be evaluated
from Fresnel’s relations using the complex refractive index at spectral range of

interest.

Zedtwitz et al. carried out a study in a tubular reactor that is directly exposed to
concentrated thermal radiation [46]. In the study, non-grey gas with non-grey
activated charcoal particles with an average diameter of 1.2 mm were considered.
Radiative flux distributions in the medium were calculated by Monte Carlo method
coupled with GOA for particles and a correlation proposed by Adzerikho et al. [47]
for gases. The model predictions were found to be in good agreement with the
measurements. The shortcoming of the study is that it does not consider particle size

distribution and utilizes average particle diameter.

The accuracy of utilizing GOA was previously assessed in a freeboard of METU 0.3
MW, Atmospheric Bubbling Fluidized Bed Combustor (ABFBC) containing non-
grey absorbing, emitting gas with grey absorbing, emitting and isotropically
scattering fly ash particles [44]. Model predictions based on MOL of DOM coupled
with spectral line-based weighted sum of grey gases (SLW) for gas and GOA for



particles were found to be in reasonable agreement with measurements. However,
the accuracy of model predictions with regard to source term distribution were not

reported.

Accuracy of heat flux and source term predictions obtained from utilization of the
MOL of DOM coupled with Grey Gas for gas and grey GOA for fly ash particles in
optically thick media of CFBC was recently investigated by benchmarking their
predictions against those of grey Mie theory [28]. According to their research,
utilizing GOA with reflectivity averaged over the hemisphere, which is referred as
GOAZ2 in the study, was found to be an accurate approximation to Mie theory. The
shortcoming of the study is that it does not involve measurements for validation of

the model predictions.

In another study of Ates and co-workers [42], GOA with Fresnel solution for particle
reflectivity, which is referred as GOA3 in the publication, was proposed as an
improved alternative to GOA2 for estimation of the radiative properties of grey fly
ash particles. The predictive accuracy and computational efficiency of GOA3 were
assessed by comparing its predictions with those of spectral particle solution in
optically thick medium of CFBC. This comparison indicates that GOA3 provides
acceptable accuracy with less CPU time for both heat fluxes and source terms.
However, there is no comparison of model predictions with measurements in the

study.

In particle radiation, knowing the amount of absorbed and scattered radiation by the
particles is not enough to fully describe particle radiation interactions. Scattering
phase function, which gives the probability that light incident on a particle in a
given direction to be scattered into any other direction, is also required. In general,
the scattering phase function is obtained from Mie theory; however, with the
oscillatory nature of the phase function, computations become impractical
especially for large size parameters. This is why approximated phase functions are
usually preferred. This simplification is based on averaging cosine of
the scattering angle, known as asymmetry factor, g, which varies between -1,

referring to purely backward, and +1, referring to purely forward scattering. The



simplest approximation is the case where g =+1 which corresponds to nonscattering
particles. The second widely used approximation is isotropic scattering in which
equal amounts of radiation are scattered into all directions as shown in Figure 1.2
and asymmetry factor is equal to zero. When asymmetry factor is not equal to 0 or
+1, it corresponds to anisotropic scattering. If asymmetry factor varies between 0
and +1, particles scatter in the forward direction whereas if asymmetry factor
changes from -1 to 0, particles scatter in the backward direction. Schematic view of

the anisotropic scattering is also illustrated in Figure 1.2.
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In coal combustion systems, isotropic scattering and nonscattering assumptions are
usually made to simplify the radiative heat transfer problem as well as to reduce the
computational effort. However, these assumptions may not represent the highly

forward anisotropic scattering behaviour of large coal and ash particles.

One of the earliest studies on the phase function simplification was carried out by
Yuen and Wong [49]. They investigated radiative heat transfer in one-dimensional
parallel plate test case containing grey, absorbing, emitting and anisotropically
scattering particles surrounded by isothermal, grey and diffuse walls. In the model,
anisotropic scattering of radiation by the particles were taken into consideration by
deploying two term Legendre polynomial expansion. Heat flux predictions of
isotropic scattering were compared with those of forward scattering. Comparisons
reveal that the importance of deploying anisotropic scattering increases with
increasing optical thickness. The shortcoming of this study is that it only provides a
parametric study for a simple one-dimensional enclosure and the implemented phase

function may not be able to represent the strong forward peak of the particles.

A similar study to that of Yuen ef al. was also carried out by Mengii¢ and Viskanta
[50], who investigated the effect of phase function simplifications on radiative heat
transfer in pulverized coal-fired furnace. A two-dimensional axi-symmetric
radiation model based on third order spherical harmonics approximation (P3) was
implemented for the solution of RTE. The medium consists of grey participating
gases and particles including pulverized coal, char, fly ash and soot. Delta-
Eddington phase function was used to model anisotropic scattering of particles.
Heat flux predictions with isotropic and nonscattering assumptions were compared
with those of anisotropic scattering. Isotropic and nonscattering assumptions were
found to yield inaccurate predictions. The drawback of the study is that it does not
involve measurements for validation of the model predictions and does not include

the effect of phase function simplifications on source term distributions.

Marakis and his colleagues [51] evaluated total heat flux predictions of isotropic
scattering and nonscattering assumptions against those of anisotropic scattering in a

pulverized coal-fired furnace considering two different particle loads. Both Py and
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MC methods were implemented for solution of the RTE. The medium was assumed
to be comprised of coal, char and fly ash particles which absorb, emit, and
anisotropically scatter radiation. The delta-Eddington phase function was used to
represent the highly forward scattering behaviour of the particles and Mie theory
was applied to estimate absorption and scattering coefficients of the particles.
Discrepancy between the heat flux predictions was found to increase with increasing
particle load and the use of anisotropic scattering is recommended for accurate
modeling of particle radiation. This study lacks validation of model predictions with
measurements and investigation of effect of particle radiation on source term

predictions.

Although it is obviously stated in above studies to consider anisotropic scattering of
particles, some contrary opinions have been reported. In a study carried out by Liu
and Swithenbank [52], the influence of particle scattering on dimensionless heat flux
and source term distributions was analyzed by using first order spherical harmonics
approximation (P1) in optically thin medium of three-dimensional furnace. The
medium with a given temperature distribution was treated as grey absorbing,
emitting, anisotropically scattering fly ash particles. The strong forward scattering
behaviour of the particles was represented by delta-Eddington phase function.
They concluded that results of forward scattering are closer to those of nonscattering
hence if there is a necessity for a phase function simplification, nonscattering

assumption yields accurate results for the optically thin medium.

Sel¢uk and co-workers [21] performed a parametric study to analyze the effects of
particle load and anisotropic scattering on the incident wall heat fluxes in the
freeboard of METU 0.3 MW ABFBC by comparing model predictions with those
of the zone method and measurements. The freeboard region was considered as a 3-
D rectangular enclosure containing grey absorbing, emitting gas with grey
absorbing, emitting and isotropically/anisotropically scattering particles. Leckner’s
correlations were used to determine gas radiative property and Mie theory was
employed to evaluate absorption and scattering coefficients of the fly-ash

particles. The case with isotropic scattering assumption was taken as basis and
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three different cases were generated by increasing the particle load to three orders
of magnitude and/or by incorporating anisotropy into the problem. 1000-fold
increase in particle load was found to increase the fluxes both for isotropic and
anisotropic scattering treatments. On the other hand, comparison between
anisotropic and isotropic scattering reveals that anisotropy has negligible effect on
predicted radiative fluxes for both particle loads concerned. Isotropic scattering
assumption was found to produce reasonably accurate predictions. This is
considered to be due to the smoothness of the linear anisotropic phase function
utilized in this study, which may not be able to represent the strong forward

scattering of the particles.

Radiative heat exchange in the freeboard of METU 0.3 MW, ABFBC was also
modelled by Kozan et al. [20] and Selguk and co-workers [53]. In these studies,
freeboard region was considered as a 3-D rectangular enclosure containing grey
absorbing, emitting gas with grey absorbing, emitting and isotropically scattering
particles. Leckner’s correlations were used for gas radiative property estimation and
Mie theory was employed to evaluate absorption and scattering coefficients of the
fly-ash particles. In the studies, incident radiative heat fluxes on side walls of the
freeboard were predicted and the accuracy of the predictions were assessed by
comparing model predictions with measurements. Model predictions were found to
be in good agreement with the measurements. This agreement may be attributed to

low particle load observed in the freeboard region.

Caliot and co-workers [54] investigated the effect of particle scattering on total heat
flux. Monte Carlo method was used to solve radiative transfer. The medium was
treated as one-dimensional and consists of participating non-grey gases and grey
particles, which have monodispersed distribution with a diameter of 1um.
Absorption and scattering coefficients of the particles were calculated by using
Planck mean and Henyey-Greenstein phase function was utilized for modeling of
anisotropic scattering behaviour. 5 % difference between the predictions of

anisotropic scattering and nonscattering was observed for the system under
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consideration. Due to one-dimensional treatment of the system and monodispersed

approximation of particles, reasonably good agreement was achieved.

There exist recent studies in which use of isotropic assumption has been found to
lead to fairly accurate results [32, 44, 45, 55-62] for combusting systems involving
low particle loads such as pulverized fuel and bubbling fluidized bed furnaces. In
some of these studies, however, isotropic scattering was found to underestimate wall
heat fluxes compared to measurements [55-57], which is due to the dominant role

of fly ash particles compared to gas and soot radiation [55].

In a recent study, Ates and co-workers [28] investigated the influence of scattering
on radiative heat transfer in the dilute zone of CFBC. The dilute zone was treated as
two dimensional axisymmetric enclosure containing grey absorbing, emitting gas
with grey absorbing, emitting, non/isotropically/anisotropically scattering fly ash
particles surrounded by grey diffuse walls. MOL solution of DOM coupled with
Grey Gas model for gas and GOA2 for particles were utilized to predict the radiative
heat flux and source term distributions. Anisotropic scattering was represented by
deploying Henyey-Greenstein phase function. They emphasized that the strong
forward scattering behaviour of the fly ash particles must be considered. If the phase
function is needed to be simplified for the sake of computational economy,
nonscattering assumption is a much better approximation than isotropic scattering

for the optically thick media of CFBC.

Despite 40 years of intensive study of scattering phase function simplifications,
there are still many uncertainties and disagreements on the subject. Therefore, more
detailed studies of particle scattering in combusting systems involving different
optical thicknesses are considered to be significantly important for combustion
community. Furthermore, a survey of literature revealed that there is a lack of
particle radiation modeling studies based on measured input data required for the
application of radiation model, which are pressure distributions, gas and wall
temperatures, gas compositions, particle size distributions and chemical

composition of all solid streams and particle densities, and measured data required
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for validation of radiation model, which is wall radiative heat fluxes, obtained from

the combusting system operating under steady state conditions.

Therefore, the objective of the present study is to utilize full experimental data
available in the literature to investigate the predictive accuracy and computational
efficiency of isotropic scattering and nonscattering assumptions by comparing their
heat flux and source term predictions with those of anisotropic scattering for
different optical thicknesses. An additional objective is to assess the accuracy of
grey GOA by benchmarking its predictions against grey Mie solutions for particle

property estimation.

In an attempt to achieve these objectives, radiative heat transfer in a fluidized bed
combustor with and without recycle is investigated for which complete experimental
data are available in literature [63]. The experiments were performed in lignite-fired
METU 0.3 MW ABFBC Test Rig where radiation is modelled in the freeboard of
the combustor by extending a previously developed three-dimensional radiation
code based on MOL of DOM in FORTRAN language for the prediction of radiative

heat fluxes and source terms along the freeboard of the combustor.
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CHAPTER 2

THE METHOD OF LINES SOLUTION OF
DISCRETE ORDINATES METHOD

In this chapter, method of lines (MOL) solution of discrete ordinates method (DOM)
is described for mathematical modeling of radiative heat transfer in a three-
dimensional rectangular enclosure. The physical situation to be considered is that of
a uniform, radiatively grey, absorbing, emitting, scattering medium surrounded by
grey, diffuse walls. Based on this physical problem, equations representing MOL
solution of DOM are derived starting from the radiative transfer equation (RTE) for
three-dimensional rectangular coordinate system. This is followed by the numerical

solution procedure utilized for the MOL solution of DOM.

2.1. Radiative Transfer Equation

The basis of all methods for the solution of radiation problems is the radiative
transfer equation, which is derived by writing a balance equation for radiant energy
passing in a specified direction through a small volume element in a uniform,
absorbing, emitting, scattering, grey medium and can be written in the form

dI

o
= —(kg + Ky + 05)1(1, Q) + (kg + k)L (X) + ﬁ j I(r, Q)P (Q', 0)dQ’

4T
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where I(r, Q) is the radiation intensity at position r in the direction Q defined as the
quantity of radiant energy passing in a specified direction  along a path s per unit
solid angle dQ’, per unit area normal to the direction of travel, per unit
time. Kg, K, and o5 are the gas absorption coefficient, particle absorption
coefficient and particle scattering coefficient, respectively. Iy, (r) (= oT*(r)/m) is
the black-body radiation intensity and ® (€', Q) is the phase function for scattering
which describes the fraction of energy scattered from incoming direction Q' to the
outgoing direction Q. The expression on the left - hand side represents the change
of intensity in the specified direction €. The terms on the right - hand side stand for

absorption and out-scattering, emission and in-scattering, respectively.

For rectangular coordinate system, the gradient of intensity can be expressed in
terms of the derivatives with respect to space coordinates X, y, and z and hence RTE

in rectangular coordinates can be written as

dl 0l 0l ol

ds‘“&J’“a_yJ“E& (2.2)

= —(Kg + Kp + 05)I(r, Q) + (kg + k) (X)) + Z—:T f I(r, @) ®(Q', Q)dQ’

4TT

where the direction cosines can be expressed in terms of the polar angle 6 and the

azimuthal angle ¢ (Figure 2.1) as u = cos0, = sinb. sing, and § = sinb. cosd.
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Figure 2.1 Rectangular coordinate system [48]

If the surface bounding the medium is a diffuse and grey wall at specified
temperature, then Equation 2.1 is subjected to the boundary condition;

1—¢
[(ry, @) = &y [pw + % j In.Q'|.1(r,,2).dQ nQ>0 (23)

n.Q'<o
where I(r,,, Q) is the radiative intensity leaving the surface at a boundary location,
&y 1s the surface emissivity, Iy, (= oT,,*/m) is the black-body radiation intensity
at the surface temperature, n is the local outward surface normal and n. Q' is the
cosine of the angle between incoming direction Q' and the surface normal. The first
and second terms on the right - hand side of the Equation. 2.3 stand for the
contributions to the leaving intensity due to emission from the surface and reflection

of the incoming radiation, respectively.

Once the radiation intensities are evaluated by solving Equation 2.2 together with
its boundary condition (Equation 2.3), quantities of interest such as radiative flux
and energy source term can be readily evaluated. The net radiative heat flux on a

surface element is defined as
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Onet = 9" +q~ (2.4)

where q* and q~ are incident and leaving wall heat fluxes, respectively. For a

diffuse and grey wall, q* and q~ are evaluated from

q+= f|n.ﬂ|.l.dﬂ (2.5)
n<o0

¢ = fln.ﬂl.l.dﬂ (2.6)
nQ>0

where n. Q is the cosine of the angle between outgoing direction Q and the surface
normal. The radiative energy source term, divergence of the total radiative heat flux,

for problems where temperature distributions are available is expressed as

V.q, = k. (411, (r) — G(r)) (2.7)

where q, is the radiative heat flux vector, K is the absorption coefficient of the
medium, I, (r) (= oT*(r)/m) is the black-body radiation intensity and G(r) is the

incident radiation defined by

G(r) = f I(r,Q).d Q (2.8)

4Tt

2.2. Discrete Ordinates Method

This method is based on representation of continuous angular domain by a discrete
set of ordinates with appropriate angular weights, spanning the total solid angle of
41 steradians. The RTE is replaced by a discrete set of equations for a finite number

of directions and each integral is replaced by a quadrature summed over the ordinate
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directions [64]. The discrete ordinates representation of RTE for a 3-D rectangular
enclosure containing a uniform, grey, absorbing, emitting and scattering medium
takes the following form:
orm orm arm m
Umg‘l'nma_y'l'EmE: —(kg + xp + o)™+ (kg + Kp)Ip .

M
O, "
+E Z M™w,e(Q,, Q)
m'=1

where ["™[= I(r; W, Mm> $m)] 18 the radiation intensity at position r(x, y, z) in the
discrete direction ,,, m denotes the discrete ordinate (m=1,2,...,M), M is the total
number of ordinates used in the approximation, W, Ny, and &, are the direction
cosines of Q., with X, y, z axis, respectively and w,s is the angular quadrature

weight associated with the incoming direction Q.

The boundary conditions at the two opposite, diffuse, grey surfaces with normal

vectors parallel to x axis can be written as:

atx =0,
1—¢ ’
M =gylw+ % Z Wi |y | T un >0 (2.10)
VYRS
atx =1L,
1—c¢ ’
M= Swlb,w +% 2 Wm’l”m’l " Hm <0 (2.11)
Wpr=>0

where [™ is the intensity of radiation leaving the surface, €, is the surface
emissivity, I\, is the total black-body radiation intensity at the temperature of the

surface. Similar expressions hold for boundaries in other coordinate directions.

Using the DOM, the RTE is transformed into a set of simultaneous partial
differential equations (PDEs) containing only space coordinates as independent

variables. Spatial discretization may be accomplished by using a variety of methods
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including finite volume, finite element or finite difference techniques. In the
classical DOM applications [64-76] spatial differencing is carried out by using
standard cell — centred, finite volume technique. In this approach, the discrete
ordinates equations are integrated over a typical control volume and interpolation
schemes are defined to relate face intensities with cell - centred intensities. An
iterative, ordinate sweeping technique described in [76] is applied to solve for the

intensities at each ordinate and at each control volume.

Once the intensity distribution is determined by solving Equation 2.9 together with
its boundary conditions, the incident radiative flux along a direction i and source

term can be obtained from

M
Q= ) Wl 1™ (2.12)
m’=1
\Z qr = (Kg + Kp) <4T[Ib - z Wi, 2- Im‘[> (213)
m,?

where £,,s ; is the direction cosine of ordinate £, with respect to unit vector e;,
wyy 1s the angular quadrature weight associated with the incoming direction £,/

and 1™ is the intensity of radiation incident on the surface.

2.2.1. Parameters Affecting Accuracy of DOM

The accuracy of discrete ordinates method is affected by the accuracy of angular and
spatial discretization schemes adopted for the solution. Angular discretization is
characterized by the angular quadrature scheme and order of approximation. In an
investigation carried out by Selgcuk and Kayakol [69] on the assessment of the effect
of these parameters on the predictive accuracy of DOM by verification against exact

solutions, it was concluded that the order of approximation plays a more significant
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role than angular quadrature and spatial differencing schemes in the accuracy of

predicted radiative heat fluxes and radiative energy source terms.

The order (N =2, 4, 6, 8, 10, 12) of approximation of DOM, which is also called as
Snx method, determines the total number of discrete directions, M. A sketch of the
directions used in one octant of a unit sphere for Sz, Ss4, S¢, Sg and Sip order of
approximations is shown in Figure 2.2. As can be seen from the figure, discrete
directions are ordered in levels (constant 8) and number of directions is different at
each level. Table 2.1 summarizes the total number of discrete directions used for Sn

approximation for one - and multi - dimensional problems.

G

M=10x8 M=15x8

Figure 2.2 Orders of approximation [48]
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Table 2.1 Total number of discrete directions used for Sy approximation

S~ approximation =P 3D
M=N M =2P N(N+2) /8

S> 2 8

Sq 4 24
Se 6 48
Ss 8 80
Sio 10 120
Si2 12 168

As reported in literature [77-79], once a discrete number of directions is used to
approximate a continuous angular variation, ray effect is unavoidable. The
increase in the number of discrete directions would alleviate the ray effect at the
expense of additional computational time and memory requirement. However,
increasing order of angular quadrature scheme may lead to stability problems [67].
Hence, improvement in solution accuracy can only be achieved if finer angular

subdivision is accompanied by finer spatial subdivision [80].

The second parameter affecting the accuracy of DOM is the angular quadrature
scheme, which defines the specifications of ordinates Q. (Wm, Mm, &m) and
corresponding weights wy, used for the solution of RTE. The choice of quadrature
scheme is arbitrary although restrictions on the directions and weights arise from the
need to preserve symmetries and invariance properties of the physical system.
Completely symmetric angular quadrature schemes, which mean symmetry of the
point and surface about the centre of the unit sphere, also about every coordinate
axis as well as every plane containing two coordinate axes, are preferred because of
their generality and to avoid directionally biasing solutions. Therefore, the
description of the points in one octant is sufficient to describe the points in all
octants. The quadrature sets are constructed to satisfy key moments of the RTE and

its boundary conditions. The quadratures satisfy zeroth, first and second moments
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that correspond to incident energy, heat flux and diffusion condition, respectively in
addition to higher moments. In practical heat transfer applications, scattering of
radiant energy is anisotropic and angular quadrature schemes should satisfy as many

moments to accurately integrate the phase function.

The most frequently used angular quadrature scheme is S, originally developed by
Carlson and Lathrop [81] and extended to higher order of approximations by
Fiveland [82] and El Wakil and Sacadura [83]. Therefore, in this study DOM
calculations will be based on Sy angular quadrature scheme. The quadrature

ordinates and weights for Sy approximations are listed in Appendix A.

The third parameter affecting the accuracy of DOM is the spatial differencing
scheme. The conventional spatial discretization technique incorporated with DOM
is the finite volume method which makes use of face interpolation schemes that
provide assumptions on the form of radiative intensity variation in a control volume.
They are based on expressing the downstream (exit) cell boundary intensity as a
function of a number of adjacent cell-centre or face intensities depending upon the
order of the scheme. The spatial differencing schemes can be basically classified as
step (upwind), diamond differencing (DDS, central), variable weight differencing,
exponential and high-order, high resolution bounded schemes. Detailed treatment
on the first four scheme is presented in [84]. Application of high order, high
resolution, bounded schemes such as MINMOD, MUSCL, CLAM and SMART and
their applications to DOM can be found in [85] and [86].

As reported in literature [77-79], spatial discretization of the computational domain
results in false scattering, which is also referred to as numerical smearing in the
radiative transfer community [78]. The use of higher — order spatial schemes or finer
spatial grid resolution reduces the numerical smearing error [77, 78]. For prediction
of the numerical smearing error, Hunter and Guo [77] has recently developed a
proportionality relation expressed by

At \" " Aty
AT

(2.14a)

|EY""| o
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A A
e |(52) (1-22) i
n n
At,\" At,
B o <E_m) (1 _E_m> (2.14c)
Aty =B x4j forj=x,y,z (2.15)

where E is error due to numerical smearing, m denotes the discrete ordinates, n
represents order of accuracy of the chosen spatial differencing scheme, y, 1, € are
direction cosines in X, y, z directions, respectively and [ is the extinction coefficient
of the medium. Total numerical smearing error, Eyg, can be expressed using the

root-sum-squares (RSS) method for 3-D problems as follows [77]:

M

Bxs= | [EP™? + (BP7) + (EP™’] 2.16)

m=1

where M is the total number of ordinates used in the approximation.

2.3. Method of Lines Solution of Discrete Ordinate Method

The solution of discrete ordinates equations with MOL is carried out by adoption of
the false — transients approach which involves incorporation of a pseudo — time
derivative of intensity into the discrete ordinates equation [87]. Application of the

false — transients approach to Equation 2.9 yields

Im ) ) C G .
ktF=—umg—nma—y—zmg—(Kg+Kp+0's).I +(Kg+}(p).lb

M
Os ' (2.17)
+E. Z M wyr. ®(Qy, Qm)
m'=1

24



where t is the pseudo — time variable and k; is a time constant with dimension
[(m/s)!] which is introduced to maintain dimensional consistence in the equation
and it is taken as unity.
The system of PDEs with initial and boundary — value independent variables is then
transformed into an ODE initial - value problem by using the method of lines
approach [88]. The transformation is carried out by representation of the spatial
derivatives with algebraic finite — difference approximations. Starting from an initial
condition for radiation intensities in all discrete directions, the resulting ODE system
is integrated until steady state by using a powerful ODE solver. The ODE solver
takes the burden of time discretization and chooses the time steps in a way that
maintains the accuracy and stability of the evolving solution. Any initial condition
can be chosen to start the integration, as its effect on the steady-state solution decays
to insignificance. To stop the integration at steady state, a convergence criteria was
introduced. If the intensities at all nodes and ordinates satisfy the condition given
below, the solution at current time is considered to be the steady state solution and
the integration is terminated. The condition for steady state is

|It_lt—1| <€ (2.18)

le—4

where € is the error tolerance, the subscript t denotes the solution at current print
time and subscript t—1 indicates solutions at previous print time. As a result,
evolution of radiative intensity with time at each node and ordinate is obtained. The
steady-state intensity values yield the solution to Equation 2.9 because the artificial
time derivative vanishes at steady state.
Once the steady state intensities at all grid points are available, the incident radiative
heat flux on enclosure boundaries and radiative energy source terms at interior grid

points can be evaluated by using Equations 2.12 and 2.13, respectively.

2.3.1. Parameters Affecting Accuracy of MOL Solution of DOM

The accuracy and efficiency of MOL solution of DOM is determined by the
following parameters:

» accuracy of the angular approximation (DOM)
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» accuracy of the spatial discretization technique

» the ODE solver utilized for integration in the ‘pseudo-time’ variable.
The accuracy of the angular approximation depends on the angular quadrature
scheme and the order of approximation selected for the implementation of the DOM.
Therefore, dependence of the accuracy of MOL solution of DOM on the angular
approximation is the same as that of DOM (see Section 2.2.1).
The spatial discretization technique used in MOL solution of DOM is the finite-
difference method (FDM) unlike the classical DOM which employs finite-volume
technique for this purpose. In the FDM, the spatial derivatives are replaced by linear,
algebraic approximations derived generally from a Taylor series expansion. The
spatial discretization schemes used in this study are the two- and three-point upwind
schemes (DSS012 and DSS014) [88, 89]. The reason behind the choice of upwind
schemes is as follows. After the implementation of false-transients approach, the
discrete ordinates equations take the form of first-order hyperbolic PDEs for which
upwind schemes are strongly recommended [88,89] due to consideration of the
direction of propagation of the dependent variables which eliminate the numerical
oscillations caused by central differencing. The formulation and order of accuracy
of the selected schemes are presented in Table 2.2.

Table 2.2 Spatial differencing schemes [88,89]

Name of the Order of
Stencil Formulation
scheme accuracy

2-point upwind

i — ling) /AN O(AX
(DSS012) o (i = li-1)/ (A2)

3-point upwind

o—Cc—e 3L —4Li_, + 1,_,)/2AA O(AN?
(DSSOI4) ( 1 1-1 1 2)/ ( )

The third factor affecting accuracy of MOL solution of DOM is the ODE integrator.
In this study, ODE solver utilized is ROWMAP which is based on the ROW-
methods of order 4 and uses Krylov techniques for the solution of linear systems.

By a special multiple Arnoldi process the order of the basic method is preserved
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with small Krylov dimensions. Step size control is done by embedding with a

method of order 6. Detailed description of ROWMAP can be found elsewhere [90].

2.4. Structure and Operation of Computer Code

Figures 2.3 and 2.4 show the flow diagram of the computer code Method of Lines

Solution of Discrete Ordinates Method for absorbing, emitting and scattering

medium in rectangular coordinates (MOLSDOM - AESM). The general steps of the

computer code are as follows:

1.

A S B

10.

Define the subdivision of the enclosure, number of wide bands, order of
approximation and number of equations in the system of ODE:s.

Declare 6-D arrays to store intensities, position derivatives, and time derivatives
at each ordinate of each grid point. The 6-D arrays are of dimensions
[INXXNYXNZxNDxNMxNB] where NX, NY and NZ are the number of nodes
along x, y and z-axes respectively, ND is the number of octants considered in
the calculation (ND=8 for a 3-D problem), NM is the number of ordinates
specified by the order of angular quadrature and NB is the number of wide
bands for particles (NB=1 for grey particles).

Specify parameters for the ODE integrator which are the initial time, final time,
print interval and the error tolerance.

Specify initial condition for the intensities.

Read in input data specifying the physics of the problem which are, the
dimensions of the enclosure, emissivities of the walls, gas composition of the
medium, temperatures and temperature profiles of the medium and the walls.
Specify direction cosines and corresponding weights.

Initialize the intensities at all ordinates at all grid points.

Print interpolated temperature profiles of the medium and side wall.

Read in input data related to radiative properties of the medium which are gas
and particle absorption coefficients, particle scattering coefficient and
coefficients of the scattering phase function.

Calculate the scattering phase function for each incoming and outgoing

ordinates.
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11.

Set boundary conditions for the intensities leaving the boundary surfaces by

using Equations 2.10 and 2.11.

Calculation of the Approximations for the Spatial Derivatives:

12.
13.
14.
15.

16.

17.

18.

19.

Specify the spatial discretization scheme (DSS012 or DSS014).

Specify an octant and ordinate.

Specify a discrete location on the y, z plane.

Store the values of the intensities (at this direction and location) along x — axis
in a 1-D array.

Call for spatial discretization subroutine which accepts the 1-D array of
intensities as an input and computes the derivative with respect to x — axis as an
output over the grid of NX points.

Transfer the 1-D array of spatial derivatives into 6-D array of x — derivatives.
Repeat steps 13-17 for all discrete locations on y-z plane, all ordinates and all
octants.

Repeat steps 13-18 for derivative terms with respect to y and z-axes, forming

1-D arrays along y and z — axes.

Calculation of the Time Derivatives:

20.
21.

22.

23.

Set the signs of the direction cosines for each octant.
Calculate the time derivative of intensity at each node for each ordinate of each

octant using Equation 2.17 to form a 6-D array of time derivatives.

Set boundary conditions for the intensities leaving the boundary surfaces by
using Equation 2.10 and Equation 2.11.
Transform the 6-D arrays of intensities and time derivatives into 1-D arrays to

be sent to the ODE solver.

Integration of the system of ODEs:

24.
25.
26.

Set the initial conditions required for the ODE integrator.

Set parameters for the ODE integrator.

Call the ODE solver subroutine to integrate the system of ODEs by using a time
adaptive method. The ODE propogates in time by solving for the intensities at
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27.
28.
29.
30.
31.

32.
33.
34.

35.
36.

a time step j, calculating the time derivatives by performing steps 11 to 23 and
integrating again to solve for intensities at the new time step j+1.

Return to the main program at prespecified time intervals.

Check if ODE integration has proceeded satisfactorily.

Transfer the solution at current print point from the 1-D array to a 6-D array.
Set the boundary conditions at current time step.

Check for convergence by comparing the solutions at current time step with
those at previous three time steps. If current solution is within the specified
range of the previous solution, convergence is established go to step 35.

If convergence is not established, save the solution for convergence check.
Check end of the run time if final time is not reached go back to step 13.

If convergence is established or final time is reached, calculate the parameters
of interest such as incident radiative heat flux and radiative energy source term.
Print output.

Stop.
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START
v

Set subdivision of the enclosure, order
of approximation and number of
equations in the ODE system

v

Read input parameters for ODE
integrator (initial time, final time,
print interval and the error tolerance)

v

Read input data specifying the physics
of the problem which are, the
dimensions of the enclosure,

emissivities of the walls, temperatures

and temperature profiles of the
medium and the walls.

v

Call subroutine QUADRATURE
Specify direction cosines and weights

v

Call subroutine INITIAL_RAD
Initialize the intensities at all ordinates
at all grid points.

v

Call subroutine PROPERTY
Read in input data related to radiative
properties of the medium which are
gas and particle absorption
coefficients, particle scattering
coefficient, coefficients of the
scattering phase function.

v

Calculate the scattering phase function
for each incoming and outgoing
ordinates

¥

Call subroutine DERV_RAD
Specify the spatial discretization
scheme to calculate initial time
derivatives

Print output file

Call subroutine SOURCETERM
Calculate incident radiative heat flux
and radiative energy source term

A

Yes

»
|

No

Check end of run
time T<TF?

Yes

A 4

A

Store

solution for

next

convergence

test

Is convergence
established?

A

Call subroutine ROWMAP
» To perform integration up to

A
Intensities at

time t=0

A 4

SUBROUTINE DERV_RAD
See Figure 2.4

Time derivatives of

intensities at time t=0

Time derivatives of

Intensities

next print time

A

Intensities at

Intensities at time t time t+TP

A 4

SUBROUTINE ROWMAP

P
<«

»

Ll
Time derivatives

of intensities

Figure 2.3 Flowchart for MOLSDOM - AESM

30




Subroutine DERV_RAD
|

Read in data:
e subdivisions of the enclosure
e temperatures or temperature profiles
e radiative properties
e direction cosines

Call subroutine BACKTRANSFER
Back-transform the dependent variables to
the 6-D arrays to be used in DERV_RAD

Call subroutine BCONDXI
Set the boundary conditions

A A

Transfer the dependent variables in 6-D
array to 1-D arrays since spatial derivatives
are to be computed w.r.t. first dependent
variable, x

Call subroutine DSS012 or DSS014
Spatial discretization subroutines

Back-transfer the dependent variable from
1-D array to 6-D array

Repeat this for each ordinate of an octant

Repeat this for each octant

Repeat this for other independent variables

A A

Calculate the derivative of the dependent
variable with respect to time

A\ 4

Repeat this for each ordinate of an octant

Repeat this for each octant

\ 4

Call subroutine Transfer
Transfer the dependent variables to
be used in ROWMAP

RETURN

Figure 2.4 Algorithm of the subroutine DERV_RAD
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CHAPTER 3

RADIATIVE PROPERTY ESTIMATION TECHNIQUES

In order to determine radiative heat transfer accurately, both accurate solution of the
RTE and reliable evaluation of radiative properties of the medium and surrounding
surfaces are required. In the preceding chapter, MOL solution of DOM as an
accurate and CPU efficient technique for the solution of RTE has been explained.
In this chapter, Grey Gas (GG) model for gas and Mie theory and geometric optics
approximation (GOA) for grey particles are described to estimate radiative property

of particle laden combustion gases.

3.1. Property Estimation of Gases

The most fundamental radiative property of participating gases is the absorption
coefficient. A number of models with varying degrees of complexity and accuracy
has been developed so far for the estimation of the radiative properties. These
models can be classified into two main groups, namely grey and non-grey gas
radiative property models. Non-grey models take into account wavelength
dependency of radiative property whereas grey gas model assumes that radiative
property is independent of wavelength. From the view point of accuracy and CPU
efficiency, Grey Gas model has previously been found to be sufficient in the
presence of particles according to study carried out by Ates et al. [28]. Therefore,

the details of the grey gas model will be described in the following sub-section.
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3.1.1. Grey Gas Model

In Grey Gas model, a single value of the absorption coefficient is used to represent
whole spectrum as it assumes that radiative property is independent of wavelength.
In this model, radiative properties of participating combustion gases are estimated
by Leckner’s correlations [35], which require the partial pressures of carbon dioxide
and water vapor, the gas temperature and mean beam length, L,,,. Calculation of the

gas emissivity, &g, through Leckner’s correlations leads to gas absorption

coefficient, Ky, expressed by

1
Kg = —L—xln(l—sg) 3.1

m

3.2. Property Estimation of Grey Particles

Particles continuously emit and absorb radiation in the entire spectrum and also
scatter radiation depending on their size. Therefore, particle radiation depends on its
absorption coefficient, scattering coefficient and scattering phase function. As
spectral solution of particle radiation is complex and computationally demanding, it
is common to use grey approach. Mie theory and geometric optics approximation
(GOA) will be described to estimate the radiative properties of grey particles in the

following sub-sections.

3.2.1. Mie Theory

Mie theory is used to determine the radiative properties of the particles. For accurate
prediction of radiative properties of the particles it is essential to solve Maxwell’s
equations. The amount of scattering and absorption by a particle is expressed in
terms of the scattering cross-section, Cgc ¢, and absorption cross-section, C,p,s. The
total amount of absorption and scattering, which is called as extinction,

is expressed in terms of the extinction cross-section,

Cext = Cabs + Cscat (3.2)

the extinction and scattering cross sections are evaluated by using Mie theory

34



2ma?
Cocat = g Y 20+ D(Janl? + by (3)
n=1

2ma’

Cext =

> nZl(zn + 1)Re(a, + by) (3.4)

where a is the radius of the spherical particle. The Mie scattering coefficient a,, and

b, are complex functions of x and y = mx,

o2 Y DY) = MU () ()
! lIJn,(Y)En(x) - mlIJn(Y)En'(x)

(3.5)

b. = mll"n,(y)an(x) - ll—’n(Y)Lljn’(x)

= 3.6
" e ()% () = n (e () (3.6)

The functions {1, and §, are known as Ricatti-Bessel functions and related to
Bessel and Hankel functions by [35]

1 1

2

0@ =(3) 1@, w@=(G) 1@ 6D

After determining Mie scattering coefficients a, and b,,, the phase function can

be calculated from

ip +1,
PO) =2 (3.8)
szscat
where i; and i, are nondimensional polarized intensities calculated from
i;(x,m,0) =[S, and i(x,m, 0) = [S,|? (3.9)
S:(®) and S,(0) are the complex amplitude functions and expressed by
- (20 + 1)
— . A
S,(0) 1 nnt D) [a,T, (cos O) + b, T,(cos O)] (3.10)
n=
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(20 + 1)

S,(0) = =1m [b,,(cos ©) + a,T,(cos 0)] (3.11)

n

where the direction dependent functions m, and T, are related to Legendre

polynomials P, by

dP,(cos 9)
= 3.12
1, (cos ©) Tcos 0 (3.12)
dm,(cos ©)
_ _ sin2g Tmicos Y) 3.13
1,(cos ©) = cos O 1, (cos O) — sin%0 Tcos o (3.13)
where Legendre polynomial P, is expressed by
Py(cos®) =1
P;(cos®) = cos 0O
1
P,(cos®) = 5 (3(cos®)? —1)
1 3
P;(cos@®) = 3 (5(cos®)° — 3 cos0) (3.14)

n

p0=> (0" (E)

k=0

2

However, calculation of phase function from Equation 3.8 is tedious due to nature
of Equation 3.9 and calculations must be carried out for every scattering angle 0
[35]. In order to facilitate the calculations, if the particle is axisymmetric Mie

scattering phase function can be expressed by Legendre polynomials
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®(0) =1+ ZAnPn(cos 0) (3.15)
n=1

where 0 is the scattering angle between radiation directions Qv ,» and Qp,, , Ay
is determined by curve fitting to the Mie results as shown by [91] and P, is the
Legendre polynomial of degree n. Although it is possible to calculate numerically
exact Mie phase function, it is common to approximate the scattering phase function

as a truncated Legendre series:

N
®.(0) =1+ Z AP, (cos ©) (3.16)
n=1

where N is the chosen order of approximation and is a function of the size

parameter (x = 1Td/ }\) and the complex refractive index (m = n - ik) [91].

Radiative properties of particles are generally calculated by using the BHMIE code
based on Mie theory [92]. In the code, the logarithmic derivative, D,,, is used to

evaluate the Mie scattering coefficient a,, and b,,.

d
Dn(z) = " Yn(2) (3.17)

Then Mie scattering coefficients, Equations 3.5 and 3.6, can be rewritten as

_ [Dn(Y)/m + n/x]lljn(x) B qJn—l(x)

= a0 /m + /3180 () — G (X G-19)
— [mDn(Y) + I’I/X]llJn(x) - lIJn—l(x) (3 19)
! [mDn(Y) + n/x]zn(x) - En—l(x) .
where the recurrence relations are used as
') = s ()~ 2
(3.20)
En,(z) = En—l(x) - nEr;c(x)
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to eliminate Jr,," and &,,". The logarithmic derivative satisfies the recurrence relation

n 1

Dp1=7- 3.21
n-1=7 Dn+§ (3.21)

D, (y) in equations 3.18 and 3.19 is computed by the downward recurrence relation

between Equation 3.21 beginning with Dyyx.

In BHMIE, series are terminated after NSTOP terms, where NSTOP is the integer
closest to x + 4x'/3 + 2 and NMX is taken to be Max (NSTOP, |y|) + 15 and Dymx
starts with 0.0 4 i0.0.

Both Y, and &, (= &, — ix,) satisfy

2
na () = (x) — Yp_q (%) (3.22)

and are computed by this upward recurrence relation beginning with
P_;(x) = cosx, Py(x) = sinx, X—1(x) = —sinx, x,(x) =cosx (3.23)

Detailed description of the BHMIE code can be found elsewhere [92]. Moreover,
calculation of asymmetry factor, g, is added into BHMIE code to evaluate scattering

phase function approximated by the Henyey-Greenstein phase function as [35]

4ma? n(n + 2) 2n+1
= R b,b;, —————Re{a, b’ ] (3.24)
=5 CE[ elandhys + babiya) + s Refanb’)
BHMIE code based on Mie theory is used to provide particle extinction and
scattering efficiencies and asymmetry factor for each particle size. After calculating

the efficiencies for each size interval i between (-dpn4q +dp,) radiative

coefficients of the particles can be computed by

dp,n+1 2
d
Kp,i = f Qabs . T[% . n(dp). ddp (325)
dp’n
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d
g = j Qscat- T~ .n(dp).dd, (3.26)

where d,, and n(dp) are particle diameter and particle size distribution function,

respectively. After integrating above equations for each size interval, absorption and

scattering coefficients can be expressed as

T
Kp = Z( Kp), (3.27)
i=1

T
0s= ) (o9 (3.28)
i=1

where T represents the total number of particle sizes under consideration.

Although the total absorption and scattering coefficients of the medium are
calculated by summation over radiative properties of all sizes, estimation of the
asymmetry factor of the medium is based on surface area weighted average of

particles as shown below

(dp.i)z
T 3.29
g= Z A—zl- - 8i- I’I(dp'i) ( )

where A, represents total cross sectional area of the particles.

3.2.2. Geometric Optics Approximation (GOA)

If a particle is relatively large compared to wavelength of incident radiation (x >>
1), Mie theory calculations for property estimation do not provide CPU efficient
predictions because the series expansions used to evaluate the expressions in the full
Mie theory converge very slowly [93]. Therefore, some approximations are used in
order to provide CPU efficient property estimation by considering particle size

parameter which is defined as
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x=—P (3.30)

where dj, and A represents diameter of spherical particle and wavelength of incident

radiation, respectively.

For GOA to be applicable, size parameter of the particles are expected to be larger
than 25 [35]. For particles which are large, opaque and reflect radiation diffusely,

the extinction efficiency can be expressed by

Qext = 2 (3.31)

In the above extinction efficiency expression the half is due to diffraction and the
other half is due to absorption and reflection. Refraction is not taken into
consideration since the particles are large and opaque; that is, any ray refracted into
the particle will be totally absorbed [35]. Absorption and scattering efficiencies of
the particle are calculated by using the reflectivity of the particle;

Qs =a =1-p (3.32)

Qscat = Qext — Qabs (3.33)

where a and p represents absorptivity and reflectivity, respectively.

Fresnel’s relations are used to estimate reflectivity of the particles using the complex
refractive index, m=n-ik, within the spectral range of interest. For directional-
hemispherical reflectivity in normal direction, the simplest approximation to
Fresnel’s relations is obtained if the absorption index is much smaller than the real

part (k2 << (n-1)?). [35]:

o = (22) 534

where p, and n are reflectivity in normal direction and the refractive index of
particle, respectively. It should be noted that Equation 3.34 is valid only for normal
direction. However, it is a good approximation as emissivity (so does reflectivity for

an opaque medium) is almost constant between 0-60°, which is acceptable for
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furnace applications as the incident radiation [35] is expected to fall within this
range. On the other hand, this assumption may lead to a considerable error for high
values of the scattering albedo of the medium. For higher accuracy, reflectivity

averaged over the hemisphere can be used [94]:

_ 1 @Bn+Dn-1) n*@m*-1)? m-1
Pt em+ 2z T T+ <n+1>
(3.35)
2n3(n? +2n-1) 8n*(n* + 1)

T ADm =D Tt Dmi= Dz

Nevertheless, utilizing the reflectivity averaged over the hemisphere may result in
incorrect predictions since it neglects angular dependency of reflectivity in
absorption index [42]. Another approach for calculating reflectivity, which is
referred as GOA3 in previous publication [42], is to integrate directional-
hemispherical reflectivities obtained with the Fresnel’s relations over all directions.

Integration is performed numerically with 1° intervals between 0-180° [42].

After calculating the reflectivity, absorption and scattering efficiencies can be
calculated from equations 3.32 and 3.33. By using these efficiencies, absorption and

scattering coefficients of particles for a discrete mass size distribution, can be

expressed by
dp,max 2
d
Kp = f Qabs.n%.n(dp).ddp (3.36)
d-p,min
dp,max 2
d
o = f Qscat.n%.n(dp).ddp (3.37)
d-p,min

where dj, and n(dp) are particle diameter and particle size function, respectively.

Unlike Mie theory, scattering and absorption efficiencies of the particle do not
depend on particle size in GOA. Hence, if particle size function is substituted into

above equations, the radiative coefficients can be calculated by
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dpn+1

1.5Q.1,sAB; dd
Chrvnll s @39
Pp(Adp)i p
p.n
dpn+1 dd
1.5 AB;
Ogi = Qscat 1 j -p (3.39)
pp(Adp)i d dp
p.n

where pj, is particle density and AB; is the mass retained in interval i between (-
dpn+1 +dpn). After the integration with respect to particle diameter, absorption

and scattering coefficients of the particles expressed as summation over all intervals

are found as;

T

% _ ; (%)l (3.40)
T

%=;<%)l (3.41)

where T represents the total number of particle sizes under consideration.

Sauter mean diameter of particle size distribution is used in Mie theory in order to
calculate the asymmetry factor of the medium as it eliminates the necessity for
evaluation of asymmetry factor by Mie theory for each particle size in the

distribution.

3.2.3. Scattering Phase Function and Its Normalization

In addition to estimation of absorption and scattering coefficients of the particles
accurately, it is important to account for scattering properly while modeling the
radiative heat transfer in particle laden combustion gases. Scattering is represented
by scattering phase function, which is the probability distribution of radiation
propagating in a given direction scattered into another direction due to the

presence of particles along its path. Scattering of radiation can be determined from
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the Mie theory provided that the complex refractive index and the size parameter of
the particles are known. If the particle is axisymmetric, the phase function is
represented by Legendre polynomials of the n™ order (Equation 3.16). In the
numerical solution, the phase function is approximated by finite series and number
of terms required is around the size parameter of the particle. With the oscillatory
nature of the phase function, computations become impractical especially for large
size parameters. Therefore, approximated phase functions are usually preferred by

averaging cosine of the scattering angle, known as asymmetry factor:

g = cos(0) = ﬁ ®(0) cos(0) dQ (3.42)

4T

which changes from -1 to +1 representing purely backward scattering and purely
forward scattering, respectively. The simplest approximations are the cases where g
is either 0 or +1. In the former case, equal amounts of radiation are scattered into all
directions (i.e. @ = 1) giving isotropic scattering while in the latter medium becomes
nonscattering. In coal combustion systems it is observed that large coal and ash
particles predominantly have strong forward scattering peaks leading to g values in
the range of 0.5 - 1. As exact numerical solution of Mie scattering phase function is
computationally demanding, some approximations are usually preferred in the

combustion community.

Furthermore, the conservation of both scattered energy and shape of the asymmetry
factor is as important as the implementation of proper phase function approximation
to eliminate changes in the scattering properties of the particles. It is widely known
that DOM discretization of the continuous angular variation of radiative intensity
results in inaccurate radiative heat transfer predictions or does not converge for cases
where scattering is highly anisotropic due to violation of scattered energy
conservation and distortion in shape of the asymmetry factor. In order to alleviate
these problems, phase function normalization techniques have been developed.
These phase function approximations and normalization techniques are described in

detail in the following sub- sections.
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3.2.3.1. Scattering Phase Function Approximations

Acute forward scattering peaks of particles lead to difficulties in numerical solution
of RTE due to highly oscillatory behaviour and extensive computational
requirement of Mie phase function. In order to overcome these difficulties, it is
useful to represent the phase function with approximations. In this section,
commonly known anisotropic scattering phase function approximations are

described.

Linear Anisotropic Phase Function

It is the simplest approximation to Mie scattering phase function. The number of
terms, N in Equation 3.16, required in the series is set to 1 and only first two terms
of Equation 3.16 are included to simplify scattering phase function. The phase

function can be expressed by
P A(0) =14+g.cosO (3.43)

where g and © are the asymmetry factor and scattering angle, respectively.
Integration over all solid angles shows that this phase function is normalized for any
value of g [95]. Figure 3.1 shows linear anisotropic scattering phase function and
unfortunately there is not significant discrepancy between forward scattering peak
of the particles as the particles become highly anisotropic because of the smoothness
of the function. As asymmetry factor of the medium increases the particles are
expected to have strong forward scattering peaks; however, the linear anisotropic
approximation does not represent the strong forward peaks, as seen in Figure 3.2,
even for asymmetry factor of 0.9. Therefore, it is not a good approximation of
scattering for the systems containing particles with acute forward scattering peaks.
As also shown in Figure 3.2, radiation scattering for high anisotropy is not much

different than that of isotropic scattering, for which g is 0.
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Figure 3.1 Phase function for linear anisotropic scattering
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Figure 3.2 Polar plot for linear anisotropic scattering

Geometric Optics Phase Function

From the geometric optics view point, contribution of the diffraction and reflection
to the scattering are calculated separately and then summed up to obtain overall
scattering phase function. The part that is due to diffraction can be expressed by in

terms of Bessel functions as follows:

2], (x sin (E)))2 (3.44)

05(0) = 22
p(0) =x xsin ®
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where x, ® and ], are size parameter, scattering angle and the 1% order Bessel
function, respectively. Diffraction contribution to the scattering phase function is
independent of the optical constants of the particle and is exclusively in the forward

direction (0 ~ 0 to 6° depending on x) [93].

The contribution of reflection from large, opaque, diffusely reflecting and absorbing
spheres is predominantly in the backward hemisphere and can be expressed by

[95,96]

8
dRr(0) = I (sin® — O cos ©) (3.45)

Yu et al. [97] highlighted that agreement between GOA and Mie theory depends on
particle size parameter. Predictions of scattered light intensity with GOA were
benchmarked against those of Mie theory and were found to be in good agreement
for large particles whereas GOA performs rather poor for particles with small size
parameter. Therefore, GOA may lead to inaccurate representation of particle

scattering when medium consists of both fine and coarse particles simultaneously.

Transport Approximation

According to this approximation, the forward scattering peak is represented by a
Dirac delta function and the rest of the scattering is taken as isotropic. The phase

function is obtained as
®.(0) =2g6(1 —cosO) +(1—g) (3.46)

where g represents asymmetry factor. With the use of transport approximation, the
RTE can be written in the same way as that for isotropic scattering; i.e. ® =1 [94].
This is achieved by solving RTE as if the phase function is isotropic with the

modified scattering coefficient:
o, = op,(1—¢g) (3.47)

where o}, is the particle scattering coefficient. It has been shown by Granate et al.

[98] that transport approximation may lead to under prediction of the heat fluxes
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with the increase in asymmetry factor since the phase function is treated as if it is
isotropic and isotropic scattering is not capable of representing the acute forward

scattering peaks of the particles sufficiently.

Delta — Eddington Phase Function

One of the widely used simplification is delta — Eddington. The approximation uses
a two term Legendre polynomial expansion of the actual phase function plus a Dirac

delta function in the forward direction and the phase function is obtained by
Psp(0) = 2f6(1 — cos®) + (1 — )(1 + 3g' cos 9) (3.48)

where f and g’ are forward scattering fraction and expansion coefficients,

respectively and defined as

2

K
.

fog? and g = (3.49)

=] 0Q

—f

Delta — Eddington phase function does not require normalization when DOM is
implemented. The DOM predictions of the incident heat flux normalized by the
emissive power with delta — Eddington approximation was investigated in a 3-D
cubic enclosure containing purely scattering medium [98]. It is concluded that when
the medium has an asymmetry factors up to 0.9 delta - Eddington performs better
than transport approximation as in the latter scattering is treated as if it is isotropic
with utilization of modified particle scattering coefficient in the RTE. Although
delta - Eddington is widely used to represent acute forward scattering, Boulet et al.
[99] showed that discrepancies between heat flux predictions of delta Eddington and

Monte Carlo solutions are about 15%.

Delta — M Phase Function

Delta — M phase function is an extension of delta — Eddington approximation to
higher orders of M. According to this approximation, strong forward scattering peak
is represented by the Dirac delta function. Delta — M phase function [100] is
expressed by
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Dy (0) = 2£6(1 — cos 0) + (1 — Hd*(0) (3.50)

where f is forward scattering fraction and ®*(0) is approximated phase function

expressed by

M
®*(0) = <Z A,* P, (cos @)) (3.51)

n=0

In the above equation M represents the order of approximation. The value of f, M
and A" is important to represent the actual phase function because if the values of
fand A,," are not found in a proper way, the phase function may become negative
for some scattering angles, which is physically impossible [35]. Therefore,
according to the order of approximation limiting conditions related to fand A" are
enforced to avoid negative scattering phase function and as the order of
approximation increases criteria to be utilized would be complicated and so
utilization of limiting conditions becomes tedious [101]. Moreover, the value of M
is chosen arbitrarily for each system under consideration (M = 1 leads to delta —
Eddington approximation). However, the choice should be made carefully. If M is
too small, differences between the approximated and actual phase function are
observed. Also any large value of M does not provide compatible representation of
phase function with Mie theory and the detailed study related to proper M value
selection was carried out by Granate et al. [98]. They also concluded that increase
in M necessitates normalization of phase function with increasing asymmetry factor
when DOM is used for RTE solution. Furthermore, M may be different for each
system so it should be selected by comparing delta — M phase function prediction
with that of Mie theory to ensure its accuracy. Therefore, ensuring the accuracy of
this approximation without any doubt requires much more effort than utilization of

a conventional phase function model.

Henyey-Greenstein Phase Function

Another renowned phase function simplification is Henyey-Greenstein as it

provides good representation of Mie phase function when used together with
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discrete ordinates and spherical harmonics methods [37, 95, 102]. It is only a

function of scattering angle, ®, and asymmetry factor, g, and is expressed by

1—g?2
(1+g?—2gcos0)'5

dys(0) = (3.52)

Figure 3.3 shows scattering phase function approximated by Henyey Greenstein
function. As can be seen from the figure, acute forward scattering peak of particles
is well represented as the asymmetry factor is getting larger. Although Henyey
Greenstein phase function needs to be normalized for large values of asymmetry
factor when DOM discretization is implemented, CPU times required for the
normalization of the scattering phase function are negligible even for optically thick

medium [98].
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Figure 3.3 Henyey-Greenstein phase function
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3.2.3.2. Scattering Phase Function Normalization Techniques

It is widely known that scattered energy in the system should be conserved after
implementation of DOM discretization of the continuous angular variation of
radiative intensity. In order to eliminate deviations in the conservation of scattered

energy, the following criteria must be satisfied.

1
Bs =7 Oy 1, Qo IWine = 1 (353)
T bdm,¢

where @ andw represent scattering phase function and quadrature weight,
respectively. When scattering is isotropic (i.e. @ = 1) equal amounts of radiation are
scattered into all directions and the criteria for scattered energy conservation
(Equation 3.53) is satisfied properly. However, as the scattering is getting strongly
anisotropic it is known that DOM discretization violate scattered energy
conservation criteria and hence results in incorrect radiation predictions or

convergence problems in numerical solution of RTE.

Alteration in shape of the asymmetry factor changes the particle scattering
properties and leads to incorrect radiation predictions. Not only scattered energy but
also shape of the asymmetry factor should be preserved to represent the scattering
behaviour of the particles accurately after the discretization. Thus, discretized phase

function must satisfy the following criteria as well:

1
&= EZ ? cb(ﬂm',{"; ﬂm,f)wm,f cos © (ﬂm’.{’" ﬂm'g) (3.54)
m,

where 0 is the scattering angle between discrete directions Q.1 , and Qpy, .

Therefore, normalization techniques have been developed in order to maintain

conservation of both scattered energy and shape of the asymmetry factor.

51



Normalization of Wiscombe

The very first normalization method was proposed by Wiscombe [103]. Specific
corrective factors for each individual direction is used in order to provide

conservation of the scattered energy and the phase function is normalized as
(R g1, P e) = (L4 Ve + Vinr,or) X (Rt g1, Q) (3.55)

where Y, 0 and y,, pr are solutions to the system of equations

1
4 § 1?(1 + Vme + Vm’,{”)q)(ﬂm’,t’" 'Qm,t’)wm,{’ =1 (3.56)
m,

Boulet et al. [99] showed that this normalization technique leads to over prediction
of the heat fluxes when compared with finite volume method and Monte Carlo
solutions for highly anisotropic scattering as preservation of asymmetry factor is not

considered.

Normalization of Kim and Lee

One of the commonly known method to conserve scattered energy was proposed by
Kim and Lee [68]. According to this normalization method,
scattering phase function is multiplied by a normalization coefficient that is inverse
of scattered energy conservation criteria for the specific radiation direction Q7 »r

and as a result new phase function is obtained by,

-1
_ 1
B(Qun 1, Uing) = qa(ﬂml,e/,ﬂm,g)x(EZ fq)(nm,,{,,,nm,f)wm,f) (3.57)
m,

Although the normalization technique satisfies Equation 3.53, it has been shown
that implementation of Kim and Lee’s normalization does not necessarily conserve
the phase function asymmetry factor for strongly forward scattering hence leads to

poor radiative heat transfer predictions [98, 99, 104-106].
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Normalization of Mishchenko et al.

Mishchenko and his coworkers proposed another normalization method for
conservation of scattered energy. Considering that the magnitude of the forward
scattering term (where cos®=1) was significantly larger than the remaining discrete
phase function directions for strong forward scattering Henyey-Greenstein phase
function [107], they suggested that rather than normalizing every direction of
scattering phase function, normalization of only forward scattering term is sufficient
for scattering energy preservation. The normalized value of the forward scattering

phase function is expressed by

aS(Qm’,1€’lﬂm’,€’) = (1 + Am’,#’) X q)(ﬂm’,f"ﬂm’,f’) (3.58)
where A, is the forward — scattering normalization vector parameter and
expressed as follows [108]:

AT — Yo p P( QL o7, Qi 2) Win ¢

A 1=
m’ Cb(ﬂml‘{)r, ﬂmI,gI)WmI’gl

(3.59)

However, this normalization technique does not guarantee conservation of phase
function asymmetry factor hence leads to incorrect radiation predictions as noted by
[107]. Another drawback of the method is that it is only valid for forward scattering
phase functions (g > 0). For backward scattering problems (g < 0) Equation 3.59
must be re-derived so that the backward scattering phase function term is normalized
[107]. Hence, it is just a simpler alternative of Kim and Lee normalization method

since only forward scattering term is conserved [107].

Normalization of Kamden Tagne

Kamden Tagne proposed another normalization procedure by extending the
normalization procedure of Mishchenko et al. in order to conserve asymmetry factor
after discretization. Similar to Mishchenko et al., only forward scattering term
conservation was thought to be sufficient, as shown in Equation 3.58. The

asymmetry factor conservation condition, Equation 3.54, is taken as basis for
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calculation of the normalization parameters. After implementation of normalization,

Equation 3.54 is expressed as:

1

Ezm’g (D(ﬂml,gl, ﬂm,{’)Wm,t’ cos0® (ﬂ'm’,t’" ﬂm,t’) +

(3.60)
1
E (1 + Am’,{") X q)(ﬂm',f'lﬂm’,{”)wm’,#’ cos © (Qm’,{’"ﬂm’,f’) =g

where A/, is the forward — scattering normalization vector parameter and

expressed by

4mg — DL, 7 o1, Qo ) Wiy pCOS O (1 o1, Q)
Am’,€’=( g Zm,{’ ( m',f m,l’) m,? ( m',f m,{’)) (3.61)

) (ﬂml‘gl, ﬂm’,g’)Wm”{’

where the denominator is simplified by the fact that cos® (Qm"g’,ﬂm’g) = 1.
Although this technique has an advantage over the previous normalization methods
by conserving the asymmetry factor, preservation of scattered energy is not
guaranteed and hence it could result in inaccurate radiative heat transfer predictions

[107].

Normalization of Hunter and Guo

In an optimal normalization procedure, both conservation of scattered energy and
phase function asymmetry factor should be satisfied simultaneously to eliminate the
errors in radiative heat transfer predictions. All above normalization methods are
capable of conserving either scattered energy or phase function asymmetry factor;
that is, the both quantities cannot be preserved simultaneously. Therefore, Hunter
and Guo proposed another normalization procedure to eliminate both deviations in
the conservation of scattered energy and alterations in asymmetry factor at the same
time. In this normalization technique scattering phase function values are

normalized as

Dy o, Q) = (1 + Ay g7 mp) X P(Qpy o7, Qi ) (3.62)
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where the normalization parameter Ay, ., are determined such that
&:(nm,, 2, Qm ¢) satisfies the Equations 3.53 and 3.54 simultaneously, as well as a
directional symmetry condition (a(ﬂm”gf, Qnp) = Eﬁ(ﬂm‘g, Q.. p)) [107]. The
validity of DOM predictions with this normalization procedure is shown in literature
by comparing predictions of finite volume method (FVM) [98, 104, 109] and Monte
Carlo (MC) solutions [98, 110, 111]. However, this normalization method requires
predetermination of normalization parameter which necessitates more
computational effort [106] and does not take into account backward scattering term.
Therefore, Hunter and Guo have recently suggested a new normalization technique
in which backward scattering term is normalized in addition to the forward
scattering term to provide conservation of the scattered energy and phase function
asymmetry factor simultaneously [107]. According to the method, Equations 3.53
and 3.54 are still valid but only the forward and backward scattering terms are

normalized with normalization parameters A,/ ,» and B /- ;- expressed as follows:

EiS(ﬂm’,{"' 'Qm',l") =1+ Am’,{")cb(ﬂm’,t’" ﬂm’,t") (3.63)
Cpﬁ(ﬂm’,t"lﬂm’_,t’") = (1 + Bm’_,{’")q)(ﬂm’,{’"ﬂm’_,{’") (3.64)
where
1
At gt = X (3.65)

2P (le'tpl, le—'gl—)Wml’gl

M,L
4m(l+g) - Z (R o7, R ) Win g (1 +cos 0 (o1, ﬂm,e))
m,?
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1

B I— pl— = X
m'~,¢ Z(D(ﬂml,gr,ﬂmr—‘{;r—)er—‘{;r— (366)

M,L
AT(1= ) = ) @ B )W (€05 © (V1. Qi) = 1)
m,?

Predictions of DOM with this normalization technique were benchmarked against
those of Monte Carlo and finite volume method and were found to be in good
agreement with benchmark solutions [107]. Moreover, the normalization technique
is tested for an axisymmetric cylindrical enclosure with optically thin and thick
media [98]. The results with this normalization are benchmarked against finite
volume method and the results are in good agreement with each other for various
asymmetry factor. It is also shown that CPU times required for the normalization of

scattering phase function are negligible.
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CHAPTER 4

0.3 MW: METU ABFBC TEST RIG

In this chapter, 0.3 MW Middle East Technical University (METU) Atmospheric
Bubbling Fluidized Bed Combustor (ABFBC) Test Rig and its operating conditions
are described to provide necessary parameters for radiative property estimation of
the medium. The input data required for the model and its validation were provided
from the experimental data, which was previously taken from METU 0.3 MW;
ABFBC Test Rig operating with and without recycle of fine particles.

4.1. Description of the Test Rig

The main body of the test rig is a modular combustor formed by five modules of
internal cross section of 0.45 m x 0.45 m and 1 m height. Inner walls of the modules
are lined with alumina based refractory bricks of 6 cm thickness and insulated. The
first and fifth modules from the bottom refer to bed and cooler, respectively, and the
ones in between are the freeboard modules. There exist two cooling surfaces in the
modular combustor, one in the bed and the other in the cooler, providing 0.35 m?
and 4.3 m? of cooling surfaces, respectively. There are 14 ports for thermocouples
and 10 ports for gas sampling probes along the combustor. In order to measure
concentrations of Oz, CO, CO2, SO> and NOx along the combustor at steady state,
combustion gas is sampled from the combustor via gas sampling probes and is
transferred through a heated line to the gas conditioning system, where the sample
is filtered, dried and cooled to be fed to analyzers. After measurement of species
concentration, sample gas is vented to the atmosphere. In addition to thermocouple

and gas sampling probes, two ports for feeding coal/limestone mixture are provided
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in the bed module, one 0.22 m and the other 0.85 m above the distributor plate. The
process values such as flow rates and temperatures of each stream, gas composition
and temperature along the combustor are logged to a PC by means of a data
acquisition and control system, Bailey INFI 90. The flow sheet of 0.3 MW METU
ABFBC test rig is shown in Figure 4.1 and further details of the test rig can be found
in elsewhere [20,63,112].

Radiative heat fluxes incident on the refractory side walls of the freeboard were
measured by water cooled radiometer with Medtherm 48P-20-22K heat flux
transducer during the steady state operation of the test rig. Details of transducer are
available in elsewhere [20].The radiometer eliminates the effects of convection and
measures only the incident radiative heat flux. The radiometer probe was inserted
into the gas sampling ports at five different heights along freeboard flush with the
inner surface of the refractory side wall. The radiometer output for incident radiative
heat flux was read by using Medtherm H-201 digital heat flux meter with certified

calibration
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4.2. Operating Conditions

Experiments were carried out with typical low calorific value, high volatile
matter/fixed carbon (VM/FC) ratio and high ash content Beypazari lignite in two
sets; one without and the other with addition of limestone [113]. In both sets, the
lignite was burnt in its own ash. Experiments conducted without limestone addition
are taken into consideration in this study. Representative samples from the coal were
subjected to sieve analyses and proximate and ultimate analyses. The results of

these analyses are shown in Table 4.1.

Table 4.1 Characteristics of Beypazari Lignite

Sieve Proximate Analysis Ultimate Analysis
Analysis {as received) (drv)
Size (mm) Weight (%) | Component | Weight (%) | Component | Weight (%)
4000 -3350 115 Moisture 137 C 381
3350-2360 202 Ash 364 H 32
2360 -2.000 17.7 VM 327 0 124
2000-1.700 168 FC 172 N 14
1.700—1.180 15.7 S combustible 21
LHV =125 MI'kg

1.180-0710 122 Statal 43
Prulk = 905 kg/m’

0.710 — 0.000 39 Ash 422

Radiative heat flux measurements were carried out in two combustion tests, one
without (test case 1) and the other (test case 2) with recycle of fine particles.
Freeboard fly ash particle load is taken as the sum of the particles collected by
cyclone and baghouse filter. Particle load determination in the test with recycle
needs further elaboration of the recycling system of the combustor under
consideration as follows. Cyclone catch particles pass through an air lock (i.e., a
rotary valve) and fall onto a diverter. Depending on the position of the diverter,
particles are either discharged from the system to a continuously weighted ash
storage bin (load cell) for experiments without recycle or flow back to the combustor

for re-firing. The fraction of a short time interval over which the position of diverter
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remains on the recycle mode determines the recycle ratio. Continuity of flow is
provided by repeating this time interval periodically. In order to provide a wider
range of recycle ratio and yet not to disturb the steady state conditions within the
combustor, a periodic time interval of 10 s was selected. For experiment with recycle
(test case 2), the diverter remains nine units of time on the recycle mode and one
unit of time on no recycle mode. Cyclone flow rate (26.58 kg/h) shows the flow rate
of particles in no recycle mode for one unit of time, which gives the recycle flow
rate when multiplied by 9. Recycle flow rate of 239.22 kg/h leads to an order of
magnitude increase in particle loading. Table 4.2 lists some of the operating
conditions of the two experiments at steady-state. Further experimental details of

the test cases can be found in elsewhere [63].

For radiative property estimation of particle laden combustion gases, particles
collected from both cyclone and baghouse downstream of the freeboard are
subjected to sieve analysis and laser light scattering technique for particle size
distribution. Additive rule is applied to obtain actual size distribution in the
freeboard and final particle size distributions (PSD) for both combustion tests are
shown in Figure 4.2. The properties of the cyclone and baghouse filter streams
required for the radiative property estimation are presented in Table 4.3. Mineral
composition of the fly ash particles for both test cases are shown in Table 4.4.
Temperature measurements were conducted on a discrete grid of points along the
freeboard at steady state operation. Figure 4.3 shows the temperature profiles along
the freeboard region for test case 1 and 2, respectively. In order to facilitate the use
of these measurements as input data in the calculation of radiative exchange, the

experimental data were represented by high order polynomials given in Table 4.5.
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Table 4.2 Operating conditions of the experiments

Test case 1 | Test case 2
Coal flow rate (kg/h) 101 101
Cyclone ash flow rate (kg/h) 23.65 26.58
Baghouse filter ash flow rate (kg/h) 1.08 3.43
Recycle ratio* 0.0 2.37
Air flow rate (kmol/h) 22 21
Excess air (%) 43 36
Superficial velocity (m/s) 3.0 2.8
Particle load, B (kg/m?) 0.011 0.131
Average bed temperature (K) 1148 1119
Average freeboard temperature (K) 1120 1178
Average H20 concentration (%) 10 10
Average CO: concentration (%) 10 11
*Recycle ratio = (Recycle flow rate)/(Coal flow rate)
10
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A = = Test case 2
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Figure 4.2 Particle size distribution for test case 1 and tes
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Table 4.3 Properties of fly ash streams

Test case 1 Test case 2
Cyclone
Particle density (kg/m?) 1029 931
Particle size range (um) 0.5<d<850 0.5<dp<850
Particle load (kg/m?) 0.011 0.129
Baghouse filter
Particle density (kg/m?) 536 633

Particle size range (um) 0.5<d,<124 0.5<dp<68

Particle load (kg/m?) 0.0005 0.0017

Table 4.4 Fly ash compositions

Component Welght (%)
Test case 1 | Test case 2
Si02 45.71 47.26
ALO; 16.42 16.87
Fe2Os 13.46 13.16
CaO 0.40 0.44
MgO 1.00 1.01
Ti02 5.06 3.62
K0 2.25 1.89
SO3 8.87 8.72
NaxO 6.82 7.03
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Table 4.5 Polynomials for temperature profiles

Test case 1 Test case 2
a0 =1149.66 | ap =1106.52
ar =-15.50 | a1 =16.62

Medium temperature profile (K) a =-1.351 a; =-90.85
Tm(@)=35_, a;Z! a; =42.65 | a3 =116.33
as =-30.56 | a4 =-50.22
as =7.84 as =9.59
as =-0.71 as =-0.73
bo =1146.50 | bo=1110.44
b1 =40.50 b1=61.59
Wall temperature profile (K) by =-129.23 | 02=-226.77
Tw(z)=35_, b,z by =137.01 | b3=246.25
by =-62.89 | bs=-106.20
bs =13.14 bs=20.58
bs =-1.04 be=-1.52
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4.3. Approximation of the Freeboard as a 3 — D Radiation Problem

In order to apply the radiation models to the freeboard, it is required to provide
temperatures and radiative properties of the medium and surrounding surfaces
properly. The physical system under consideration is the freeboard region of
METU 0.3 MW; Atmospheric Bubbling Fluidized Bed Combustor (ABFBC).
Freeboard is treated as a 3-D rectangular enclosure containing grey absorbing,
emitting gas with grey absorbing, emitting and non/isotropically/anisotropically
scattering particles surrounded by grey/black diffuse walls. The cooler boundary at
the top, which consists of gas lanes and cooler tubes, is represented by an equivalent
grey surface of effective emissivity and temperature related to area weighted
average emissivity and emissive power of the components, respectively. Details of
the treatment of tube-row/gas lane combination can be found elsewhere [20]. The
boundary with the bed section at the bottom is represented as a black surface due to
Hohlraum effect [20]. The side walls are taken as grey, diffuse walls. Table 4.6
shows the radiative properties of the surrounding surfaces. The physical system and

the treatment of the freeboard section are schematically illustrated in Figure 4.4.

Table 4.6 Radiative properties of the surrounding surfaces

Test case 1 | Test case 2
Temperature of top surface, Ttop (K) 908 940
Temperature of bottom surface, Tbottom (K) 1144 1103
Emissivity of top surface, &top 0.87 0.87
Emissivity of bottom surface, €bottom 1.00 1.00
Emissivity of side surfaces, ew 0.33 0.33
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In addition to radiative properties of the surrounding surfaces, estimation of
radiative properties of the particle laden combustion gases consisting of CO»2, H2O
and fly ash particles bounded by the freeboard walls is necessary to provide accurate
representation of radiative heat transfer. The radiative properties of the medium are
assumed to be uniform and constant throughout the freeboard. This assumption is
based on uniform CO> and H>O concentrations measured along the freeboard and
the fact that particle concentration and size distribution can be represented by the
material sampled from the cyclone and baghouse filter [113]. For calculating the
radiative properties of the particle laden combustion gases within the METU
ABFBC Test Rig, temperature and gas composition data are obtained from [113].

CO; and H>O concentrations are important for radiative heat transfer due to the fact
that these gases have strong absorption bands in the spectrum at high temperatures.
Therefore, only CO, and H>O are taken into account for radiative transfer in this
study. Table 4.2 shows concentration of CO2 and H2O in the freeboard region.
Several studies have shown that radiative heat flux and source term predictions are
not much affected by spectral gas property models in the presence of particles [28-
30] as the particle radiation dominates total radiation [31-34]. Therefore, gas
properties are approximated as grey and estimated by using Grey Gas model (see
section 3.1.1) throughout the study. Table 4.7 and Table 4.8 show required input
data for calculation of radiative properties and estimated radiative properties of the

participating combustion gases, respectively.

Table 4.7 Input data for calculation of radiative properties of the participating
combustion gases

Test case 1 Test case 2
P coz (bar) 0.10 0.10
P20 (bar) 0.10 0.11
Lm (m) 0.38 0.38
Tgas (K) 1144 1163
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Table 4.8 Radiative properties of the gases

Test case 1 Test case 2
Transmissivity of gas, T, 0.847 0.847
Emissivity of gas, €4 0.153 0.153
Gas absorption coefficient, x, (m™) 0.438 0.437

Radiative properties of the particles depend on particle loading, refractive index,
shape and size of the particles. The ash content of the fly ash particles determined
by chemical analysis was 98 % indicating that particles are treated as pure ash in
radiative property estimation. For grey particle properties, both Mie theory and
geometric optics approximations (GOA) are used considering that over 88 and 78
wt % of the fly ash particles have a size parameter greater than 25 in test case 1 and
test case 2, respectively (see section 3.2). In grey Mie calculations, wavelength
independent refractive index of m = 1.5-0.021 is used [114] and size parameter is
calculated by using a representative wavelength of 3 um as suggested in [35]. In
GOA, total hemispherical reflectivity of particles is found as 0.854 by numerically
integrating directional-hemispherical reflectivities obtained from the Fresnel’s
relations over all directions [42]. Particle radiative properties predicted by Mie
theory and GOA are illustrated in Table 4.9 and Table 4.10, respectively.
Anisotropic scattering of radiation by the grey particles are taken into consideration
by deploying Henyey-Greenstein phase function because of its mathematical
simplicity and its ability to represent acute forward scattering peaks of particles
accurately (see section 3.2.3.1). Phase function normalization method proposed by
Hunter and Guo [107] is applied to conserve both the scattered energy and shape of
the phase function (see section 3.2.3.2). Furthermore, independent scattering is
assumed to take place in the freeboard region of the test rig considering the size
parameter and particle volume fraction, which is in the order of 10 and 10 for test

case 1 and 2, respectively.
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Table 4.9 Radiative properties of the fly ash particles predicted by Mie theory

Test case 1 | Test case 2
Absorption coefficient of the particles, kp (m™) 0.43 3.78
Scattering coefficient of the particles, 65 (m™) 1.36 8.34
Asymmetry factor, g 0.76 0.82

Table 4.10 Radiative properties of the fly ash particles predicted by GOA

Test case 1 | Test case 2
Absorption coefficient of the particles, kp (m™) 0.66 4.68
Scattering coefficient of the particles, o5 (m™) 0.89 6.28
Asymmetry factor, g 0.91 0.94

4.4. Input Data for the Radiation Model

Radiative properties of particle laden combustion gases and surrounding surfaces
are summarized in Tables 4.11 and 4.12. These data together with medium and side

wall temperature profiles given in Figure 4.3 provide the input data supplied to the

radiation models.
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Table 4.11 Input data for radiation model with Mie theory

Test case 1 | Test case 2

Particle load, B (kg/m?) 0.011 0.13

Particle density, p;, ( kg/m®) 1007 927

Absorption coefficient of the gas, kg (m™) 0.44 0.44

Absorption coefficient of the particles, kp (m™') 0.43 3.78

Scattering coefficient of the particles, os (m™) 1.36 8.34
Extinction coefficient of the medium, B (m™) 2.23 12.56
Scattering albedo of the medium, ® 0.61 0.66
Asymmetry factor, g 0.76 0.82
Mean beam length, Ly (m) 0.38 0.38
Optical thickness, t 0.85 4.77
Size parameter, x 233 40.5
Particle volume fraction 107 10
Temperature of top surface, Tiop (K) 908 940

Temperature of bottom surface, Toottom (K) 1144 1103
Emissivity of top surface, &op 0.87 0.87
Emissivity of bottom surface, €pottom 1.00 1.00
Emissivity of side surfaces, &side 0.33 0.33
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Table 4.12 Input data for radiation model with GOA

Test case 1 | Test case 2
Particle load, B (kg/m?) 0.011 0.13
Particle density, p,, ( kg/m®) 1007 927
Absorption coefficient of the gas, kg (m™) 0.44 0.44
Absorption coefficient of the particles, kp (m™) 0.66 4.68
Scattering coefficient of the particles, s (m™) 0.89 6.28
Extinction coefficient of the medium, p (m™) 1.98 11.40
Scattering albedo of the medium, ® 0.45 0.55
Asymmetry factor, g 0.91 0.94
Mean beam length, Ly, (m) 0.38 0.38
Optical thickness, t 0.75 4.33
Size parameter, x 233 40.5
Particle volume fraction 10 10
Temperature of top surface, Tiop (K) 908 940
Temperature of bottom surface, Toottom (K) 1144 1103
Emissivity of top surface, €p 0.87 0.87
Emissivity of bottom surface, €pottom 1.00 1.00
Emissivity of side surfaces, &side 0.33 0.33
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CHAPTER 5

RESULTS AND DISCUSSION

In this chapter, GOA and scattering phase function simplifications are evaluated
from the viewpoints of predictive accuracy and computational efficiency by
applying them to the test cases described in Chapter 4. Performance of GOA and
scattering phase function simplifications are assessed by comparing their predictions
with measurements available in the literature [63]. The effects of angular and spatial
discretization on the predictions of incident heat flux and source term, validation of
the model predictions against measurements and predictive accuracy and
computational efficiency of both GOA and scattering phase function simplifications
for the test cases involving different optical thicknesses are presented in the

following sections of this chapter.

For all test cases, which are described in Chapter 4, the Sy angular quadrature
scheme proposed by Carlson and Lathrop [81] is selected. The choice is based on
an assessment study carried out by Sel¢uk and Kayakol [69]. Radiation code based
on MOL solution of DOM with Grey Gas model developed by Sel¢uk and her
coworkers [114] is used. Further details of the code can be found in [115]. The ODE
solver utilized is ROWMAP which is based on the ROW-methods of order 4 and
uses Krylov techniques for the solution of linear systems. The computational

parameters related to the ODE solver subroutine are summarized in Appendix F.

All simulations are carried out on a computer with Intel® CoreTM 51 CPU 4200
1.60 GHz processor having 4.00 GB of RAM. CPU times are recorded for an error

tolerance of 0.001 throughout the analyses.
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5.1. Angular and Spatial Discretization Refinement

The accuracy of the MOL solution of DOM depends on the accuracy of both the
angular and spatial discretization. For discretization study, radiative properties of
particle laden combustion gases are calculated by using Grey Gas (GG) model for
the gas and geometric optics approximation (GOA) for the fly ash particles due to
its computational efficiency. Henyey-Greenstein (HG) phase function with
normalization [107] is used for anisotropic scattering of radiation by the particles.
Anisotropic scattering phase function has recently been shown to be more sensitive
to the angular discretization than isotropic scattering phase function in terms of
source term predictions [28]. Therefore, implementation of anisotropic scattering
phase function necessitates re-evaluation of the previously determined angular (S4)
and spatial (5x5x35 grids in x, y and z directions, respectively) resolution for grid
independent solution in the case of isotropically scattering particles [48]. Angular
and spatial grid refinement study is performed only on test case 2 where particle
loading is one order of magnitude higher than test case 1 as finer angular and spatial

discretizations are required for higher particle loading in RTE solution.

For the angular discretization, different orders (N =4, 6, 8, 10, 12) of approximation
of DOM are studied to evaluate the predictive accuracy of order of Sy method by
comparing its predictions against the highest order, N=12. For the numerical
solution, 5x5x35 spatial grid resolution [48] is selected. For the difference relations
of spatial derivatives, three point upwind differencing scheme (DSS014), assessed

previously for accuracy [22, 87, 117, 118], is deployed.

Figure 5.1 shows predicted incident heat fluxes along the centerline of the side wall
and source term along the centerline of the freeboard for test case 2. As can be seen
from the figure, incident wall heat fluxes are not affected by the angular
discretization whereas the source term predictions are sensitive to angular

discretization.
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Figure 5.1 Effect of angular discretization on (a) incident wall heat flux and (b)
source term predictions for test case 2

Table 5.1 illustrates relative errors for incident heat flux and source term predictions

with corresponding CPU times. The use of lower order quadrature (S4) leads to
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unrealistic source term predictions due to the ray effect (see section 2.2.1). Figure
5.2 shows average relative % error in source term predictions with respect to angular
scheme refinement at spatial grid of 5x5x35. Increasing number of rays per
quadrature is expected to improve accuracy of the predictions; however, oscillatory
behaviour was observed in source term predictions as shown in Table 5.1 and Figure

5.2

Table 5.1 Effect of angular discretization on predictive accuracy and CPU
efficiency for test case 2 at spatial grid of 5x5x35

Average relative % error®
SN Incident Heat Flux Source Term CPU time (s)
S4 0.0 12.3
Sé 0.0 -0.6
S 0.0 6.0 10
Sio 0.0 0.3 26
Si2 Reference solution 41

*Relative % Error = [(predicted - reference solution) /reference solution] x100
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Figure 5.2 Comparison of average relative % error in source term predictions for

test case 2 at spatial grid of 5x5x35
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According to Equation 2.14, accuracy of solution is directly proportional to the ratio
of spatial grid size to direction cosine magnitude. As higher order Sn quadrature
necessitates finer spatial grid to achieve a converged solution, spatial grid resolution
is increased and finer spatial grids (7x7x53, 9x9x67, 11x11x81, 13x13x96 and
15x15%110 grids in x, y and z directions, respectively) are tested. Angular
quadrature scheme is chosen as Sio to study spatial grid independency. It should be
highlighted that solutions were provided with three point upwind differencing
scheme so far in the study. However, it is observed that the solution does not
converge at finer grid resolution with three point upwind differencing scheme. A
previous work on effect of spatial differencing schemes on the performance of MOL
solution of DOM in anisotropically scattering medium shows that increasing the
number of spatial grids enables utilization of lower order finite differencing scheme
at the expense of CPU time [26]. In the light of this information, two point upwind
differencing scheme (DSS012) is implemented from now on to alleviate
convergence problem at finer grid resolutions. Incident wall heat fluxes and source
terms are illustrated in Figure 5.3. It is found that coarser grids do not affect the
incident heat fluxes along the side wall while they lead to over prediction of the

source term along the centerline of the freeboard.
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Figure 5.3 Effect of spatial discretization on (a) incident wall heat flux and (b)
source term predictions for test case 2
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Relative errors for the incident wall heat fluxes and source terms with corresponding

CPU times are tabulated in Table 5.2.

Table 5.2 Effect of spatial discretization on predictive accuracy and CPU
efficiency for test case 2

Number of Average relative % error*
CPU time (s)
control volumes Incident heat flux Source term

TXTX53 -0.9 61.1 42

IX9x67 -0.5 26.8 218
11x11x81 -0.3 14.8 230
13x13%96 -0.1 5.8 323
15x15%110 Reference solution 907

*Relative % Error = [(predicted - reference solution) / reference solution] X100

As can be seen from the table, errors decrease with increasing number of grids at the
expense of computational time. Therefore, from the viewpoints of accuracy and
computational economy, the use of 13x13x96 control volumes is found to be
sufficient for the system under consideration. Based on this fine grid resolution
(13x13x96), angular discretization schemes (N =4, 6, 8, 10, 12) are re-evaluated in
order to find out whether the oscillation problem is alleviated or not. Calculated
incident wall heat fluxes and source terms are illustrated in Figure 5.4. Incident wall
heat fluxes are found to be not affected by angular discretization whereas the source

term predictions are sensitive to angular discretization.
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Figure 5.4 Effect of angular discretization on (a) incident wall heat flux and (b)
source term predictions for test case 2

Relative errors for the incident heat flux and source term with corresponding CPU

times are tabulated in Table 5.3. It is seen that the percentage errors with the fine
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grid (13x13x96) is much smaller compared to that of coarse grid (5x5x35) and
oscillatory behavior is eliminated (Figure 5.5). Hence, Sio provides satisfactory
solutions in terms of both accuracy and computational efficiency and is utilized as

the angular quadrature scheme in the rest of the study.

Table 5.3 Effect of angular discretization on predictive accuracy and CPU
efficiency for test case 2 at spatial grid of 13x13x96

Average relative % error® )
S Incident heat flux Source term CPU time (s)
Sa 0.0 -1.9 67
Se 0.0 -0.8 88
Ss 0.0 0.8 268
Sto 0.0 0.0 323
Si2 Reference solution 972

*Relative % Error = [(predicted - reference solution) / reference solution] X100

14

é 12 _\ - =5%x5x35

e 10 4 13x13x96

3 \

2 51\

s 07 \ 7 TN

= 41N / N

S 2 \ / N

2 ) 4 N

v P

2 2

=

E -4

[ _8 -

>

“ -10 . .

4 6 8 10

Order of Sy method

Figure 5.5 Comparison of average relative % error in source term predictions for

test case 2 at different spatial grids
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Therefore, from the viewpoints of accuracy and computational economy, the use of
two point upwind differencing scheme (DSS012) with 13X 13X96 control volumes

and Sio approximation is utilized throughout the study.

5.2. Validation of the Model against Experimental Data

Measurements used for benchmarking predictions of the radiation model have
previously been carried out on the 0.3 MW; ABFBC Test Rig of Chemical
Engineering Department of METU. Furthermore, accuracy and CPU efficiency of
GOA (GOA3) are also assessed for different optical thicknesses (11 =0.75, 10 =4.33)
involved in the bubbling fluidized bed combustion test cases under consideration as
GOA3 has previously been shown to provide acceptable accuracy with minimum
CPU time under CFBC conditions [42]. While assessing the accuracy and CPU
efficiency of GOA, Mie solution is used for benchmarking and anisotropic scattering

of radiation by the particles is taken into consideration.

Figure 5.6 illustrates comparison between incident radiative heat fluxes predicted
by the radiation model coupled with absorbing, emitting grey gases (GG) and
absorbing, emitting and anisotropically scattering grey particles (Mie / GOA) and
measurements for both test cases. As can be seen from the figure, GOA predictions
are in excellent agreement with those of Mie theory, which agree well with the

measurements.
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For comparative testing purposes, point values of the predicted fluxes are compared
with the measurements at discrete points. Table 5.4 shows the relative percentage
errors in incident wall heat fluxes predicted by utilizing Mie theory and GOA and
measurements. As can be seen from the table, predictions are in good agreement
with measurements and percentage errors are of the same order of magnitude for
both test cases. The increase in freeboard temperature of the test case with recycle
of fine particles is considered to lead to 46 % increase in the heat flux of test case 2
at 3.44 m height. The reason behind the increase in temperature from test case 1
(Tw=1137 K) to test case 2 with recycle (Tm=1202 K) is one order of magnitude
increase in particle load, from 0.011 to 0.131 at this elevation. Large discrepancy
between the predictions and the measurement at the uppermost port for test case 1
is considered to be due to lower particle load (B1=0.011) and location of the
radiometer probe very close to cooling tubes, which affects the radiative intensity
measurement at this port. Smaller discrepancy in test case 2, however, is considered
to be due to increased radiative emissions from higher particle load, which

compensates the effect of cooling tubes.

Table 5.4 Incident radiative heat fluxes on freeboard side walls for test case 1 and

test case 2
Predictions (KW/m?) Relative % Error*
Height Measuren;ents Mic Mic
(m) (KkW/m?) GOA Theory GOA Theory
Test case 1 (w/o recycle)
1.23 105.0 99.7 99.4 -5.0 53
1.83 106.3 102.8 102.3 -3.3 -3.8
291 100.0 98.4 98.0 -1.6 -2.0
3.44 81.3 90.6 90.2 11.4 10.9
4.19 22.5 59.7 59.7 165.4 165.3
Test case 2 (with recycle)
1.23 95.0 87.8 87.7 -7.6 -7.6
3.44 118.8 116.8 116.0 -2.3 -2.4
4.19 62.5 74.6 73.9 19.4 18.3

* Relative % Error = [(predicted - measured) / measured] X100




Despite the fact that there is excellent agreement between the wall fluxes predicted
by GOA and Mie theory under consideration, it was also considered necessary to
investigate the source term predictions to be used in the solution of energy
conservation equation in CFD codes. Figure 5.7 illustrates the comparison between
the source term distributions predicted by GOA and Mie theory along the centerline
of the freeboard for both test cases. As can be seen from the figure, GOA leads to
over-prediction of the source term especially for test case 1. It is worth noting that
the source term profiles predicted by both models are found to follow similar trend
for both test cases, as physically expected. Local differences in predicted source
terms between two test cases, however, is due to the differences in gas and boundary

temperatures.
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Figure 5.7 Effect of utilizing GOA as particle property model on radiative energy
source term for (a) test case 1 and (b) test case 2

The performance of GOA with respect to Mie theory in terms of incident heat fluxes
and source term predictions with corresponding CPU times are tabulated in Table
5.5. As can be seen from the table, error in utilizing GOA is large for test case 1 in
terms of source term. For GOA to be applicable, size parameter of the particles are
expected to be larger than 25 and as a matter of fact surface mean diameter (Sauter
mean diameter) gives a size parameter of 23.4. Despite this agreement, utilizing
GOA fails in source term predictions for test case 1. This poor performance is
attributed to the presence of fine particles which dominate geometric cross sectional
area distribution due to their high number densities. As can be seen in Figure 5.8,
fine particles constitute 78 % of the cumulative cross sectional area despite their low
weight fraction which is around 23 % (Figure 5.9). For test case 2 in which fine
particles constitute a lower percentage (54 %) of the total cross sectional area, Mie
and GOA predictions become closer to one another. Therefore, it is recommended
to base applicability of GOA on cumulative cross sectional area distribution rather

than surface mean diameter or cumulative weight percent distribution of particles if

86



PSD involves both fine and coarse particles. Moreover, GOA is found to increase
CPU efficiency of solution for only test case 2 and no noticeable difference is
observed between GOA and Mie solutions in test case 1. This is considered to be
due to the fact that less number of iterations is sufficient for numerical convergence,
leading to lower number of equations to be solved, owing to higher optical thickness

of test case 2.

Table 5.5 Effect of GOA on incident heat fluxes and source terms for test case 1
and test case 2

Test case 1 Test case 2
Relative % Error* Relative % Error*
Incident Source CPU Incident Source CPU
Heat Flux | Term | time (s) | Heat Flux Term time (s)

GOA 04 13.1 733 0.1 52 323
Mie ) .

Reference solution 720 Reference solution 527
Theory

* Relative % Error = [(prediction — reference solution) / reference solution] X100
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5.3. Assessment of Accuracy of Scattering Phase Function Simplifications

It is well known that presence of highly forward scattering fly ash particles in high
temperature combustion systems requires extensive computational effort when
solution of RTE is coupled with the solution of conservation equations. Although
Mie scattering is simplified by using approximate anisotropic phase function models
(see Chapter 3), further simplifications, isotropic/non — scattering assumptions, can
also be utilized to provide CPU efficient solutions. This is why it is considered
necessary to investigate the predictive accuracy and computational efficiency of
nonscattering and isotropic scattering cases by benchmarking their predictions
against those of forward scattering represented by Henyey-Greenstein phase
function with the normalization [ 107]. Particle properties implemented for this study
is obtained from Mie theory since utilizing GOA leads to over-prediction of source

term, especially for test case 1. Effect of scattering on predictions of incident heat
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fluxes along the side walls and radiative energy source term along the centerline of
the freeboard are shown in Figures 5.10 and 5.11, respectively. Incident heat flux
distributions of nonscattering and isotropic scattering cases are found to be in good
agreement with the forward scattering solution for both test cases. As seen in Figure
5.11, both simplifications give reasonable accuracy in source term predictions in
optically thin media of test case 1 while discrepancy in the source term predictions
due to phase function simplifications are found to increase as the optical thickness

of the medium increases.
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test case 1 and (b) test case 2

91



25

20 A
E
515 .
=
5
S
v 10 A
o
s
=
75

5 1 ) .
=@-Isotropic scattering
Nonscattering
0 == Anisotropic scattering (a)
0 1 2 3 4 5
Height, z (m)
35
—8-Isotropic scattering
Nonscattering *
29 A

== Anisotropic scattering

N
(V8]
1

Source Term (KW/m3)
3

11 -
5 -
- (b)
'1 I 1 1 1
0 1 2 3 4 5
Height, z (m)

Figure 5.11 Effect of phase function simplifications on radiative source terms for
(a) test case 1 and (b) test case 2

The percentage errors in the incident heat fluxes and source term predictions with

corresponding CPU times are given in Table 5.6. It is seen from the table, an order
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of magnitude higher particle loading observed in the case with recycle (B1=0.011
and B>=0.131) leads to an order of magnitude increase in average percent error in
source term predictions. This behaviour is due to the fact that radiative properties of
the particles are directly proportional to the particle loading. Therefore, as the
particle loading increases, contribution of particles to radiative heat transfer
increases accordingly, which necessitates representation of particle behaviour more
accurately. Thus, any approximation to simplify scattering phase function results in
inaccurate radiative heat transfer predictions as the optical thickness
of the medium increases. Furthermore, one of the main reasons for phase function
simplifications is to reduce computational effort in RTE solution. However, no
improvement in CPU economy is observed in test case 1. Nevertheless, comparison
between isotropic / nonscattering and forward scattering phase functions with regard
to algorithm development and its implementation shows that isotropic /
nonscattering assumptions require significantly less set-up time to program and
hence can be implemented for optically thin media. Although CPU efficiency of
scattering phase function simplifications is observed in test case 2, predictions are
not sufficiently accurate as these simplifications do not represent the actual
scattering behavior of the particles and this discrepancy becomes significant at

higher particle load.

Table 5.6 Effect of phase function simplifications on incident heat fluxes and
source terms for test case 1 and test case 2

Average Relative % Error*
Phase
Incident CPU Time (s)
function Source Term
Heat Flux
Nonscattering -0.0 5.1 964
Test case 1
Isotropic 0.1 -3.7 699
(t =0.85)
Forward Reference Solution 720
Nonscattering 0.0 16.3 454
Test case 2
Isotropic -0.1 -16.9 405
(t=4.77)
Forward Reference Solution 527

* Relative % Error = [(approximation - reference solution) /reference solution] X100
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CHAPTER 6

CONCLUSIONS

Predictive accuracy and CPU efficiency of geometric optics approximation (GOA)
and scattering phase function simplfications in the freeboard of lignite-fired METU
0.3 MWt ABFBC Test Rig were tested by applying them to the modeling of
radiative heat transfer and comparing their predictions against measurements and
benchmark solutions. The freeboard was treated as a 3-D rectangular enclosure
containing grey, absorbing, emitting gas with grey, absorbing, emitting,
non/isotropically/anisotropically scattering particles surrounded by diffuse
grey/black walls. Incident heat fluxes along the side walls and source terms along
the centerline of the freeboard were predicted by the MOL solution of DOM with
Leckner’s correlations for gas, Mie theory / GOA for particles and normalized
Henyey-Greenstein for the phase function. The input data required for the model
and its validation were provided from the experimental data, which was previously
taken from METU 0.3 MW ABFBC Test Rig operating with and without recycle of

fine particles.

Firstly, effect of spatial and angular discretizations on the accuracy and
computational economy of the model predictions was investigated by utilizing
different number of spatial grids (7x7x53, 9x9x67, 11x11x81, 13x13x96 and
15x15%110 grids in X, y and z directions, respectively) and different orders (N = 4,
6, 8, 10, 12) of approximation of DOM and comparing their predictions with those
obtained with the finest spatial/angular discretization on the test case with recycle
of fine particles. In order to provide grid independent solutions, radiative properties
of the particle laden combustion gases were estimated by using Leckner’s

correlations for gas and GOA for particles. Henyey-Greenstein phase function with
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normalization was used for anisotropic scattering of radiation by the particles.
Comparisons revealed that source term predictions are more sensitive to spatial and
angular discretizations compared to those of incident heat fluxes. As a result of this
parametric study, the use of 13x13x96 control volumes with Sio angular quadrature

scheme was selected for the system under consideration.

Having validated the incident heat flux predictions of the model with anisotropic
scattering against experimental data, predictive accuracy and computational
efficiency of GOA were then assessed by benchmarking its source term predictions
against those of Mie theory for different optical thicknesses involved in the bubbling
fluidized bed combustion test cases under consideration and following conclusions

have been reached.

e Applicability of GOA should be based on cumulative cross sectional area
distribution rather than surface mean diameter or cumulative weight percent
distribution of particles if PSD involves both fine and coarse particles.

o [If the majority of cumulative cross sectional area is constituted by large particles
which fall into geometric optics limit, GOA can yield satisfactory results.

e GOA improves CPU efficiency of the solution as the optical thickness of the

medium increases.

Finally, predictive accuracy and computational economy of nonscattering and
isotropic scattering were tested by comparing their predictions with those of
anisotropic scattering represented by Henyey-Greenstein phase function.
Conclusions drawn from the effect of phase function simplifications on incident heat

fluxes and source terms are as follows:

e Phase function simplifications have insignificant effect on incident heat fluxes.

e Source terms are found to be sensitive to phase function simplifications
regardless of the optical thickness of the medium and the sensitivity of
phase function simplifications increases with increasing optical thickness. Error
in source term predictions due to phase function simplifications leads to
acceptable accuracy for optically thin medium while the error becomes

significant as the optical thickness of the medium increases.
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e Source term predictions of forward scattering lie between those of nonscattering
and isotropic scattering.

e Accurate representation of particle scattering that is forward scattering is vital in
combusting systems involving high particle loads.

e Isotropic / non — scattering assumptions have an insignificant effect on CPU
economy for optically thin medium whereas phase function simplifications

reduce CPU requirement as the optical thickness of the medium increases.

6.1. Suggestions for Future Work

Based on the experience gained in this study, the following recommendations for

future extension of the work are suggested:

e Modification of the radiation code for the incorporation of particle load profile
along the freeboard region is necessary since the radiative properties of particles
depend on particle load.

e The accuracy of the model predictions can be improved by using spectral

radiative properties for particles.
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APPENDIX A

ORDINATES AND WEIGHTS FOR Sy APPROXIMATION

In this study, Sn angular quadrature scheme was used. The ordinates and weights

for various orders of Sy approximation are presented in Table A.1.

Table A.1 Discrete ordinates for the Sx approximation for 3-D geometry

Order of Ordinates Weights
Approximation T, Nm 13 Wi,
S2 0.5773503 0.5773503 0.5773503 1.5707963
0.2958759 0.2958759 0.9082483 0.5235987
S4 0.9082483 0.2958759 0.2958759 0.5235987
0.2958759 0.9082483 0.2958759 0.5235987
0.1838670 0.1838670 0.9656013 0.1609517
0.6950514 0.1838670 0.6950514 0.3626469
0.1838670 0.6950514 0.6950514 0.3626469
S6 0.9656013 0.1838670 0.1838670 0.1609517
0.6950514 0.6950514 0.1838670 0.3626469
0.1838670 0.9656013 0.1838670 0.1609517
0.1422555 0.1422555 0.9795543 0.1712359
0.5773503 0.1422555 0.8040087 0.0992284
0.1422555 0.5773503 0.8040087 0.0992284
0.8040087 0.1422555 0.5773503 0.0992284
0.5773503 0.5773503 0.5773503 0.4617179
58 0.1422555 0.8040087 0.5773503 0.0992284
0.9795543 0.1422555 0.1422555 0.1712359
0.8040087 0.5773503 0.1422555 0.0992284
0.5773503 0.8040087 0.1422555 0.0992284
0.1422555 0.9795543 0.1422555 0.1712359
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Table A.1 Discrete ordinates for the Sy approximation for 3-D geometry (cont’d)

Order of Ordinates Weights
Approximation T Nm 3 Wi,
0.1372719 0.1372719 0.9809754 0.0944411
0.5046889 0.1372719 0.8523177 0.1483950
0.1372719 0.5046889 0.8523177 0.1483950
0.7004129 0.1372719 0.7004129 0.0173701
0.5046889 0.5046889 0.7004129 0.1149972
0.1372719 0.7004129 0.7004129 0.0173701
0.8523177 0.1372719 0.5046889 0.1483950
S1o 0.7004129 0.5046889 0.5046889 0.1149972
0.5046889 0.7004129 0.5046889 0.1149972
0.1372719 0.8523177 0.5046889 0.1483950
0.9809754 0.1372719 0.1372719 0.0944411
0.8523177 0.5046889 0.1372719 0.1483950
0.7004129 0.7004129 0.1372719 0.0173701
0.5046889 0.8523177 0.1372719 0.1483950
0.1372719 0.9809754 0.1372719 0.0944411
0.1281651 0.1281651 0.9834365 0.0802616
0.4545003 0.1281651 0.8814778 0.1082299
0.1281651 0.4545003 0.8814778 0.1082299
0.6298529 0.1281651 0.7660671 0.0451194
0.4545003 0.4545003 0.7660671 0.0713859
0.1281651 0.6298529 0.7660671 0.0451194
0.7660671 0.1281651 0.6298529 0.0451194
0.6298529 0.4545003 0.6298529 0.0652524
0.4545003 0.6298529 0.6298529 0.0652524
0.1281651 0.7660671 0.6298529 0.0451194
Si2 0.8814778 0.1281651 0.4545003 0.1082299
0.7660671 0.4545003 0.4545003 0.0713859
0.6298529 0.6298529 0.4545003 0.0652524
0.4545003 0.7660671 0.4545003 0.0713859
0.1281651 0.8814778 0.4545003 0.1082299
0.9834365 0.1281651 0.1281651 0.0802616
0.8814778 0.4545003 0.1281651 0.1082299
0.7660671 0.6298529 0.1281651 0.0451194
0.6298529 0.7660671 0.1281651 0.0451194
0.4545003 0.8814778 0.1281651 0.1082299
0.1281651 0.9834365 0.1281651 0.0802616
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APPENDIX B

CALCULATION OF ABSORPTION COEFFICIENT OF GASES USING
LECKNER’S CORRELATIONS

Absorption coefficient of gases in the medium of the enclosure is calculated from
Equation 3.1 in which gas emissivity, Kg, is estimated by Leckner’s correlations [35]

given as:

€a(paLl, p = 1bar, T,) = exp

M N i
1=0

Do) (i) | @

J=0

where a = H,0 or CO,, Ty is the gas temperature, p, is partial pressure of radiating
gas (COz or H20), Ly, is the mean beam length and cj; are correlation constants given

in Table B.1 for water vapor and carbon dioxide.
Total emissivity of gas mixture is obtained from:
Sg = SCOZ + EHZO — Ae (Bz)

where Ag represents overlap correction factor and expressed by

Z (p +p )L 2.76
Ag = [——=————0.0089 10-4] 1 a0 ~ %0/ M) (B3)
¢ [10.7+1o1c 0.0085¢ <°g1° D)o
where
(= PH0 (B.4)
PH,0 * Pco,
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APPENDIX C

TABULATED SIZE DISTRIBUTIONS OF SOLID STREAMS

Table C.1 Size distribution of cyclone ash of test case 1 [113]
ASTM

Mesh Sieve Di;‘feremiﬂl CL_Lmu]ati\'e
4 Opening, mm Woeight, %  Weight, %
12 1.7000 0.00 0.00
14 14000 0.00 0.00
16 1.1800 0.00 0.00
18 1.0000 0.00 0.00
20 08300 0.00 0.00
25 07100 0.37 037
30 06000 0.64 1.01
04925 521 6:21
0.4042 337 058
03318 205 11.63
02723 1.64 13.27
02235 217 1544
01834 344 13.88
01306 4905 23.83
01236 8.20 30.02
01014 7.03 37.05
0.0833 740 44 46
0.0683 7.33 51.78
0.0361 6.84 58.62
0.0460 6.18 6480
00378 5.50 70.30
00310 401 7521
0.0255 441 70.62
00200 302 83.54
00172 343 86.97
0.0141 203 82000
00116 244 02.34
00093 1.05 Q4 20
00078 1.50 95.70
00064 1.11 96.90
0.0032 0.76 07.66
0.0043 0.49 0%8.16
0.0033 35 02.51
00029 0.30 0%.80
00024 0.30 20 10
00020 032 0042
00016 0.30 0071
0.0013 0.21 Q002
00003 0.08 100,00
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Table C.2 Size distribution of baghouse filter ash of test case 1 [113]

Sieve Differential Cumulative
Opening, mm Weight, %o Weight, %o

04025 0.00 0.00
04042 0.00 0.00
3318 0.00 0.00
0.2723 0.00 0.00
0.2235 0.00 0.00
01834 0.00 0.00
01506 0.00 0.00
01236 0.00 0.00
01014 0.02 0.02
00833 0.07 0.09
00683 0.15 24
00561 0.26 0.50
0.0460 0.37 087
0.0378 0.47 1.34
0.0310 0.62 1.96
00255 0.85 231
00200 1.21 4.02
00172 = | 573
00141 235 802
00116 3.20 1128
0.0095 4.30 15.58
00078 5.60 21.18
0.0064 6.97 2813
0.0052 B.18 36.33
0.0043 912 4545
0.0035 901 5536
0.0029 10.48 65.84
00024 1038 7642
0.0020 DE3 86.25
00016 701 0414
0.0013 4 34 20.00
0.0005 1.00 100.00
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Table C.3 Size distribution of cyclone ash of test case 2 [113]

ASTM Sieve Differential Cumulative
MMesh # Opening, mm  Weight, % Weight, %
12 L7000 (.00 .00
14 1.4000 0.00 .00
16 1.1800 (.00 0.00
18 1.0000 .00 (.00
20 0.8300 (.00 .00
25 0.7100 0.53 0.53
30 0.6000 .65 1.18
0.4925 6.24 741
0.4042 3.8 11.23
0.3313 212 13.35
0.2723 1.33 14.89
0.2233 2.04 16.92
0.1834 343 2035
0.1506 5.20 25.55
0.1236 5.76 3231
0.1014 7.93 40.23
0.0833 8.62 48.85
0.0683 8.75 37.60
0.0561 8.25 65.85
0.0460 1.36 1321
0.0378 §.30 7951
0.0310 5.19 84.70
0.0233 412 5882
0.0209 3.15 01.08
0.0172 2.30 0428
0.0141 1.61 9589
0.0116 1.10 96.99
0.0093 0,72 97.71
0.0078 .46 98.17
0.0064 0.31 08.48
0.0052 021 08.69
0.0043 .16 08.84
0.0033 015 08.99
0.0029 017 99.16
0.0024 0.21 9037
0.0020 0.23 99,50
0.0016 0.21 0080
0.0013 (.15 00.95
0.0003 (.03 100.00
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Table C.4 Size distribution of baghouse filter ash of test case 2 [113]

Sieve Opening, Differential Cumulative
mm Weight, %o Weicht, %o
04925 0.00 0.00
0.4042 0.00 0.00
03318 0.00 0.00
02723 0.00 0.00
02235 0.00 0.00
0.1834 0.00 0.00
0.1306 0.00 0.00
0.1236 0.00 0.00
0.1014 0.00 0.00
00833 0.00 0.00
0.0683 0.00 0.00
0.0361 012 0.12
0.0480 045 0.57
00378 1.01 138
0.0310 1.87 343
0.0255 3045 650
0.0209 443 10.83
0.0172 587 16.80
0.0141 7.07 23 87
00116 7.95 3182
00093 g42 4024
0.0078 B40 4873
0.0084 322 5603
0.0052 1.60 64.55
0.0043 6.84 7139
0.0033 620 77.50
0.0029 574 83.33
0.0024 534 B2.47
0.0020 476 9343
0.0016 397 9720
0.0013 231 9951
0.0003 0.49 100,00
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APPENDIX D

CALCULATION OF PARTICLE REFLECTIVITY

USING FRESNEL’S RELATIONS

Absorption and scattering efficiencies of the fly ash particles in the medium can be
calculated from Equation 3.32 and 3.33 in which reflectivity, p, is estimated by using
Fresnel’s relations [35]. By using complex index of refraction at spectral range of

interest, required variables to yield reflectivity, p and q, can be calculated as

1
p2 = E [\/(nzz - k22 - l’llzsinze)z + 4n22k22 + (1’122 - k22 - nlzsinze)l (Dl)

1
Q@ = EI\/(HZZ —k,% — nlzsinze)2 +4n,%k,” — (02 — k% — nlzsinze)l (D.2)

After determining the required variables, p and q, correlation for directional—

hemispherical reflectivity is as follows:

+
o= Pyl - PL (D.3)

where p, and p are expressed by

_ (nyc0s6 —p)* +¢° (D.4)
(n;cos6 + p)? + g2

PL
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_ (p — nysinBtanB)? + ¢ 5)
~ (p + n;sinBtanB)? + g2 T+

ol

In GOAZ3 calculations, reflectivity over all directions are calculated by numerically

integrating Equation D.3. Integration is performed with 1° intervals between 0-180°.
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Particle size parameter, x

APPENDIX E

SCATTERING REGIME MAP FOR

INDEPENDENT AND DEPENDENT SCATTERING

| Packed : I I
I = | acked and I |
Fogs and clouds 3 —t
| fluidized beds | :
|
e ——-——-——-—-—-—-— - ———— = -7 [ndependent I —
FTTTTT ; |
/ ’ | Scattering |
I Pulverized | PO . :
_— I .
| coal Deposited |
10 - | combustion : I
I R R O | /
K 2T v
("
: Colloidal suspensions,
e | paints, pigments, etc. —
|
R W cnll
- ‘\l— ———————————————— Microsphere
[ . |
[ | insulation
10-! = Sootin flames : Depend_enl T .
and smoke layers : Seatiering : conglom- :
| erated soot |
I particles |
2 | ! ! e il
107° 1073 107 1073 1072 107! |

Particle volume fraction, f;,

Figure E.2 Scattering regime map for independent and dependent scattering [35]
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APPENDIX F

INITIAL PARAMETERS FOR THE

ODE SOLVER (ROWMAP) SUBROUTINE

The radiation code extended in this study require specifications of certain input
parameters for the ODE solver subroutine in addition to the input data relevant with
the physical system and subdivisions of angular and spatial domains which are
presented in the text. Initial parameters for the ODE solver are the absolute and
relative error tolerances (ABSERR and RELERR), time interval for printing (TP),
and convergence criteria for terminating the integration. Table F.1 presents the input

parameters utilized to obtain solutions for the system under consideration.

Table F.1 Initial parameters utilized for ROWMAP subroutine for the system
under consideration

Test Case ABSERR RELERR TP €
1 0.001 0.001 1.0 0.01
2 0.001 0.001 1.0 0.01
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