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ABSTRACT

STOCHASTIC OPTIMAL CONTROL THEORY: NEW APPLICATIONS TO
FINANCE AND INSURANCE

Akdoğan, Emre

M.S., Department of Financial Mathematics

Supervisor : Assoc. Prof. Dr. Yeliz Yolcu Okur

Co-Supervisor : Prof. Dr. Gerhard Wilhelm Weber

June 2017, 65 pages

In this study, the literature, recent developments and new achievements in stochastic
optimal control theory are studied. Stochastic optimal control theory is an important
direction of mathematical optimization for deriving control policies subject to time-
dependent processes whose dynamics follow stochastic differential equations. In this
study, this methodology is used to deal with those infinite-dimensional optimization
programs for problems from finance and insurance that are indeed motivated by the
real life. Stochastic optimal control problems can be further treated and solved along
different avenues, two of the most important ones of being (i) Pontryagin’s maximum
principle together with stochastic adjoint equations (within both necessary and suffi-
cient optimality conditions), and (ii) Dynamic Programming principle together with
Hamilton-Jacobi-Bellman (HJB) equations (within necessary and sufficient versions,
e.g., a verification analysis). Here we introduce the needed instruments from eco-
nomics and from Ito calculus, such as the theory of jump-diffusion and Lévy pro-
cesses. We then present Dynamic Programing Principle, HJB Equations, Verification
Theorem, Sufficient Maximum Principle for stochastic optimal control of diffusions
and jump diffusions, and we state some connections and differences between Maxi-
mum Principle and the Dynamic Programing Principle. As financial applications, we
investigate mean-variance portfolio selection problem and Merton optimal portfolio
and consumption problem. From actuarial sciences, we study the optimal investment
and liability ratio problem for an insurer and the problem of purchase of optimal life-
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insurance, optimal investment and consumption of a wage-earner within a market of
several life-insurance providers, respectively. In our examples, we shall refer to various
utility functions such as exponential, power and logarithmic ones, and to different pa-
rameters of risk averseness. We provide some graphical representations of the optimal
solutions to illustrate the theoretical results. The thesis ends with a conclusion and an
outlook to future studies, addressing elements of information, memory and stochastic
robust optimal control problems.

Keywords : Dynamic Programming Principle, Life-Insurance, Maximum Principle,
Optimal Investment Strategy, Utility Maximization
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ÖZ

STOKASTİK OPTİMAL KONTROL TEORİ: FİNANS VE SİGORTACILIK’DA
YENİ UYGULAMALAR

Akdoğan, Emre

Yüksek Lisans, Finansal Matematik Bölümü

Tez Yöneticisi : Doç. Dr. Yeliz Yolcu Okur

Ortak Tez Yöneticisi : Prof. Dr. Gerhard Wilhelm Weber

Şubat 2013, 65 sayfa

Bu tezde, stokastik optimal kontrol teorisinin literatürü, ve bu teori üzerindeki son
gelişmeler ve yeni edinimler üzerinde durulmuştur. Stokastic optimal kontrol teorisi,
dinamikleri stokastik diferansiyel denklemleri takip eden zamana bağlı süreçlere tabi
tutulan en uygun kontrol politikalarının türetilmesi için kullanılmaktadır. Bu çalışmada,
bu metodoloji, gerçek hayattan finans ve sigorta problemleri için sonsuz boyutlu op-
timizasyon programlarını çözmek için kullanılmaktadır. Stochastic optimal kontrol
problemleri, (i) Pontryagin’in maksimum prensibi ile birlikte stokastik adjoint den-
klemleri (hem gerekli hem de yeterli optimallik koşulları dahilinde) ve (ii) Hamilton-
Jacobi-Bellman (HJB) denklemleri ile birlikte Dinamik Programlama prensibi (gerekli
ve yeterli şartlar içinde, örneğin bir doğrulama analizi) olmak üzere çözülebilir. Bu
tezde Dinamik Programlama Prensibi, HJB denklemleri, doğrulama teoremi, sıçramalı
difüzyonların stokastik optimal kontrolü için Yeterli Maksimum Prensip ve Maksi-
mum Prensip ile Dinamik Programlama Prensibi arasındaki bağlantıları ve farklılıkları
açıklayacağız. Finansal uygulamalar kısmında sırasıyla bir sigortacının ortalama-varyans
portföy seçimi problemi ve Merton optimal portföy ve tüketim problemini inceleyeceğiz.
Aktüerya biliminden ise bir sigorta şirketinin optimal yatırım ve yükümlülük oranı
problemini ve bir gündelikçi için en iyi hayat sigortası seçimi ve satın alımı, en uygun
tüketim ve yatırım oranlarını bulma problemini inceleyeceğiz. Örneklerimizde, üstel,
güç ve logaritmik gibi çeşitli fayda fonksiyonları ve risk farklılığının farklı parame-
trelerini inceleyeceğiz. Bu örneklerden optimal çözümlerin bazı grafiksel sonuçlarını
sunacağız. Çalışmamızı sonuş ve gelecekteki çalışmalar kısmı ile bitireceğiz.
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Anahtar Kelimeler : Dinamik Programlama Prensibi, Fayda Maksimizasyonu, Hayat
Sigortası, Maksimum Prensibi, Optimal Yatırım Stratejisi
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I would like to acknowledge my thesis examination committee: Assoc. Prof. Dr.
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CHAPTER 1

INTRODUCTION

Optimal control theory which is an extension of the calculus of variations is a mod-
ern technique to solve Dynamic Optimization problems. Calculus of variations has
some limitations, because it relies on differentiability and deals with interior solu-
tions. Optimal control theory, a contemporary mathematical optimization method, is
not being constrained by interior solutions, but it still relies on differentiability. In
optimal control, the objective is to derive control policies which optimize the perfor-
mance functional for a given system. Once the optimal control variables are found, the
optimal paths for the the given state variables are derived.

The parameters to be optimized of the control problems may be taken as constant or
random. Stochastic optimal control theory is a subfield of optimal control theory and
it deals with mathematical models which contain randomness. To choose the best path
(or best parameter values) among all choices under uncertainty is the goal of stochas-
tic optimal control. In stochastic optimal control, controlled systems are described
by stochastis differential equations (SDEs) and the controlled system involves a state
process, control process, and a performance functional. In this thesis, we consider the
systems which are dynamic and described by SDEs.

Recently, stochastic optimal control has been of great interest by many researchers,
and is used with its several applications in many fields such as physics, economics,
finance, biology, ecology, medicine, engineering and economics. Since Merton opti-
mal consumption and portfolio problem [15], portfolio optimization problems occupy
an important place in finance. In the literature, portfolio optimization problems can
be solved by Maximum Principle, Dynamic Programming Principle, and the Convex
Duality Martingale method. For the Convex Duality Martingale method, we refer the
reader to see [21] and, in this thesis, we will look more closely the Maximum Principle
(MP) and Dynamic Programming Principle (DPP). Interestingly, MP and DPP, the two
main and most commonly used approaches, were introduced simultaneously, but sep-
arately. Maximum Principle is based on necessary optimality conditions for controls
and leads to forward-backward stochastic differential equations (FBSDE). We call the
optimal control problems as stochastic recursive optimal control problems if their state
equations are described by the solution of a FBSDE. Maximum Principle was intro-
duced by Pontryagin and his group for deterministic problems. The inspiring idea was
coming from the classical calculus of variations. The maximum principle for diffusions
was studied by Kushner [13], Bismut [3], Bensoussan [2], Haussmann [12], Peng [20],
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Young and Zhou [30]. To handle stochastic optimal control problems, Bismut [3] in-
troduced the linear backward stochastic differential equations (BSDEs). Pardoux and
Peng [19] introduced the nonlinear BSDEs. Peng [20] first examined the stochastic
recursive optimal control problems and derived a stochastic maximum principle for
the convex domains. For the non-convex domain, Xu [28] derived a maximum prin-
ciple. Tang and Li [27] extended Peng’s study to the jump-diffusion processes. Zhou
[33] proved that the study of Peng is enough when the certain convexity conditions are
satisfied. A sufficient Maximum Principle for general jump-diffusion processes was
formulated by Framstad et al. [9]. In Chapter 3, we will review the study of Framstad
et al. [9] in detail and explain the methodology for general jump-diffusion processes.

In the early 1950s, the other important approach Dynamic Programming Principle
was introduced by Richard Bellman. This principle leads to Hamilton Jacobi Bell-
man (HJB) equation, a nonlinear second-order partial differential equation (PDE) in
continuous-time finance for Markov processes. Instead of solving the entire problem,
it is enough to solve the HJB equation, and if the HJB equation is solvable, then the
optimal values are obtained. Moreover, the HJB equation is satisfied by Verification
Theorem in the DPP. When the HJB equation has an explicit smooth solution, the ver-
ification theorem says that this solution is indeed the value function of the problem.
However, this case is not general. Here, a convenient framework, namely, the viscosity
solutions, introduced by Crandal and Lions [6], provides to go beyond the classical
verification theorem by relaxing the smoothness. In this thesis, it is not our purpose
to study viscosity solutions and we refer [8], [30] for viscosity solutions and for more
literature review related to DPP.

The purpose of this thesis is to review the stochastic optimal control problems by us-
ing the two main approaches, namely, DPP and MP, with their applications to finance
and insurance. The thesis is structured as follows: Chapter 2 presents some prelimi-
naries that will be used in this thesis. In Chapter 3, we introduce the formulation of
stochastic optimal control problems. Then, we proceed with the study of Framstad et
al. [9], which is a sufficient maximum principle for general jump-diffusion processes.
We will give a brief exposition of the MP without proofs, introduce the Hamiltonian
systems, and discuss mean-variance portfolio selection problem taken from Framstad
et al. [9] as a financial application of the MP. Chapter 3 also contains the Dynamic
Programming methodology for controlled systems. We will derive the HJB equation,
Verification Theorem, and examine the Merton’s optimal consumption-portfolio prob-
lem for diffusion and jump-diffusion processes [15]. Finally, the relation between MP
and DPP will be established in this chapter. In Chapter 4, some applications of stochas-
tic optimal control problems in actuarial sciences are presented. In this chapter, firstly,
we will investigate the submitted study of Özalp et al. [31] which is entitled with opti-
mal investment strategy and liability ratio for insurer with Lévy risk processes. In this
application, the aim is to obtain the optimal liability ratio and investment policy which
maximizes the expected utility of an insurer at terminal time via Maximum Principle.
We obtained the same results as obtained in Özalp et al. [31] for the logarithmic utility
function. Then, secondly, we will investigate the study of Mousa et al. [16] which is
selection and purchase of an optimal life-insurance contract from a market which con-
tains many insurance companies. This application is a wage-earner’s problem whose
lifetime is uncertain and confronted with a problem of to find the optimal rates for his
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consumption, investment and the premium amont which he pays for a life-insurance
contract. In this application, as an investment strategy the wage-eaner may buy risk-
less asset and a fixed number of risky assets, and selects life-insurance contracts from
insurance companies which offer different contracts. The aim of the wage-earner is to
optimize the joint expected benefit from his expenditures, from his wealth at retirement
time or the legacy in the event of early death before his retirement age. To solve this
control problem, DPP is used to get an explicit optimal solutions for the discounted
constant relative risk aversion (CRRA) utilities. Finally, we developed the numerical
results of Duarte et al. [7] with the author’s helps and visualized these optimal results
using Matlab. We analysed the optimal results with respect to different parameters.
In the last Chapter, we conclude and propose some interesting and promising research
projects for the future.
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CHAPTER 2

MATHEMATICAL FOUNDATIONS

As for prerequisites, the reader is expected to be familiar with a basic knowledge of
probability theory, measure theory and stochastic calculus. In this chapter, we recall
the relevant material, some basic definitions and theorems (without proofs) of stochas-
tic calculus, that will be needed to solve the stochastic control problems from finance
and insurance. This chapter is rather very short and for a treatment of a more de-
tailed theory we refer the reader to Cont [5], Kyprianou [14], Papapantoleon [18], and
Øksendal and Sulem [17]. Throughout this thesis we work with a filtered probability
space (Ω,F , (Ft)t≥0,P), where Ω denotes a sample space, F is a σ−algebra, (Ft)t≥0

is a filtration, and P is a probability measure.

As it is well known, Brownian motion is a substantially important process which
appears in the most financial models. It is an example of a diffusion process which is a
solution to a stochastic differential equation. A diffusion process is a Markov process
that has continuous paths, namely, it has no jumps, and it models a “standardized” ran-
dom fluctuation. Diffusion models are beneficial for mathematical finance in practice,
but they cannot generate sudden discontinuities. However, in the real world, empir-
ical observations indicate us that price movements have jumps. Therefore, we need
to consider models which involve sudden discontinuities for describing the observed
reality of financial markets. In this thesis, financial models with jumps and no jumps
are studied. Since the jump-diffusion models contain the diffusion models, we proceed
with the study of models with jumps. We can classify these models into two, namely,
jump-diffusion models and infinite activity models.

2.1 Jump-Diffusion Models

The first category consists of the jump-diffusion models which contain a Brown-
ian motion component and jumps at random times. That is to say the process jumps
at some times and has a continuous random path between jumps. Here, in every fi-
nite time interval there are only finitely many jumps, jumps are rarely appearing and
represented by a compound Poisson process. In jump-diffusion models, since the dis-
tribution of jump sizes is known, they carry out quite well for a realistic description of
price dynamics and market risks; moreover, jump-diffusion models are easy to simu-
late. In jump-diffusion models, characteristic functions of random variables have great
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importance, because while the densities are not known in closed form, the characteris-
tic function is known explicitly. As an example of jump diffusion models, we can give
the Merton model with the stock price (S(t)) = (S(0) exp{X(t)}){t≥0} and Gaussian
distributed jumps.

A jump-diffusion process is described in the following form:

X(t) = X(0) +

∫ t

0

µ(u)du+

∫ t

0

σ(u)dW (u) + J(t), (2.1)

where J(t) is a right continuous and adapted pure jump process.

A pure jump process begins at zero, is constant between jump times and has finitely
many jumps in each finite time interval. The fundamental pure jump process is the
Poisson process.

Definition 2.1. (Poisson Process)

Let {τj}j∈N be a sequence of independent exponentially distributed random variables
with parameter λ, i.e., with cumulative distribution function P{τj ≤ x} = 1 − e−λx
and S(n) =

∑n
k=1 τk. Then, the process

N(t) =
∑
n≥1

1{t≥S(n)}

is called the Poisson process with intensity λ.

Remark 2.1. The Poisson process (N(t) : t ≥ 0) counts the number of jumps that oc-
cur at or before time t because all jumps of a Poisson process are of size one. The
random variables {τk}, k = 1, 2, . . . , n, are called the inter arrival times and they are
exponentially distributed.

The arrival times are defined by

S(n) =
n∑
k=1

τk, (2.2)

i.e., S(n) is the time of the nth jump.

Since the expected jump time between jumps is 1
λ

, the jumps are arriving at an average
rate of λ per unit time.

Proposition 2.1. (Cont, [5])

Let {N(t)}t≥0 be a Poisson process.

1. For any ω, the sample path t 7→ N(t) is right continuous with left limit (RCLL,
cádlág) piecewise constant.

2. The Poisson process N(t) with intensity λ has the distribution
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P{N(t) = k} =
(λt)k

k!
e−λt.

3. The characteristic function of a Poisson process N(t) is given by

E
[
eixN(t)

]
= exp{λt(eix − 1)}.

4. The Poisson process N(t) has independent increments:

If t ≥ s, N(t)−N(s) is independent of the σ-algebra Fs.

5. The Poisson process N(t) has stationary increments:

If t ≥ s ≥ 0, then N(t)−N(s) and N(t− s)−N(0) have the same law.

6. The Poisson process N(t) has the Markov property,

i.e., E[N(t)|Fs] = N(s),∀t ≥ s ≥ 0.

Corollary 2.2. (Shreve, [25])

A Poisson processN(t) with intensity λ satisfies that E[N(t)] = λt and V ar [N(t)] =
λt.

Definition 2.2. (Compensated Poisson Process)

Let N(t) be a Poisson process as in Definition (2.1). Then M(t) = N(t)−λt is called
a compensated Poisson process where λ is the parameter of the Poisson process.

Theorem 2.3. (Shreve, [25])

The compensated Poisson process M(t) = N(t)− λt is a martingale.

Definition 2.3. (Compound Poisson Process)

A compound Poisson process is a stochastic process with intensity λ and jump size
distribution F defined as

Q(t) =

N(t)∑
j=1

Yj, t ≥ 0,

where N(t) is Poisson process with intensity λ, and the jump sizes Yj are independent
of one another and also independent of N(t) with distribution F .

Remark 2.2. A compound Poisson process can be considered as a Poisson process with
random jump sizes.
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Proposition 2.4. (Cont, [5])

Let Q(t) be a compound Poisson process. Then, the following conditions are fulfilled:

1. For any ω, the sample path t 7→ Q(t) is RCLL (cádlág) piecewise constant.

2. The characteristic function of a compound Poisson process Q(t) is given by

E[eixQ(t)] = exp{λt
∫
R
(eix − 1)F (dx)}.

3. The compound Poisson process Q(t) has independent increments: If t ≥ s ≥ 0,

then Q(t)−Q(s) is independent of the σ-algebra Fs.

4. The compound Poisson process Q(t) has stationary increments: If t ≥ s ≥ 0,

then Q(t)−Q(s) and Q(t− s)−Q(0) have the same law.

5. The jump sizes (Yj)j≥1 are independent and identically distributed (i.i.d.) random

variables with law F and the same mean µ = E[Yj].

Corollary 2.5. (Shreve, [25])

A compound Poisson process Q(t) with intensity λ satisfies the equation E[Q(t)] =
µλt.

Theorem 2.6. (Shreve, [25])

The compensated compound Poisson process Q̃(t) = Q(t)− µλt is a martingale.

Theorem 2.7. (Itô-Doeblin formula for jump-diffusion processes) (Shreve, 2004,
[25])

Let f ∈ C2(R) and X(t) be a jump-diffusion process given in Eqn. (2.1). Then, we
have

f(X(t)) =f(X(0)) +

∫ t

0

f
′
(X(s))dXC(s) +

1

2

∫ t

0

f
′′
(X(s))d[XC , XC ](s)

+
∑

0<s≤t

[f(X(s))− f(X(s−))], (2.3)

where XC(t) = X(0) +
∫ t

0
µ(s)ds +

∫ t
0
σ(s)dW (s) represents the continuous part of

the process according to Eqn. (2.1).

2.2 Infinite Activity Models

In jump-diffusion models, jumps are rare events and in every finite time interval
finitely many jumps occur. In infinite activity Lévy processes, in every interval there
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are infinitely many jumps that most of them are very small and there is only a finite
number of jumps with absolute value greater than a given number. These models do
not necessarily involve a Brownian motion and move actually by jumps. As compared
with jump-diffusion models, infinite activity models can be constructed by Brown-
ian subordination which gives them additional tractability. Some examples of Lévy
processes are linear drift (simplest Lévy process), Brownian motion (the only non-
deterministic continuous Lévy process), Poisson process, compound Poisson process,
Gamma process (an increasing Lévy process, also called as subordinator).

Definition 2.4. (Lévy Process)

An adapted, cádlág, real valued stochastic process (η(t))t≥0 defined on (Ω,F ,P) is
called a Lévy process if it satisfies the followings are satisfied:

1. P (η(0) = 0) .

2. Independent increments: For all 0 ≤ s ≤ t, η(t)− η(s) is independent of Fs.

3. Stationary increments: For all 0 ≤ s ≤ t, η(t) − η(s) is equal in distribution to
η(t− s).

4. Stochastic continuity: ∀ε > 0, lim
h→0

P (|η(t+ h)− η(t)| ≥ ε) = 0.

Definition 2.5. (Lévy Measure)

Let η(t) be a Lévy process on Rd and B(Rd) is the Borel σ-algebra of Rd. The measure

ν(A) = E[M(1, A)] = E [#{t ∈ [0, 1] : ∆η(t) 6= 0,∆η(t) ∈ A}] , A ∈ B(Rd),

on Rd is called as Lévy measure of η.

This means that, ν(A) is the expected number, per unit time, of jumps whose size
is in A. Furthermore, M([0, t], A), called as jump measure of η, counts the number
of jumps of η up to time t with jump size in the set A, and M(dt, dx) is the differ-
ential notation of the M([0, t], A). The compensated jump measure of η is defined by
M̃(dt, dx) = M(dt, dx)− ν(dx).

Definition 2.6. (Poisson Random Measure) (Cont, [5])

Suppose that E be a σ-algebra of subsets of E ⊆ R, (E, E) be a measurable space and
(Ω,F ,P) be a probability space. A Poisson random measure M on E with intensity
measure λ (a given positive Radon measure on (E, E)) is an integer-valued random
measure such that

M : Ω× E → N
(ω,A) 7→M(ω,A),

which satisfies the following conditions:

(i) For (almost all) ω ∈ Ω, M(w, ·) is an integer-valued Radon measure on E.
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(ii) For each measurable set A ⊆ E, M(·, A) := M(A) < ∞ is a Poisson random
variable with parameter λ(A); for all k ∈ N,

P(M(A) = k) =
(µ(A))k

k!
eλ(A).

(iii) The variables M(A1), ....,M(An) are independent when A1, ...., An ∈ E are dis-
joint sets.

Proposition 2.8. (Jump Measure of a Compound Poisson Process) (Cont, [5])

The jump measure MX of a compound Poisson process (X(t))t≥0 is a Poisson random
measure on Rn × [0,∞) with intensity measure µ(dx, dt) = ν(dx)dt = λF (dx)dt,
where λ is the intensity and F is the jump size distribution of (X(t))t≥0.

According to above proposition, every compound Poisson process X(t) can also be
written as

X(t) =
∑
s∈[0,t]

∆X(s) =

∫
[0,t]×Rn

xMX(ds, dx),

where MX is a Poisson random measure with intensity measure ν(dx)dt.

There is a strong, intimate relation between the Lévy processes and the infinite di-
visibility. To see this relation, we now give the definition of infinite divisibility and
Lévy-Khintchine Formula.

Definition 2.7. (Infinite Divisibility)

A real-valued random variable X has an infinitely divisible distribution if for all n ∈ N
there exist a sequence of i.i.d. random variables X

( 1
n

)

1 , X
( 1
n

)

2 , ...., X
( 1
n

)
n such that

X
d
= X

( 1
n

)

1 +X
( 1
n

)

2 + ...+X
( 1
n

)
n .

Alternatively, in terms of probability distributions, the probability distribution F of a
random variable X is infinitely divisible if for all n ∈ N there exists another law F

X( 1
n )

of a random variable X( 1
n

) such that

FX = F
X( 1

n ) ∗ FX( 1
n ) ∗ .... ∗ FX( 1

n ) ,

where F
X( 1

n ) ∗ FX( 1
n ) ∗ .... ∗ FX( 1

n ) is the n-th convolution of F
X( 1

n ) . For instance,
the Normal, Poisson, Gamma, negative binomial, geometric, Cauchy, Gaussian, Dirac
delta, stable distributions are infinitely divisible. For more details, see Papapantoleon
[18].

Proposition 2.9. (Papapantoleon, [18])

If (η(t))t≥0 is a Lévy process, then η(t) is infinitely divisible for each t > 0.

10



Proof. For all t ≥ 0 and all n ∈ N, we have

η(t) = η(t/n) + (η(2t/n)− η(t/n)) + ....+ (η(t)− η((n− 1)t/n) .

By the stationary and the independent increment properties of a Lévy process, we
conclude that η(t) is infinitely divisible.

Theorem 2.10 (Lévy-Khintchine Formula). (Papapantoleon, [18])

The probability distribution FX of a random variable X is infinitely divisible with
characteristic exponent

ψ(u) = iub− u2σ

2
+

∫
R
(eiux − 1− iux1|x|<1)ν(dx),

if and only if there exists a triplet (b, σ, ν) with σ ∈ R, b ∈ R and ν is a measure
satisfying ν(0) = 0 and

∫
R(1 ∧ |x|2)ν(dx) <∞, such that

E[eiuX ] = eψ(u).

Here, the triplet (b, σ, ν) is called the characteristic or Lévy triplet and the characteristic
exponent ψ(u) is called the Lévy exponent, b ∈ R is drift, σ ∈ R+ is the diffusion
coefficient and ν is the Lévy measure.

Theorem 2.11 (Lévy-Khintchine Formula for Lévy processes). (Papapantoleon,
[18])

Let b ∈ R, σ ≥ 0 and ν is a measure satisfying ν(0) = 0 and
∫
R(1 ∧ |x|2)ν(dx) <∞.

Define characteristic exponent

ψ(u) = iub− u2σ

2
+

∫
R
(eiux − 1− iux1|x|<1)ν(dx).

Then, there exists a probability space (Ω,F ,P) on which a Lévy process with charac-
teristic exponent ψ(u) is defined.

Theorem 2.12 (Lévy-Itô Decomposition). (Papapantoleon, [18])

Suppose that (b, σ, ν) is a triplet with σ ∈ R, b ∈ R and ν is a measure satisfy-
ing ν(0) = 0 and

∫
R(1 ∧ |x|2)ν(dx) < ∞. Then there exists a probability space

(Ω,F ,P) on which three independent Lévy processes, η(1), η(2), η(3) exist, where η(1)

is a Brownian motion with drift, η(2) is a compound Poisson process, and η(3) is a
square-integrable martingale with an a.s. countable number of jumps with magnitude
less than unity on every finite interval. By taking η = η(1) + η(2) + η(3), there exists
a probability space on which a Lévy process η is defined for all u ∈ R with Lévy
exponent

ψ(u) = iub− u2σ

2
+

∫
R
(eiux − 1− iux1|x|<1)ν(dx).

11



Proposition 2.13. (Papapantoleon, [18])

Let η(t) be a square integrable Lévy process with Lévy measure ν. Then, there exist a
and b ∈ R such that

η(t) = at+ bW (t) +

∫ t

0

∫
|x|≥1

xM(ds, dx) +

∫ t

0

∫
|x|<1

xM̃(ds, dx)

= at+ bW (t) +

∫ t

0

∫
|x|≥1

x(M̃(ds, dx) + ν(dx)ds) +

∫ t

0

∫
|x|<1

xM̃(ds, dx)

= at+ bW (t) +

∫ t

0

∫
R
x(M̃(ds, dx) + ν(dx)dt) +

∫ t

0

∫
|x|≥1

xν(dx)ds

= ãt+ bW (t) +

∫ t

0

∫
R
x(M̃(ds, dx),

where ã = a+ t
∫
|x|≥1

xν(dx).

This theorem indicates that every square integrable Lévy process is a combination of
a Brownian motion with drift and infinite sum of independent compound Poisson pro-
cesses.

In brief, if η(t) is a Lévy process, then for every t, η(t) has an infinitely divisible
distribution. Beside, if F is an infinitely divisible distribution then we can construct a
Lévy process η(t), t ≥ 0, such that the distribution of η(1) is given by F .

Proposition 2.14. (Itô Formula for multidimensional Lévy processes) (Cont, [5])

Let X(t) =
(
X1(t), ..., Xd(t)

)
be a multidimensional (d-dimensional) Lévy process

with characteristic triplet (b, σ, ν). Then, for any f ∈ C1,2(R) such that f : [0, T ] ×
Rd → R, we have

f (t,X(t)) =f(0, X(0)) +

∫ t

0

d∑
i=1

∂f

∂xi
(s,X(s−))dX i(s) +

∫ t

0

∂f

∂s
(s,X(s))ds

+
1

2

∫ t

0

d∑
i,j=1

σij
∂2f

∂xixj
(s,X(s))ds

+

∆X(s)6=0∑
0≤s≤t

[f(s,X(s))− f(s,X(s−))−
d∑
i=1

∆X i(s)f
′
(s,X(s−))],

(2.4)

where ∆X i(s) = X i(s)−X i(s−).

Definition 2.8. (Infinitesimal Generator)

Let (X(t))t≥0 be a jump-diffusion process. The infinitesimal generator L of (X(t))t≥0

on function f : Rn → R is defined as

(Lf)(x) = lim
t→0

E [f(X(t))]− f(x)

t
,
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if the limit exists.

Proposition 2.15 (Infinitesimal generator of a Lévy Process). (Cont, [5])

Let η(t) be a Lévy process on Rn with Lévy triplet (b, σ, ν) and f ∈ C2
0(R), where

C2
0(R) is the set of twice differentiably functions;

dη(t) =b (t, η(t), u(t)) dt+ σ (t, η(t), u(t)) dW (t)

+

∫
Rn

h (t, η(t−), u(t−), z) M̃(dt, dz), (2.5)

where b : R+×Rn×U→ Rn, σ : Rn×Rn×U→ Rn×d, and h : R+×Rn×U×Rn →
Rn×l are given functions, W (t) = W is a d-dimensional standard Brownian Motion,
and

M̃(dt, dz) =
(
M̃1(dt, dz), ....., M̃l(dt, dz)

)T
= (M1(dt, dz)− ν1(dz1)dt, ....,Ml(dt, dz)− νl(dzl)dt)T

is a compensated Poisson process where {Mi} are independent Rl×1-valued Poisson
random measures with Lévy measures νi on (Ω,F , (Ft)t≥0,P) for i = 1, ..., l.

Then, the infinitesimal generator Lf(x) of η is defined as follows:

Lf(x) =
n∑
j=1

bj(x)
∂f

∂xj
(x) +

1

2

n∑
j,i=1

(σσT )ij(x)
∂2f

∂xj∂xi
(x)

+

∫
Rn

(
f(x+ h(x, z))− f(x)−

n∑
k=1

∇f(x) · h(x, z)

)
ν(dz),

where T represents the transpoze and∇ represents the gradient operator.
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CHAPTER 3

STOCHASTIC OPTIMAL CONTROL PROBLEMS

3.1 Introduction

Optimal Control theory is a mathematical optimization methodology. It aims to find
control policies for a given system which give the optimal results. Optimal control
problems can be either deterministic or stochastic. In this thesis, we study the dynamic
systems which evolve over time and are described by stochastic differential equations.
In stochastic optimal control problems, the goal is to reach the best expected result, and
for this purpose the decision makers must select an optimal decision over all possible
decisions. The decision has to be non-anticipative, that is to say, the decision or control
must be based only on the past and present information. Moreover, the decisions which
are made based on the most updated information and no any future information must
also be dynamic.

An optimal control problem consists of a state process X ∈ Rn, a control process
u = u(t, w) ∈ U, w ∈ Ω for a given set U ⊂ Rn, and a performance functional J(u).

Suppose the state of a stochastic process X(t) = Xu(t) at time t with an initial value
x is governed by an SDE:

dX(t) =b (t,X(t), u(t)) dt+ σ (t,X(t), u(t)) dW (t)

+

∫
Rn

h (t,X(t−), u(t−), z) M̃(dt, dz), (3.1)

where b : R+×Rn×U→ Rn, σ : Rn×Rn×U→ Rn×d, and h : R+×Rn×U×Rn →
Rn×l are given functions, W (t) = W is a d-dimensional standard Brownian Motion,
and

M̃(dt, dz) =
(
M̃1(dt, dz), ....., M̃l(dt, dz)

)T
= (M1(dt, dz)− ν1(dz1)dt, ....,Ml(dt, dz)− νl(dzl)dt)T

is a compensated Poisson process where {Mi} are independent Rl×1-valued Poisson
random measures with Lévy measures νi on (Ω,F , (Ft)t≥0,P) for i = 1, ..., l.

Here, u(t) is our control process which represents the value of the control at time t,
and we assume that it is RCLL (cádlág) and adapted, i.e., progressively measurable-
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valued in U. From now on, u stands for the control variable, and we callX(t) = Xu(t),
t ∈ [0, T ], as a controlled stochastic process.

We define a performance criterion which is called as cost functional in minimization
problems, and gain functional in maximization problems as follows

J(t, x, u) = E
[∫ T

t

f (s,Xu(s), u(s)) ds+ g (Xu(T ), u(T ))

]
, (3.2)

where T is the terminal time, f : [0, T ] × Rn × U → R is a continuous function, and
g : Rn → R is a function which is lower bounded and satisfying quadratic growth
condition.

We call the control process u as admissible process if Eqn. (3.1) has a unique, strong
solution, and the condition below is satisfied:

E
[∫ T

0

|f(t,X(t), u(t))|dt+ max{0, g(X(T ))}
]
<∞. (3.3)

We will denote by A for the set of all admissible control processes.

In stochastic optimization problems, the aim is to maximize the performance criterion
J(t, x, u) given in Eqn. (3.2) over all admissible controls. Therefore, a stochastic
optimization problem can be typically written in the form of

V (t, x) = sup
u∈A

E
[∫ T

t

f (s,Xu(s), u(s)) ds+ g (Xu(T ), u(T ))

]
,

where V is called value function. The value function is obtained by choosing the best
control ũ among all controls, and ũ is called as an optimal control process.

In other words, we can consider the stochastic optimal control problem as to find ũ ∈ A
such that

J(t, x, ũ) = sup
u∈A

J(t, x, u) = V (t, x).

Here, the optimization problem is a maximization problem where f and g are utility
functions that give a measure of satisfaction. Furthermore, f represents the total utility
between time [t, T ] and is called as running gain while g represents the remaining
utility by time T and is called as terminal gain.

If we consider a minimization problem instead of a maximization problem, we call
the performance functional as a cost functional, f represents running cost, while g
represents terminal cost, and the stochastic optimal control problem is written in the
form of

V (t, x) = inf
u∈A

E
[∫ T

t

f(s,Xu(s), u(s)) ds+ g(Xu(T ), u(T ))

]
.

An optimal control problem is called as Bolza-type problem if f 6= 0 and g 6= 0. If
f = 0, the problem is called as Mayer problem, and if the g = 0, we call the problem
as Lagrange type.
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This chapter is organized as follows. In the subsequent two sections, two princi-
pal and most commonly used methods in solving stochastic optimal control problems,
namely, Pontryagin’s Maximum Principle and Bellman’s Dynamic Programming Prin-
ciple, will be introduced with their applications to finance. In the last section, the
relationship between these two approaches will be discussed.

3.2 Maximum Principle

In this section, we will study how to solve a stochastic optimal control problem
by the Maximum Principle approach. In the 1950s, the Maximum Principle for de-
terministic problems was first derived by Pontryagin and his group. Then, Kushner
[13] introduced the Necessary Stochastic Maximum Principle for diffusions. Follow-
ing Kushner’s studies, necessary conditions for stochastic Maximum Principle were
developed by Bismut [3], Bensoussan [2], Haussmann [12], Peng [20], and Young and
Zhou [30]. A Necessary Maximum Principle for the jump-diffusions was given by
Tang and Li [27]. The sufficient conditions for the Stochastic Maximum Principle was
first introduced by Bismut in 1978, and developed by Zhou [32]. A Sufficient Maxi-
mum Principle for general jump-diffusion processes was formulated by Framstad et al.
[9].

We present here the sufficient Maximum Principle for jump-diffusion processes by
following closely Framstad et al. [9]. We introduce the notion of a stochastic Hamil-
tonian system that consists of two backward stochastic differential equations (which
can also be called as adjoint equations) and one forward stochastic differential equa-
tion (the original state equation) along with a maximum condition. The Maximum
Principle says that any optimal control must solve the Hamiltonian system, and that
is the importance of Maximum Principle because optimizing the Hamiltonian is much
more easy than the original control problem which is infinite dimensional. Moreover,
we will see that the Dynamic Programming techniques are applicable only if the sys-
tem is Markovian. The advantage of using Maximum Principle lies in the fact that the
Maximum Principle techniques is also applicable for the non-Markovian systems.

We introduce here a Verification Theorem (the Sufficient Maximum Principle) which
says when a stochastic control satisfies the optimality conditions, then it is optimal.
In general jump-diffusion problems, a Verification Theorem based on Dynamic Pro-
gramming Principle involves a Partial-Integro Differential Equation (PIDE) in the HJB
equation which is challenging to solve. Here, the principle significance of the sufficient
Maximum Principle is that it is a useful alternative to the verification theorem based
on DPP.

3.2.1 Sufficient Maximum Principle

Let X(t) = Xu(t) be a controlled jump-diffusion process on Rn given in Eqn. (3.1),
u(t) = u(t, w) : [0, T ]×Ω→ U is the control process which is predictable and cádlág.
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Consider the performance functional J(u) of the form

J(u) = E
[∫ T

0

f (t,X(t), u(t)) dt+ g (X(T ))

]
,

where u ∈ A, T > 0 is a fixed constant, f : [0, T ] × Rn × U → R is continuous and
g : Rn → R is concave.

Recall that the objective is to maximize the value function J over all admissible con-
trols. Therefore, the problem is to find u∗ ∈ A which satisfies the following equation

J(u∗) = sup
u∈A

J(u).

Set the Hamiltonian function, H : [0, T ]× Rn × U× Rn × Rn×m ×R→ R, by

H(t, x, u, q1, q2, q3) =f(t, x, u) + bT (t, x, u)q1 + tr
(
σT (t, x, u)q2

)
+

l∑
i=1

n∑
j=1

∫
Rn

hij(t, x, u, zj)q3ij(t, z)νj(dzj). (3.4)

The adjoint equation in the adapted adjoint processes q1, q2, q3 is defined as

dq1(t) =−∇xH (t,X(t), u(t), q1(t), q2(t), q3(t, ·)) dt+ q2(t)dW (t)

+

∫
Rn

q3(t−, z) M̃(dt, dz) (3.5)

with boundary condition
q1(T ) = ∇g (X(T )) . (3.6)

The adjoint equation above is also called as backward stochastic differential equation
since we know the terminal value.

Theorem 3.1 (Sufficient Maximum Principle). (Framstad et al., [9])

Let
(
ũ(t), X ũ(t)

)
be an admissible pair with corresponding solutions q̃1(t), q̃2(t), q̃3(t),

q̃4(t, z) of the corresponding adjoint equation, and assume that the growth condition is
satisfied, g is a concave function of x and that

H̃
(
t, X̃(t), ũ(t), q̃1(t), q̃2(t), q̃3(t), q̃4(t, z)

)
= max

u∈A
H (t,X(t), u, q̃1(t), q̃2(t), q̃3(t), q̃4(t, z)) (3.7)

exists and is concave. Moreover, suppose that

H̃
(
t, X̃(t), ũ(t), q̃1(t), q̃2(t), q̃3(t), q̃4(t, z)

)
= sup

u∈A
H
(
t, X̃(t, u, q̃1(t), q̃2(t), q̃3(t), q̃4(t, z)

)
(3.8)

for all t ∈ [0, T ]. Then ũ is an optimal control.

Proof. See Framstad et al. [9] for the details of the proof.
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3.2.2 Applications to Finance

Now, we will apply Maximum Principle approach to Mean-Variance portfolio se-
lection problem taken from Framstad et al. [9].

This problem is an application of the stochastic optimization problems to finance.
We consider a financial market which consists of a risk-free asset and a risky asset,
where the price dynamics at time t are given by, respectively:

dS0(t) = r(t)S0(t) dt, S0(0) = s0 > 0,

dS(t) = µ(t)S(t) dt+σ(t)S(t) dW (t)+S(t−)

∫
R
γ(t, z) M̃(dt, dz), S1(0) = s1 > 0,

where µ(t) > r(t) > 0, µ(t) 6= 0 (mean rate of return), σ(t) 6= 0, and h(t, z) > −1 are
locally bounded deterministic functions, M̃ is a compensated random measure with
the assumption that t 7→

∫
R h

2(t, z)ν(dz) is a locally bounded function.

We also consider a predictable and cádlág portfolio such as θ(t) = (θ0(t), θ1(t)),
where θ0(t) and θ1(t) represent the number of units for the risk-free and the risky asset
at time t, respectively.

We call this portfolio as self-financing if

dX(t) = θ0(t)dS0(t) + θ1(t)dS1(t). (3.9)

Let π(t) := θ1(t)S1(t) denote the amount of the risky-asset at time t, therefore, we
can express the amount of the risk-free asset at time t as X(t) − π(t). Then, we can
write the wealth process in Eqn. (3.9) as

dX(t) ={r(t)X(t) + (µ(t)− r(t))π(t)} dt+ σ(t)π(t) dW (t)

+ π(t−)

∫
R
h(t, z) M̃(dt, dz). (3.10)

Here, u(t) = π(t) is our control process, and we call u(t) admissible, i.e., u(t) ∈ A, if
Eqn. (3.9) has a unique solution with the assumption that E[(Xu(T ))2] <∞.

Stochastic Optimal Control Problem:

In this mean-variance portfolio selection problem, the goal is to find an admissible
control u(t) which minimizes the variance

Var[X(T )] = E
[
(X(T )− E[X(T )])2

]
providing that

E[X(T )] = A,

where A is a given constant.
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Proposition 3.2. (Framstad et al., [9]) Consider the wealth process in Eqn. (3.10).
The optimal control policy which minimizes the variance is given by

ũ(t) =
(r(t)− µ(t))(m(t)x+ n(t)

m(t)γ(t)
.

Proof. Using the Lagrange multiplier method, this problem is written as minimize

E[(X(T )− a)2],

for a given real number a ∈ R, without any constraint. This is because

E
[
(X(T )− A)2 − λ (E[X(T )]− A)

]
= E

[(
X(T )−

(
A+

λ

2

))2
]
− λ2

4
,

(3.11)

where λ ∈ R is a constant and called as the Lagrange multiplier.

Therefore, instead of (3.11), we can consider the following equivalent optimization
problem

sup
u∈A

E
[
−1

2
(Xu(T )− a)2

]
.

Combining Eqns. (3.4) and (3.10), we can write the corresponding Hamiltonian func-
tion as

H(t, x, u, q1, q2, q3) = {r(t)x+(µ(t)−r(t))u}q1+σ(t)uq2+u

∫
R
h(t, z)q3(t, z)ν(dz).

(3.12)
Besides, combining Eqns. (3.5) and (3.20), the corresponding adjoint equations are

dq1(t) =− r(t)q1(t) dt+ q2(t) dW (t) +

∫
R
q3(t, z) M̃(dt, dz),

q1(T ) =− (X(T )− a) = −X(T ) + a. (3.13)

Now, we make a guess for q1(t) :

q1(t) = m(t)X(t) + n(t), (3.14)

where m(t) and n(t) are deterministic and differentiable funtions.

Now, we differentiate Eqn. (3.14) with respect to t, and get the result

dq1(t) = m(t) dX(t) +m′(t)X(t) dt+ n′(t) dt. (3.15)
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Combining Eqns. (3.15) with (3.10), we obtain

dq1(t) = m(t)

[
{r(t)X(t) + (µ(t)− r(t))π(t)} dt+ σ(t)π(t) dW (t)

+ π(t−)

∫
R
h(t, z) M̃(dt, dz)

]
+m′(t)X(t) dt+ n′(t) dt

=

[
m(t)r(t)X(t) +m(t)(µ(t)− r(t)u(t) +X(t)m′(t) + n′(t)

]
dt

+m(t)σ(t)u(t) dW (t) +m(t)u(t−)

∫
R
h(t, z) M̃(dt, dz). (3.16)

Comparing Eqn. (3.16) with Eqn. (3.13), we get

dq1(t) = −r(t)q1(t) = −r(t) (m(t)X(t) + n(t))

= m(t)r(t)X(t) +m(t)(µ(t)− r(t)u(t) +X(t)m′(t) + n′(t), (3.17)

q2(t) = m(t)σ(t)u(t), (3.18)

q3(t, z) = m(t)u(t)h(t, z). (3.19)

With the assumption ũ ∈ A be an optimal control with corresponding wealth X̃ , and
corresponding adjoint variables q̃1, q̃2, q̃3 , we have

H
(
t, X̃(t), u, q̃1(t), q̃2(t), q̃3(t, ·)

)
= r(t)X̃(t)q̃1(t)

+ u

[
(µ(t)− r(t)) q̃1(t) + σ(t)q̃2(t) +

∫
R
h(t, z)q̃3(t, z)ν(dz)

]
. (3.20)

Then, from first-order conditions we have

∂H̃

∂ũ(t)
= (µ(t)− r(t)) q̃1(t) + σ(t)q̃2(t) +

∫
R
h(t, z)q̃3(t, z)ν(dz) = 0. (3.21)

Substituting Eqns. (3.18) and (3.19) into Eqn. (3.21) we can write it as

ũ(t) =
(r(t)− µ(t))q̃1(t)

m(t)γ(t)
, (3.22)

where
γ(t) = σ2(t) +

∫
R
h2(t, z)ν(dz). (3.23)

Besides, from Eqn. (3.17) we have

ũ(t) =
(m(t)r(t) +m′(t))X̃(t) + r(t)(m(t)X̃(t) + n(t)) + n′(t)

m(t)(r(t)− µ(t)
. (3.24)
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Connecting Eqn. (3.22) and Eqn. (3.24) yields the following equations:

(r(t)− µ(t))2m(t)− [2r(t)m(t) +m′(t)] γ(t) = 0, m(T ) = −1,

(r(t)− µ(t))2 n(t)− [r(t)n(t) + n′(t)] γ(t) = 0, n(T ) = a.

If we solve these equations, we get

m(t) = − exp

(∫ T

t

(r(s)− µ(s))2

γ(s)
− 2r(s) ds

)
, 0 ≤ t ≤ T, (3.25)

n(t) = a exp

(∫ T

t

(r(s)− µ(s))2

γ(s)
− r(s) ds

)
, 0 ≤ t ≤ T. (3.26)

Subtracting (3.25) and (3.26) to Eqns. (3.17), (3.18) and (3.19) , the adjoint processes
solves the Eqn. (3.16), and all conditions of Theorem 3.1 are satisfied. Therefore,

ũ(t) =
(r(t)− µ(t))(m(t)x+ n(t)

m(t)γ(t)
(3.27)

is an optimal control.

3.3 Dynamic Programming Principle and Hamilton-Jacobi-Bellman Equations

In this section, we review the theory of Dynamic Programming Principle which is
another fundamental methodology to solve the stochastic optimal control problems.
Dynamic Programming Principle was initiated by Richard Bellman in the 1950s, and
this methodology results in a necessary condition and as well as a sufficient condition
for optimality. For discrete-time optimization problems Bellman equation refers to a
Dynamic Programming equation, while for continuous-time optimization problems it
refers to a nonlinear and second-order PDE, the so-called Hamilton-Jacobi-Bellman
(HJB) equation.

In this section, we will first derive the HJB equation in a heuristic manner for dif-
fusion processes, and then for jump-diffusion processes. When the HJB equation is
solvable, optimality of the candidate solution, namely, the value function that satisfies
the HJB, is proved with the Verification Theorem. In the Verification Theorem, it is
required that the solution of the HJB equation must be smooth enough which is not
the case in general, and this is the main drawback of Dynamic Programming princi-
ple. To overcome this problem, viscosity solutions are used. In this thesis, we will
not cover the viscosity solutions and we refer to Pham [21], Yong and Zhou [30], and
Fleming and Soner [8] for details of viscosity solutions. In the applications, we will
solve the Merton’s portfolio problem for optimal consumption first under a diffusion
process and then under a jump-diffusion process, for a logarithmic utility function.
The aim of starting with a diffusion process is to see the essential differences with the
jump-diffusion process.

Consider a control system which is driven by following SDE:

dX(t) = b (t,X(t), u(t)) dt+ σ(t,X(t), u(t)) dW (t). (3.28)
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Here W is a d-dimensional Brownian motion on (Ω,F, (Ft)t≥0,P), t ∈ [0, T ], where
T > 0 is constant, b : [0, T ] × Rn × U → Rn and σ : [0, T ] × Rn × U → Rn×d are
given deterministic and continuous functions satisfying Lipschitz continuity and linear
growth conditions; hence, a unique L2−solution to Eqn. (3.28) exists.

Here, X(t) ∈ Rn is the state process that represents the wealth at time t, and Eqn.
(3.28) will be the given constraint of optimization problem. Moreover, X(t) is con-
trolled by a stochastic process u(t) as mentioned in the introduction of this chapter.
We assume that u(t) is cádlág and predictable, that means, the optimal control at time
t depends on the information at time t.

Definition 3.1. (Markovian Control)

Let Xs,x be the state process with initial value X(s) = x. A control process u(t),
t ∈ [s, T ], is called Markovian control if u(t) = a(t,Xs,x(t)) for some measurable
function
a : [0, T ]× Rn → A.

In the remainder of this section we only consider Markovian controls.

Theorem 3.3. (Dynamic Programming Principle)

Let (t, x) ∈ [0, T ]× Rn. Then, for θ ∈ [t, T ], we have

V (t, x) = sup
u∈A,θ∈[t,T ]

E
[∫ θ

t

f(s,X t,x(s), u(s))ds+ V
(
θ,X t,x(θ)

)]
. (3.29)

Proof. By definition of the value function, for any θ ∈ [t, T ], we have

J(t, x, u) = E
[∫ θ

t

f(s,X t,x(s), u(s))ds+ J
(
θ,X t,x(θ), u

)]
.

Then,

J(t, x, u) ≤ E
[∫ θ

t

f(s,X t,x(s), u(s))ds+ V
(
θ,X t,x(θ), u

)]
.

By taking the supremum at both sides,

V (t, x) ≤ sup
u∈A,θ∈[t,T ]

E
[∫ θ

t

f(s,X t,x(s), u(s))ds+ V
(
θ,X t,x(θ), u

)]
. (3.30)

For the other side of the proof, we define the process

û(s, w) =

{
u(s, w), s ∈ [t, θ],

ũ(s, w), s ∈ [θ, T ],

where ũ(s, w) is the optimal control. Then, we have

V (t, x) = J(t, x, ũ) ≥ J(t, x, û) = E
[∫ T

t

f(s,X t,x(s), û(s))ds+ J
(
T,X t,x(T ), û

)]
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=E
[∫ θ

t

f(s,X t,x(s), û(s))ds

]
+ E

[∫ T

θ

f(s,X t,x(s), û(s))ds+ J
(
T,X t,x(T ), û

)]
=E

[∫ θ

t

f(s,X t,x(s), û(s))ds

]
+ V

(
θ,X t,x(θ), u

)
,

which implies

V (t, x) ≥ sup
u∈A,θ∈[t,T ]

E
[∫ θ

t

f(s,X t,x(s), u(s)) ds+ V
(
θ,X t,x(θ), u

)]
. (3.31)

Thus, from Eqn. (3.30) and Eqn. (3.31) the desired result is obtained.

If we investigate the local behaviour of the value function, when θ → t in Theorem 3.2
leads to the HJB equation which is the infinitesimal version of the Dynamic Program-
ming Principle.

Theorem 3.4. (Hamilton-Jacobi-Bellman equation)

Assume that V ∈ C1,2 and there exists an optimal control ũ such that for any (t, x) ∈
[0, T ]× Rn,

J (t, x, ũ(·)) = V (t, x).

Then, the value function V satisfies the HJB equation

∂V

∂t
(t, x) + sup

u∈A
[LuV (t, x) + f(t, x, u)] = 0, (3.32)

with terminal condition

V (T, x) = g(x),

where

LuV (t, x) = b(x, u)
∂V

∂x
+

1

2
tr(σσT )(x, u)

∂2V

∂x2

is the infinitesimal generator of a diffusion process.

Furthermore, for each (t, x) ∈ [0, T ]×Rn, the supremum in the HJB equation of Eqn.
(3.32) is attained by the optimal control ũ(t, x).

Proof. Let us choose θ in Theorem 3.2 as θ = t+δt, where δt is a small time increment
and t+ δt < T.

By assuming that V is smooth enough and applying Itô Formula to V between t and
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t+ δt, we get

V
(
t+ δt,X t,x(t+ δt)

)
=V (t, x) +

∫ t+δt

t

∂V

∂t
(s,X t,x(s)) ds

+

∫ t+δt

t

∂V

∂x
(s,X t,x(s)) dX(s)

+
1

2

∫ t+δt

t

∂2V

∂x2
(s,X t,x(s)) [X,X] (s),

=V (t, x) +

∫ t+δt

t

∂V

∂t
(s,X t,x(s)) ds

+ b

∫ t+δt

t

∂V

∂x
(s,X t,x(s)) ds

+ σ

∫ t+δt

t

∂V

∂x
(s,X t,x(s)) dW (s)

+
1

2

∫ t+δt

t

∂2V

∂x2
(s,X t,x(s)) ds.

Then, we obtain

V
(
t+ δt,X t,x(t+ δt)

)
=V (t, x) +

∫ t+δt

t

∂V

∂t
(s,X t,x(s)) ds

+

∫ t+δt

t

LuV (s,X t,x(s)) ds

+ σ

∫ t+δt

t

∂V

∂x
(s,X t,x(s)) dW (s). (3.33)

We already know that

V (t, x) ≥ E
[∫ t+δt

t

f
(
s,X t,x(s), u(s)

)
ds+ V

(
t+ δt,X t,x(t+ δt)

)]
. (3.34)

Additionally, since the expected value of a Brownian Motion is 0, we have

E
[
σ

∫ t+δt

t

∂V

∂x
(s,X t,x(s)) dWs

]
= 0. (3.35)

By taking expectation of Eqn. (3.33) and combining it with Eqn. (3.34) and Eqn.
(3.35), we get

E
[∫ t+δt

t

(
f(s,X t,x(s), u) +

∂V

∂t
(s,X t,x(s)) + LuV (s,X t,x(s))

)
ds

]
≤ 0. (3.36)

Dividing Eqn. (3.36) by t + δt and letting t + δt → 0, finally we obtain by the mean
value theorem that

f(t, x, u) +
∂V

∂t
(t, x) + LuV (t, x) ≤ 0. (3.37)
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Since Eqn. (3.37) holds for any control process u, we have

sup
u∈A

[
f(s,X t,x(s), u) + LuV (s,X t,x(s))

]
+
∂V

∂t
(s,X t,x(s)) ≤ 0. (3.38)

By assumption, we know that

J (t, x, ũ(·)) = V (t, x) = E
[∫ t+δt

t

f
(
s, X̃ t,x(s), ũ(s)

)
ds+ V

(
t+ δt, X̃ t,x(t+ δt)

)]
.

Applying the same arguments as above, for an optimal control ũ we have

f(t, x, ũ) +
∂V

∂t
(t, x) + LũV (t, x) = 0. (3.39)

Thus, if we combine Eqn. (3.38) and Eqn. (3.39), then it is seen that the supremum in
Eqn. (3.32) is attained by the optimal control ũ(t, x) and V satisfies

sup
u∈A

[
f(s,X t,x(s), u) + LuV (s,X t,x(s))

]
+
∂V

∂t
(s,X t,x(s)) = 0.

Interpretation of the HJB equation is that if V is the value function and the optimal
control ũ exists, then V satisfies the HJB equation. Moreover, the supremum in the
HJB equation is attained by the optimal control ũ. Indeed, this means that the theorem
is a necessary condition for optimality.

On the other hand, the HJB equation is also provided in a form of sufficient condi-
tion. This means that if a smooth solution to the HJB equation is given, indeed, the
solution is equal to the optimal solution. This validates the optimality of the given
solution and is known as the Verification Theorem. Now, we will state the Verification
theorem, and then prove it.

Theorem 3.5. (Verification Theorem)

Let H(t, x), t ∈ [0, T ], x ∈ R, be a function such that H ∈ C1,2 satisfies quadratic
growth condition and solve the HJB equation

∂H

∂t
(t, x) + sup

u∈A
[LuH(t, x) + f(t, x, u)] = 0 (3.40)

with boundary condition
H(T, x) = g(x).

Let the supremum in Eqn. (3.40) be attained by an admissible control process û.

Then, there exists an optimal control ũ such that ũ = û, and the function H is equal to
the optimal value function, i.e.,

H(t, x) = V (t, x).
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Proof. We know that û ∈ A and the supremum in Eqn. (3.40) is attained by û. For
any control process u, choose a point (t, x) and apply Itô Formula to H(T,X t,x(T )).

Then, we have

H
(
T,X t,x(T )

)
=H(t, x) +

∫ T

t

∂H

∂t
(s,X t,x(s)) ds+

∫ T

t

∂H

∂x
(s,X t,x(s)) dX(s)

+
1

2

∫ T

t

∂2H

∂x2
(s,X t,x(s)) [X,X] (s),

=H(t, x) +

∫ T

t

∂H

∂t
(s,X t,x(s)) ds+ b

∫ T

t

∂H

∂x
(s,X t,x(s)) ds

+ σ

∫ T

t

∂H

∂x
(s,X t,x(s)) dW (s) +

1

2

∫ T

t

∂2H

∂x2
(s,X t,x(s)) ds,

which yields

H
(
T,X t,x(T )

)
=H(t, x) +

∫ T

t

∂H

∂t
(s,X t,x(s)) ds+

∫ T

t

LuH(s,X t,x(s)) ds

+ σ

∫ T

t

∂H

∂x
(s,X t,x(s)) dW (s). (3.41)

Since H solves the HJB equation (3.40), for any feasible control process u, we also
know that

∂H

∂t
(t, x) + LuH(t, x) + f(t, x, u) ≤ 0. (3.42)

Eqn. (3.42) implies that

∂H

∂t
(t, x) + LuH(t, x) ≤ −f(t, x, u), (3.43)

and associating Eqn. (3.41) and Eqn. (3.43), we obtain

H
(
T,X t,x(T )

)
= H(t, x) +

∫ T

t

−f(t, x, u) ds+ σ

∫ T

t

∂H

∂x
(s,X t,x(s)) dW (s).

(3.44)

We have H(T,X(T )) = g(X(T )) from the boundary condition. Moreover, since the
expected value of Brownian Motion is 0, we have

E
[∫ T

t

∂H

∂x
(s,X t,x(s))σdW (s)

]
= 0.

Finally, we obtain

H(t, x) ≥ E
[∫ T

t

f(t, x, u) + g(X(T ))

]
= J(t, x, u).
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Hence,
H(t, x) ≥ sup

u∈A
J(t, x, u) = V (t, x). (3.45)

The proof will be completed by showing that H(t, x) ≤ V (t, x).

By assumption, for the control process û we have

∂H

∂t
(t, x) + sup

u∈A
[LuH(t, x) + f(t, x, u)] =

∂H

∂t
(t, x) + LûH(t, x) + f(t, x, û) = 0

⇒ ∂H

∂t
(t, x) + LûH(t, x) = −f(t, x, û). (3.46)

Applying Itô Formula to H (T,X t,x(T )) and from similar calculations, the desired
result will be obtained.

Similarly, we have

H
(
T,X t,x(T )

)
=H(t, x) +

∫ T

t

∂H

∂t
(s,X t,x(s)) ds+

∫ T

t

LûH(s,X t,x(s)) ds

+ σ

∫ T

t

∂H

∂x
(s,X t,x(s)) dW (s). (3.47)

By connecting Eqn. (3.46) and Eqn. (3.47), we receive

H
(
T,X t,x(T )

)
= g(X(T )) = H(t, x) +

∫ T

t

−f(t, x, û) ds

+ σ

∫ T

t

∂H

∂x
(s,X t,x(s)) dW (s).

Since the expected value of Brownian component is equal to 0, taking expectation of
both sides yields that

H(t, x) = E
[∫ T

t

f(t, x, û) + g(XT )

]
= J(t, x, û)

⇒ H(t, x) = J(t, x, û) ≤ V (t, x). (3.48)

Therefore, by Eqn. (3.45) and Eqn. (3.48) we get

H(t, x) = V (t, x),

and ũ is the optimal control process which is the desired conclusion.

Now, we extend the results of the Verification Theorem 3.5 to the jump-diffusion case
considering the wealth process of Eqn. (3.1).
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Theorem 3.6 (HJB for Optimal Control of Jump Diffusions). (Øksendal and Sulem,
[17])

Suppose H ∈ C2(R) satisfies the following:

(i) LuH(t, x) + f(t, x, u) ≤ 0, for all controls u ∈ A, where L is the infinitesimal
generator of a Lévy process as in Proposition 2.15.

(ii) lim
t→T

H(X(t)) = g(X(T )) a.s., for all u ∈ A.

(iii) Ex
[
|H(X(T ))|+

∫ T
t
|LH(X(t))| dt

]
<∞, for all u ∈ A.

(iv) (H(X(t)))t≤T is uniformly integrable for all u ∈ A.

Then,
H(t, x) ≥ V (t, x). (3.49)

Moreover, suppose that there exists u = ũ(t, x) such that

LũH(t, x) + f(t, x, ũ) = 0,

and ũ is a Markov control. Then ũ is an optimal control and

H(t, x) = V (t, x). (3.50)

Proof. By assumption, we know that the growth condition (iii) is satisfied and
(H(X(t)))t≤T is uniformly integrable. Then we can use the Dynkin Formula taking
f = H . It follows that

Ex [H(X(T ))] = H(x) + Ex
[∫ T

t

LH(X(t)) dt

]
. (3.51)

Using the condition (i) which is LuH(t, x) + f(t, x, u) ≤ 0, we can rewrite the Eqn.
(3.51) as

Ex [H(X(T ))] ≤ H(x)− Ex
[∫ T

t

f(t,X(t), u(t)) dt

]
and, consequently, we have

H(t, x) ≥ Ex
[∫ T

t

f(t,X(t), u(t)) dt+ g (X(T ))

]
= J(t, x, u).

Hence, we obtain
H(t, x) ≥ sup

u∈A
J(t, x, u) = V (t, x), (3.52)

which proves the first part of the theorem.

The rest of the proof runs as before. If we apply the same argument in the first part of
the proof, to LũH(t, x) + f(t, x, ũ) = 0, we obtain

H(t, x) = J(t, x, ũ) ≤ V (t, x). (3.53)
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Combining the inequalities of Eqns. (3.52) and (3.53), we can assert that

H(t, x) = V (t, x),

and ũ is an optimal control.

3.3.1 Applications to Finance

Now, we will apply Dynamic Programming Principle approach to Merton optimal
investment and consumption problem under diffusion processes and jump-diffusion
processes, respectively.

Example 3.1. (Merton Portfolio Problem for Optimal Consumption) [15]

In this application, we consider an optimal portfolio-consumption problem of an
investor. Let X(t) ≥ 0 represents the wealth of the investor at time t with an initial
wealth x ≥ 0 at time t. He is allowed to consume for his utility and invests his savings
in a financial market with two possibilities: one is riskless asset (bond) and the other
one is risky asset (stock) whose price dynamics are governed by, respectively:

dS0(t) = rS0(t)dt, S0(0) = s0 > 0,

dS1(t) = µS1(t)dt+ σS1(t)dW (t), S1(0) = s1 > 0,

where r > 0, the interest rate of the bank, µ > 0, the mean rate of return with the
assumption µ > r, and σ ∈ R, the volatility of the stock, are constants. Finally,
(W (t)) is a Brownian motion on (Ω,F, (Ft)t≥0,P).

In this problem c(t) ≥ 0 is the consumption rate at time t, and it is one of the control
variables. We also assume that the portfolio is self-financing, short selling is allowed
and there is no transaction cost between money transfers from one asset to another one.

Let π(t) · X(t) and (1 − π(t)) · X(t) be the amounts of the risky asset and risk-free
asset, respectively. Here, π(t) is another control variable for this problem.

Therefore, we can write the wealth process as

dX(t) = π(t)
X(t)

S1(t)
dS1(t) + r (1− π(t))X(t) dt− c(t) dt

= (µπ(t)X(t) + r(1− π(t))X(t)− c(t)) dt+ σπ(t)X(t) dW (t). (3.54)

The goal of this optimization problem is to find the value function V (t, x) and the
optimal control ũ(t) = (π̃(t), c̃(t)) ∈ A which maximizes the discounted utility for
some constant ρ > 0.

So, the objective function is defined as

J(t, x;u) = E

[∫ ∞
0

e−ρtU(c(t))dt

]
.
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Stochastic Optimal Control Problem:

V (t, x) = max
u∈A

E

[∫ ∞
0

e−ρtU(c(t))dt

]
= J(t, x; ũ), (3.55)

where V (·) is the value function. Here, U(c) is chosen as the logarithmic utility which
is a differentiable, strictly increasing and concave utility function, implying that the
investor is risk averse.

Theorem 3.7.

Given the wealth process as in Eqn. (3.54) and the utility function U(c) = log c, the
optimal strategy is given by

π̃ =
µ− r
σ2

and c̃ = ρX(t), (3.56)

over the period 0 ≤ t <∞.

Furthermore, the maximum utility over the period 0 ≤ t <∞ is given by a logX(0)+
b, where

a =
1

ρ
, b =

1

ρ

(
log ρ+

r

ρ
+

(µ− r)2

2ρσ2
− 1

)
.

Proof. The HJB equation for this problem is

∂V

∂t
(t, x) + max

u∈A
[{πx(µ− r) + rx− c}∂V

∂x
(t, x)

+
1

2
σ2π2x2∂

2V

∂x2
(t, x) + e−ρt log c] = 0. (3.57)

It follows from the first-order conditions that

e−ρt
1

c
− ∂V

∂x
= 0,

x(µ− r)∂V
∂x

+ σ2πx2∂
2V

∂x2
= 0.

Therefore, we obtain the optimal control variables as

c̃ = e−ρt
(
∂V

∂x

)−1

, (3.58)

π̃ =
µ− r
σ2

(
−∂V
∂x

)(
x
∂2V

∂x2

)−1

. (3.59)

We are now looking for a candidate solution V of the ansatz form

V (x, t) = e−ρt(a log x+ b).
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Then, we receive the following derivatives

∂V

∂t
= −ρe−ρt(a log x+ b),

∂V

∂x
=
a

x
e−ρt, (3.60)

∂2V

∂x2
= − a

x2
e−ρt.

Hence, by inserting partial derivatives into Eqn. (3.58) and Eqn. (3.59), we have

c̃ =
x

a
, π̃ =

µ− r
σ2

(−a
x
e−ρt)(−a

x
e−ρt)−1 =

µ− r
σ2

. (3.61)

Now, we substitute the results in Eqn. (3.61) into the HJB equation of Eqn. (3.57) to
gradually find a and b:

∂V

∂t
+ {πx(µ− r) + rx− c}∂V

∂x
+

1

2
σ2π2x2∂

2V

∂x2
+ e−ρt log c = 0,

hence, by Eqns. in (3.60),

− ρe−ρt(a log x+ b) + e−ρt(− log a+ log x) + {x(µ− r)2

σ2
+ rx− x

a
}a
x
e−ρt

− 1

2
σ2 (µ− r)2

σ4
x2 a

x2
e−ρt = 0,

thus,

− ρe−ρt(a log x+ b) + e−ρt(− log a+ log x) +

(
1

2

(µ− r)2

σ2
+ r − 1

a

)
ae−ρt = 0.

Then, we divide by e−ρt and obtain

−ρ(a log x+ b) + (− log a+ log x) +

(
1

2

(µ− r)2

σ2
+ (r − 1

a

)
a = 0.

Finally, comparison of the coefficients yields the following result

a =
1

ρ
, b =

1

ρ

(
log ρ+

r

ρ
+

(µ− r)2

2ρσ2
− 1

)
.
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Figure 3.1: Optimal consumption for logarithmic utility.

In Figures (3.1) and (3.2) we plot the sample paths ofX with initial valueX(0) = 100.
We choose the parameters as µ = 0.1, r = 0.05, σ = 0.3, ρ = 0.06, and T = 100.
For these parameters, π = 0.5553 which is a constant rate proportional to µ − r. The
interpretation of this result is that the investor has to invest more in the risky asset for
larger values of µ and more in the risk-free asset for higher interest rate r and for larger
volatility σ.

Figure 3.2: Wealth process with logarithmic utility.
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Now, we will consider the same problem under jump-diffusion processes.

Example 3.2. (Merton Portfolio Problem for Optimal Consumption under Jump-Diffusion
Process)

As we said earlier, since sudden changes in price movements can not be explained
by diffusion models, jump-diffusion processes are more realistic for description of
price movements, and now we will solve the above application under a jump-diffusion
process. In this problem, again an investor has two investment opportunities which are
risk-free and risky assets. The price dynamics of risk-free and risky assets are given
below, respectively:

dS0(t) = rS0(t) dt, S0(0) = s0 > 0, (3.62)

dS(t) = µS(t) dt+ σS(t) dW (t) + S(t)

∫
R
γ(t, z) M̃(dt, dz), S1(0) = s1 > 0,

(3.63)
where r > 0, the interest rate of the bank, µ > 0, the mean rate of return with the
assumption µ > r, and σ ∈ R, the volatility of the stock, are constants. Eventually,
W (t) is a Brownian motion on (Ω,F, (Ft)t≥0,P). We assume that γ > −1 which
implies that X(t) can never jump to 0 or a negative value.

In this problem, c(t) ≥ 0 is one of the control variables representing the consumption
rate at time t. The assumptions of the previous example that the portfolio is self-
financing, short selling is allowed and there is no transaction cost between money
transfers from one asset to another one is still valid.

Let π(t) ·X(t) and (1−π(t)) ·X(t) be the amounts of the risky and the risk-free assets,
respectively. Here, π(t) is another control variable for our problem.

Therefore, we can write the wealth process as

dX(t) =π(t)
X(t)

S1(t)
dS1(t) + r (1− π(t))X(t) dt− c(t) dt

+ π(t)X(t)

∫
R
h(t, z) M̃(dt, dz) (3.64)

= [µπ(t)X(t) + r (1− π(t))X(t)− c(t)] dt+ σπ(t)X(t) dW (t)

+ π(t)X(t)

∫
R
h(t, z) M̃(dt, dz). (3.65)

The goal of this optimization problem is to find the value function V (t, x) and an
optimal control ũ(t) = ( ˜π(t), ˜c(t)) ∈ A which maximizes the discounted utility for
some constant ρ > 0.
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The objective function is defined as

J(t, x;u) = E

[∫ τs

0

e−ρtU(c(t))dt

]
.

Stochastic Optimal Control Problem:

V (t, x) = max
u∈A

E

[∫ τs

0

e−ρtU(c(t))dt

]
= J(t, x; ũ), (3.66)

where V (·) is the value function. Here, we choose U(c) as the logarithmic utility as in
the previous example.

Theorem 3.8.

Given the wealth process as in Eqn. (3.64) and utility function U(c) = log c, the
optimal consumption is given by

c̃ = ρX(t), (3.67)

and optimal amount of the risky asset is the solution of the equation

π̃σ2 + π̃

∫
R

h2(t, z)ν(dz)

1 + π̃(t)h(t, z)
= µ− r. (3.68)

Moreover, the maximum utility is given by a logX(0) + b, where

a =
1

ρ
,

b =
1

ρ2

(
ρ log ρ+ (µ− r)π + r − ρ2 − σ2π2

2
+

∫
R
{log(1 + πh)− πh}ν(dz)

)
.

Proof. The HJB equation for this problem is

∂V

∂t
(t, x)+ sup

u∈A
[e−ρt log c+ {πx(µ− r) + rx− c}∂V

∂x
(t, x) +

1

2
σ2π2x2∂

2V

∂x2
(t, x)

+

∫
R
{V (t, x+ xπh)− V (t, x)− ∂V (t, x)

∂x
xπh}ν(dz)] = 0. (3.69)

It follows from the first-order conditions that

e−ρt
1

c
− ∂V

∂x
= 0,

∂

∂π

(∫
R
{V (t, x+ xπh)− V (t, x)− ∂V (t, x)

∂x
xπh}ν(dz)ν(dz)

)
+ x(µ− r)∂V

∂x
+ σ2πx2∂

2V

∂x2
= 0. (3.70)
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If we choose a candidate solution V in the form

V (x, t) = e−ρt(a log x+ b),

with partial derivatives

∂V

∂t
= −ρe−ρt(a log x+ b), (3.71)

∂V

∂x
=
a

x
e−ρt, (3.72)

∂2V

∂x2
= − a

x2
e−ρt, (3.73)

Eqn. (3.70) becomes

∂

∂π

(∫
R
{{e−ρt ((a log(x+ xπh) + b))− e−ρt(a log x+ b)− e−ρt a

x
xπh}

)
ν(dz)

+
a

x
e−ρtx(µ− r)− a

x2
e−ρtσ2πx2 = 0. (3.74)

Dividing Eqn. (3.74) by e−ρt, we get

a(µ− r)− aσ2π +
∂

∂π

(∫
R
a{log

(
x+ xπh

x

)
− πh}

)
ν(dz) = 0,

hence,

(µ− r)− σ2π +

∫
R

(
−πh2

1 + πh

)
ν(dz) = 0.

Then, we have

π̃σ2 + π̃

∫
R

h2

1 + π̃h
ν(dz) = µ− r, (3.75)

and we find c̃ =
x

a
. Inserting c̃ and partial derivatives from Eqns. (3.71)-(3.73), Eqn.

(3.69) is equal to

− ρe−ρt(a log x+ b) + e−ρt log
(x
a

)
+ {πx(µ− r) + rx− c}e−ρt a

x

− e−ρt1
2
σ2π2x2 a

x2
+

∫
R
{e−ρt ((a log(x+ xπh) + b))− e−ρt(a log x+ b)

− e−ρt a
x
xπh}ν(dz) = 0,

thus,

− ρ(a log x+ b) + log x− log a+ πa(µ− r) + ra− 1− 1

2
σ2π2a

+ a

∫
R
{log(x+ xπh)− log x− πh}ν(dz) = 0. (3.76)
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Therefore, we have

(1− ρa) log x− ρb− log a+ πa(µ− r) + ra− 1− 1

2
σ2π2a

+ a

∫
R
{log(1 + πh)− πh}ν(dz) = 0, (3.77)

where
a =

1

ρ
,

b =
1

ρ2

(
ρ log ρ+ (µ− r)π + r − ρ2 − σ2π2

2
+

∫
R
{log(1 + πh)− πh}ν(dz)

)
.

Note that when ν = 0, we obtain the same results with Merton’s Portfolio-Consumption
Problem in the no-jump case.

3.4 The Relationship Between the Maximum Principle and the Dynamic Pro-
gramming Principle

In this chapter, we examined the theory of Maximum Principle and Dynamic Program-
ing Principle. The relationship between these two fundamental methodology is first
studied by [4] and [1]. Yong and Zhou [30] discussed this topic for the stochastic case,
and Framstad et al. [9] extended this to the jump-diffusion processes. Now, following
Framstad et al. [9], we will briefly establish the relationship between these commonly
used approaches in solving the stochastic optimal control problems. As we mentioned
earlier, these two methods have been developed simultaneously, but independently and
separately.

The relationship between Maximum Principle and Dynamic Programming Principle is
fundamentally the relationship among ODEs, PDEs and SDEs. In fact, the Hamiltoni-
ans in the Maximum Principle are an ordinary differential equation in the deterministic
case, whereas a stochastic differential equation in the stochastic case. On the other
hand, the HJB equations in the Dynamic Programming Principle are nonlinear PDEs,
of first order in the deterministic case and of second order in the stochastic case. That is
the reason why we establish relationship between ODEs, PDEs, and SDEs with these
two fundamental principles.

In addition to that, in the diffusion case, the relation between Maximum Principle
and Dynamic Programming Principle is that the adjoint processes of the Maximum
Principle (q1, q2, q3, in Section 3.2) can be expressed as

q1(t) =
∂V

∂x
(t, x),
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q2(t) =
∂2V

∂x2
(t, x),

where V (t, x) is the value function, x is the initial value of the state process.

Furthermore, for the jump-diffusion case, the relation between these two approaches
are given by

q
(i)
1 (t) =

∂V

∂xi
(t, X̃(t)),

q
(ik)
2 (t) =

n∑
j=1

σjk(t, X̃(t), ũ(t))
∂2V

∂xi∂xj
(t, X̃(t)),

q
(ij)
3 (t, z) =

∂V

∂xi

(
t, X̃(t) + h(j)(t, X̃(t), ũ(t), z)− ∂V

∂xi
(t, X̃(t))

)
,

for all i = 1, ...., n; j = 1, ....., l; k = 1, .....,m, where X̃ is an optimal solution and ũ
is an optimal control.

Therefore, we see that the relationship between these two methods is substantially
equal to the relationship between the derivatives of the value function and the solutions
of the adjoint equations of the Maximum Principle.
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CHAPTER 4

APPLICATIONS TO INSURANCE

4.1 Introduction

Stochastic control has been a new research area in insurance, and it has been of great
interest. In the previous chapter, we review the theory of stochastic optimal control
theory with applications to finance. In this chapter, we will examine two applications
of stochastic optimal control to insurance. The first application is about to find optimal
control policies of an insurer, optimal investment decision and optimal liability ratio,
which maximizes the expected utility of an insurer at terminal time. This application
is studied by Özalp et al. [31] under controlled Lévy risk processes and solved by
Maximum Principle. Then, investigating the paper of Mousa et al. [16], we analyze
an insurance problem from the perspective of a wage-earner who wants to buy a life-
insurance contract. This problem is solved by Dynamic Programming Principle and for
the diffusion processes. Optimal strategies for constant relative risk aversion utilities
are given explicitly. Finally, we will demonstrate some numerical results.

4.2 Optimal Investment Strategy and Liability Ratio for Insurer with Lévy Risk
Processes

In this example, we investigate the study of Özalp et al. [31] which is the optimal
investment and liability problem of an insurer with the wealth process controlled by a
Lévy process. In this optimization problem, the goal is to find the optimal investment
strategy that will maximize the expected utility of terminal wealth of an insurer for
various utility functions such as exponential, power, and logarithmic.

In this study, the risk process of the insurer is controlled by Lévy process, and the
control variables are the investment strategy under the risk-free and risky assets and
the liability ratio. By using the Maximum Principle approach, a closed form solution
is obtained for the optimal investment strategy and the liability ratio.

A financial market consisting of one risk-free asset (bond) and one risky-asset (stock),
whose price-dynamics are given as below, respectively,

dS0(t) = r(t)S(t)dt, S0(0) = s0,
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dS1(t) = µS1(t)dt+ σ1(t)S1(t)dW 1(t), S1(0) = s1,

is considered, where r is the interest rate of the bank, µ is the mean rate of the return
and σ is the volatility of the stock. Here, r, µ, and σ are positive bounded deterministic
functions and W 1 is a standard Brownian motion.

The risk process of the insurer is modeled by a Lévy process and given as

dP (t) = b̄dt+ σ2dW̄ (t) +

∫
R
h(t, z)M̃(dt, dz),

where b̄ = b+
∫
h(t,z)≥1

h(t, z)ν(dz) and W̄ (t) is a standard Brownian motion.

According to studies of Stein [26] on the financial crises of 2007-2008, liability of
the insurer and return of the risky assets are negatively correlated and, hence, W̄ (t) is
defined as

W̄ (t) = ρW 1(t) +
√

1− ρ2W 2(t),

where W 1(t) and W 2(t) are independent standard Brownian motions and ρ ∈[−1, 0]
is a correlation coefficient.

In this study, the premium is considered as constant, and we assume a constant ra-
tio of insurer’s liability, denoted by p. Then, the premium at time t is calculated by
pL(t), where L(t) is the total liability at time t and one of the control variables in this
optimization problem. In addition, expected premium income must be greater than or
equal to expected losses and expenses. Otherwise, it is meaningless for the insurer.
Therefore, the premium has a lower bound such as

p ≥ b̄ = b+

∫
h(t,z)≥1

h(t, z)ν(dz).

In this problem, another control variable is the amount of the risky asset at time t,
which is denoted by π(t). Let us call X(t) the total wealth of the insurer at time t with
initial condition X(t) = x; then, automatically, X(t)− π(t) is the amount of risk-free
asset at time t.

Insurer’s wealth process is affected by the stochastic cash flow which is a consequence
of investment and insurance operations, and we formulate it as:

Wealth = Initial Wealth + Premium Income + Financial Gain - Claim Payments.

Mathematically speaking, referring to incremental changes:

dX(t) = π(t)
dS1(t)

S1(t)
+ {X(t)− π(t)}dS0(t)

S0(t)
+ L(t)[pdt− dP (t)].

Therefore, the wealth process X(t) is equal to, in differential form,
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dX(t) =
[
r(t)X(t) + (µ(t)− r(t))π(t) + (p− b̄)L(t)

]
dt

+ (σ1(t)π(t)− σ2ρL(t))dW 1(t)− σ2L(t)
√

1− ρ2dW 2(t)

−
∫
R
L(t)h(t, z)M̃(dt, dz). (4.1)

Specifying L(t) with L(t) = X(t) · K(t) enables us to write the wealth process in
Eqn. (3.8) as

dX ũ(t)

X ũ(t)
=
[
r(t) + (µ(t)− r(t))π(t) + (p− b̄)K(t)

]
dt

+ (σ1(t)π(t)− σ2ρK(t))dW 1(t)− σ2K(t)
√

1− ρ2dW 2(t)

−
∫
R
K(t)γ(t, z)M̃(dt, dz), (4.2)

where u(t) = (π(t), K(t)) is an admissable control process, i.e., u(t) ∈ A, with the
following conditions:∫ t

0

π(s)ds <∞ and
∫ t

0

K(s)ds <∞.

Furthermore, for u to be in A as we mentioned in Eqn. (3.2), it is required that

E
[
max
u∈A

U(X(T ))

]
<∞.

In this study, the objective is to choose the optimal control ũ(t) = (π̃(t), K̃(t)) which
maximizes the expected utility of the insurer’s terminal wealth. The objective function
is defined as

J(t, x;u) = E
[
U(Xu(T ))

Xu(t) = x
]
,

where T > 0 is a fixed constant and terminal time.

The Stochastic Optimal Control Problem:

V (t, x) = sup
u∈A

E
[
U(X ũ(T ))

X ũ(t) = x
]

= J(t, x; ũ),

where V (·) is the value function, U(·) is a differentiable, strictly increasing and con-
cave utility function which implies that the insurer is risk averse, and we look for an
optimal control

ũ(t) = (π̃(t), K̃(t)) ∈ A.
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In this optimization problem, there are two Brownian components and the wealth pro-
cess is given in the form

dX(t) =b (t,X(t), u(t)) dt+ σ1 (t,X(t), u(t)) dW 1(t) + σ2 (t,X(t), u(t)) dW 2(t)

+

∫
R
h(t,X(t−), u(t−), z) M̃(dt, dz). (4.3)

The corresponding Hamiltonian function is defined in the form of

H(t, x, u, q1, q2, q3, q4) = bT (t, x, u) q1 + σ1 (t, x, u) q2 + σ2 (t, x, u) q3

+

∫
R
h (t, x, u, z) q4(t, z)ν(dz). (4.4)

Furthermore, the corresponding adjoint equation is defined as

dq1(t) =−∇xH (t,X(t), u(t), q1(t), q2(t), q3(t), q4(t, z)) dt

+ q2(t) dW 1(t) + q3(t) dW 2(t) +

∫
Rn

q4(t−, z) M̃(dt, dz) (4.5)

with terminal condition
q1(T ) = ∇U (X(T )) .

After defining Hamiltonian function and adjoint equation, now we will solve this
optimization problem for various utility functions such as exponential, power and log-
arithmic utility functions which maximizes the expected utility of terminal wealth of
the insurer. In this thesis, we will give the proof for logarithmic utility function. For
the proofs in the cases of exponential and power utility functions, see Özalp et al. [31]

Proposition 3.1. (Özalp et al. [31])

Suppose that the utility function is given by U(x) = ln(x), x > 0. Then, the opti-
mal investment strategy is such that

π̃(t) =
µ(t)− r(t)
σ2(t)

+
ρσ2

σ1(t)
K̃(t).

The optimal liability ratio satisfies the following equation:

Λ(K̃(t)) =− (p− b̄)− [−ρσ2σ1(t)π̃(t) + σ2
2K̃(t)]

−
∫
R

[
γ(t, z)

1 + γ(t, z)K̃(t)
− 1

]
ν(dz) = 0.

Proof. The proof is based on Theorem 3.1. By using the wealth process given in Eqn.
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(4.3), the Hamiltonian function can be written as

H(t, x, π̃(t), L(t), q1, q2, q3, q4) =
[
xr(t+ (µ(t)− r(t)) π̃(t) + (p− ¯(b))L(t)

]
q1(t)

+ (σ1(t)π̃(t)− σ2ρL(t))q2(t)

+ (−σ2L(t)
√

1− ρ2)q3(t)

+

∫
R
h(t, x)L(t)q4(t−, z)ν(dz),

and the adjoint equation can be written as

dq1(t) =−∇xH(t,X(t), u(t), q1(t), q2(t), q3(t), q4(t, z))dt

+ q2(t)dW 1(t) + q3(t)dW 2(t) +

∫
Rn

q4(t−, z)M̃(dt, dz)

=− r(t)q1(t) + q2(t)dW 1(t) + q3(t)dW 2(t) +

∫
Rn

q4(t−, z)M̃(dt, dz) (4.6)

with terminal condition

q1(T ) =
1

X(T )
. (4.7)

Then, we make a guess for q1(t):

q̃1(t) =
φ(t)

X(t)
, (4.8)

where φ ∈ C1 with φ(T ) = 1.

Applying Itô Formula to the unknown adjoint variable q̃1(t), we have

dq̃1(t) =
φ
′
(t)

X(t)
− φ(t)

(X(t))2

[
{xr(t) + (µ(t)− r(t)) ˜π(t) + (p− b̄)L(t)}dt

+ (σ1(t)π̃(t)− σ2ρL(t))dW 1(t) + (−σ2L(t)
√

1− ρ2)dW 2(t)

]
+

1

2

(
((σ1(t))2(π̃(t))2 − 2σ1(t)π̃(t)σ2L(t) + (σ2)2L2(t)

)
· 2φ(t)

(X(t)3)
dt

+

∫
R

[
φ(t)

X(t)− h(t, z)L(t)
− φ(t)

X(t)
− −φ(t)

(X(t))2
h(t, z)1ε≤γ<1

]
ν(dz)

+

∫
R

[
φ(t)

X(t)− h(t, z)L(t)
− φ(t)

X(t)

]
M̃(dt, dz). (4.9)

Then, comparing the adjoint equation dq1(t) (cf. Eqn. (3.14)) with differentiation of
the unknown adjoint variable defined in Eqn. (3.16), i.e., Eqn. (3.17), we obtain the

43



following solutions:

q̃2(t) = − φ(t)

(X(t))2 (σ1(t)π̃(t)− σ2ρL(t))

= − φ(t)

(X(t))
(σ1(t)π̃(t)− σ2ρK(t)), (4.10)

q̃3(t) = − φ(t)

(X(t))2
σ2L(t)

√
1− ρ2

= − φ(t)

(X(t))
σ2K(t)

√
1− ρ2, (4.11)

q̃4(t, z−) =
φ(t)

X(t)− h(t, z)L(t)
− φ(t)

X(t)
. (4.12)

Then, from the first-order conditions it is easily seen that

∂H̃

∂π̃(t)
= (µ(t)− r(t))q̃1(t) + σ1(t)q̃2(t) = 0

= (µ(t)− r(t)) φ(t)

X(t)
(t)− σ1(t)

φ(t)

(X(t))
(σ1(t)π̃(t)− σ2ρK(t)) = 0;

hence, the optimal investment strategy is obtained as

˜π(t) =
(µ(t)− r(t))

(σ1)2(t)
+
σ2ρ ˜K(t)

σ1(t)
.

Similarly, we have

∂H̃

∂L̃(t)
= (p− b̄)q̃1(t)− σ2ρq̃2(t)− σ2

√
1− ρ2q̃3(t)−

∫
R
h(t, z)q̃4(t, z−)ν(dz) = 0.

Thus, the optimal liability ratio satisfies the following equation as claimed:

Λ(K̃(t)) =− (p− b̄)− [−ρσ2σ1(t)π̃(t) + σ2
2K̃(t)]

−
∫
R

[
γ(t, z)

1 + γ(t, z)K̃(t)
− 1

]
ν(dz) = 0.

Proposition 3.2. (Özalp et al. [31])

Suppose that the utility function is given by U(x) = − 1
α
e−αx, α > 0. Then, the opti-

mal investment strategy is

π̃(t) = e−r(T−t) ·
[
µ(t)− r(t)
αxσ2

1(t)

]
+

ρσ2

σ1(t)
K̃(t).
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Moreover, the optimal liability ratio satisfies the following equation:

Λ(K̃(t)) =− (p− b̄) + (−ρσ2σ1(t)π̃(t) + σ2
2K̃(t))αxer(T−t)

+

∫
R
γ(t, z)[exp(αer(T−t)γ(t, z)K̃(t)x)− 1]ν(dz).

Proof. Özalp et al. [31].

Proposition 3.3. (Özalp et al. [31])

Suppose that the utility function is given by U(x) = 1
α
xα, with α 6= 0, α 6= 1.

Then, the optimal investment strategy is such that

π̃(t) =
µ(t)− r(t)

(α− 1)σ2
1(t)

+
ρσ2

σ1(t)
K̃(t).

Furthermore, the optimal liability ratio satisfies the following equation

Λ
(
K̃(t)

)
=− (p− b̄) +

[
−ρσ2σ1(t)π̃(t) + σ2

2K̃(t)
]

(α− 1)

−
∫
R
γ(t, z)[(1− γ(t, z)K̃(t))α−1 − 1]ν(dz) = 0.

Proof. See Özalp et al. [31].

For more details, analysis and numerical results about this application we refer the
reader to Özalp et al. [31].

4.3 Selection and Purchase of an Optimal Life-Insurance contract among Sev-
eral Life-Insurance Companies

In 1965, Yaari [29] introduced an optimal consumption problem from the point of
an individual with uncertain lifetime under a pure deterministic setup, and Hakans-
son [11] included risky assets to this study and extended it to the discrete case. In
the previous chapter, we investigated Merton’s continuous-time optimal portfolio and
consumption problem. In 1975, Richard [23] extended this problem including life-
insurance purchase using Yaari’s setting. In 2007, Pliska and Ye [22] studied the op-
timal portfolio consumption and life-insurance problem under an unbounded random
time interval, and developed a new numerical method which is Markov Chain Approx-
imation with logarithmic transformation. Duarte et al. [7] extended the study of Pliska
and Ye [22] where a wage-earner invests his savings in an incomplete financial market
with multi-dimensional diffusive terms and purchases a life-insurance contract from a
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single insurance company with a random time horizon. In 2014, Shen and Wei [24]
considered the same problem in a complete market with random unbounded parame-
ters such as stochastic income, stochastic hazard rate and stochastic appreciation rate.
In 2015, Guambe and Kufakunesu [10] extended the study of Shen and Wei [24] under
jump-diffusion processes. In 2016, Mousa et al. [16] extended Duarte et al. [7] with
K insurance companies, and now, we will look more closely at this study.

In this application, we examine the study of Mousa et al. [16]. It is on a prob-
lem of a wage-earner whose lifetime is uncertain, investing his savings on riskless
and risky assets; the wage-earner has to decide concerning consumption and select a
life-insurance contract. The wage-earner’s lifetime is uncertain, during the random in-
terval [0,min{τ, T}], his objective is to maximize his total expected utility obtained
from consumption, the legacy in the situation of a premature death and the investor’s
terminal wealth at time T if he lives that long. Here, τ is a positive and continuous
random variable representing the wage-earner’s eventual time of death and T is a fixed
constant representing the retirement date of the wage-earner. Since his lifetime is ran-
dom, we have a random time horizon problem and it is the distinctive feature of this
problem. Moreover, it is assumed that there is a life-insurance market composed by
K life-insurance companies in which he can buy a life-insurance contract from the kth

company by paying a premium insurance rate pk(t), where k = 1, 2, ..., K.

In the event of the wage-earner’s instantaneous death at time τ ≤ T , the kth insur-
ance company will pay his family the amount

Zk(τ) =
pk(τ)

ηk(τ)
, (4.13)

where ηk is the premium-payout ratio of the kth insurance company.

Here, ηk : [0, T ]→ R+ is a continuous, deterministic and positive function, and, the
assumption, the insurance companies offer different contracts for Lebesgue a.e., that
is, ηk1 6= nk2 for every k1 6= k2, will be needed throughout the paper. In the case of
premature death, thanks to ηk the payout of the life-insurance contract is fixed.

Suppose that W (t) = (W1(t), ....,WM(t))T is a M -dimensional Brownian motion
on (Ω,F ,Ft,P) which attains its values in RM . Here, Ft represents the information
available at time t.

We consider a financial market consisting of one risk-free asset and a specified num-
ber (N) of risky-assets, whose price-dynamics are, respectively, given as follows:

dS0(t) = r(t)S0(t)dt, S0 = s0,

dSn(t) = µn(t)Sn(t)dt+ Sn(t)
M∑
m=1

σnm(t)dWm(t), Sn = sn,

where n = 1, 2, ...., N , r(t) is the interest rate of the bank, µ(t) = (µ1(t), ...., µN(t))T

is the random vector of mean rate of returns with values in RN , and
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σ(t) = (σnm(t))1≤n≤N,1≤m≤M is the random N ×M matrix of volatilities. It is also
assumed that µ(t), r(t), and σ(t) are continuous and deterministic functions. Here, we
define the appreciation rate as α = (µ1(t)− r(t), ...., µN(t)− r(t))T .

Another assumption is that the wage-earner is alive at time t = 0 and the wage-
earner’s remaining lifetime is a nonnegative random variable τ , defined on (Ω,F ,P),
with a probability density function (pdf) f and distribution function (cdf) F , such as

F (t) := P(τ < t) =

∫ t

0

f(s) ds.

Furthermore, it is known that the survival function is defined as the probability that
the lifetime τ is greater than or equal to t; i.e.,

F̂ (t) := P(τ ≥ t) = 1− F (t).

The hazard rate function, which is also called as the instantaneous force of mortality,
is the instantaneous death rate for an individiul who has survived to time t, and defined
by

λ(t) : = lim
δt→0+

P(t ≤ τ < t+ δt | τ ≥ t)

δt

= lim
δt→0+

P(t ≤ τ < t+ δt )

δt · P(τ ≥ t)

= lim
δt→0+

F (t+ δt)− F (t)

δt

1

F̂ (t)
.

Then, we have

λ(t) =
f(t)

F̂ (t)
= − d

dt
(ln F̂ (t)), (4.14)

and survival function

F̂ (t) = P(τ > t) = exp{−
∫ t

0

λ(s) ds}. (4.15)

From Eqn. (4.14) we know that there is a relation between hazard rate function and
the pdf of τ :

f(t) = λ(t) exp{−
∫ t

0

λ(s) ds}. (4.16)

In the remainder of this application, we assume λ(·) : [0,∞]→ R+ is a continuous
and deterministic function with the condition∫ ∞

0

λ(t) dt =∞.
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For every 0 ≤ t ≤ s, suppose that f(s, t) denotes the conditional probability density
for the wage-earner be death at time s conditional upon being alive at time t ≤ s.

Combination of Eqn. (4.15) and Eqn. (4.16) gives us

f(s, t) :=
f(s)

F̂ (t)
= λ(s) exp{−

∫ s

t

λ(u) du}. (4.17)

Furthermore, let F̂ (s, t) denote the conditional probability for the wage-earner to be
alive at time s conditional upon being alive at time t ≤ s,

F̂ (s, t) :=
F̂ (s)

F̂ (t)
= exp{−

∫ s

t

λ(u) du}. (4.18)

Moreover, every contract ends at time t = min{τ, T}, namely, when the wage-
earner dies or reaches the retirement, which ever comes first. Hence, in the event of a
premature death at time τ ≤ T the wage-earner’s total legacy is given by

Z(τ) = X(τ) +
K∑
k=1

pk(τ)

ηk(τ)
, (4.19)

where X(τ) is the wage-earner’s wealth at time τ .

From now on, we make the following assumptions:

(A1) The wage earner has a revenue i(t) which will be terminated by his death or his
retirement, which ever happens first. Moreover, the income function i : [0, T ] → R+

is a deterministic function which satisfies:∫ T

0

i(t) dt <∞.

(A2) The nonnegative consumption process (c(t))0≤t≤T is Ft-measurable which satis-
fies: ∫ T

0

c(t) dt <∞ a.s.

(A3) We will denote by πn(t) the proportion of the wealth invested in the security Sn at
time t. Then, it is assumed that πn(t) ∈ Ft and given by π(t) = (π0(t), π1(t), ...., πN(t))T

with the condition ∫ T

0

∣∣∣∣π(t)2
∣∣∣∣ dt <∞ a.s.,

where ||·|| denotes Euclidean norm.

Note that, we have
N∑
n=0

πn(t) = 1, 0 ≤ t ≤ T.
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Now, we define the wealth process of the wage-earner such as

X(t) = X(0) +

∫ t

0

(
i(s)− c(s)−

K∑
k=1

pk(s)

)
ds+

N∑
n=0

∫ t

0

πn(s)X(s)

Sn(s)
dSn(s),

where t ∈ [0,min{τ, T}] and the initial wealth is X(0) = x.

We write the wealth process X(t) in differential form by

dX(t) =

[
i(t)− c(t)−

K∑
k=1

pk(t) + (π0(t)r(t)
N∑
n=1

πn(t)µn(t))X(t)

]
dt

+
N∑
n=1

πn(t)X(t)
M∑
m=1

σnm(t) dWm(t).

(4.20)

To solve this stochastic optimal control problem, we will use Dynamic Programming
approach. In this problem, the control variables are the control process (c(t)), the
fraction of the wealth in the assets (π(t)), and the premium insurance rate process
(pk(t)). Then, our control process is u = (c(·), π(·), p(·)) ∈ A.

Therefore, we may rewrite the stochastic optimal control problem as: Find an ad-
missable strategy u that maximizes the joint expected utility. We define the objective
function subject to the state process X(t) given by Eqn. (4.20) and with initial value
X(0) = x as

J(t, x;u) = Et,x

[ ∫ τ∧T

t

U1(s, c(s))ds+ U2(τ, Z(τ))I[0,T ](τ)

+ U3(Xν
t,x(T )I(T,+∞)(τ))

]
, (4.21)

where I is an indicator function, and U1(t, ·), U2(·), U3(t, ·) are utility functions de-
scribing the wage-earner’s family preference, for the size of the wage-earner’s legacy
and for the terminal wealth of retirement date, respectively.

We assume also that the utility functions U1 and U2 are twice differentiable, strictly
increasing and strictly concave functions on their second variable, and U3 is a twice
differentiable, strictly increasing and strictly concave function.

Here, the problem is defined on a random time horizon. Since we will solve the
problem using the Dynamic Programming Principle, we transform this problem to a
fixed-planning horizon thanks to Eqn. (4.17), on the conditional survival probability
of the wage-earner, and Eqn. (4.18), on the conditional probability density of the death
of the wage-earner.

The following lemma provides our key transformation (from a random terminal time
to a fixed terminal time) of the optimal control problem to an equivalent one which is
placed a fixed planning horizon.
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Lemma 4.1.

Let τ , independent from Ft, is a random variable. The objective function at any time
t ∈ [0, T ] looks as follows:

J(t, x;u) = Et,x

[ ∫ T

t

F̂ (s, t)U1(s, c(s))ds+ f(s, t)U2(s, Z(s))(τ)

+ F̂ (T, t)U3(X(T ))|Ft
]
. (4.22)

Proof. See Ye and Pliska [22] for the details of the proof.

So, we can restate our control problem under fixed plan horizon as

Stochastic Optimal Control Problem:

Find

V (t, x) = sup
u∈A

J(t, x;u) = J(t, x; ũ),

where V is the value function, and ũ(t) = (c̃(t), π̃(t), p̃(t)) ∈ A is an optimal control.

Lemma 4.2 (Dynamic Programming Principle, [22])

For 0 ≤ t < s < T , we have

V (t, x) = sup
u∈A

E
[

exp

(
−
∫ s

t

λ(u) du

)
V (s,Xu(s))

+

∫ s

t

(
F̂ (u, t)U1(u, c(u)) + f(u, t)U2(u, Zu)

)
du|Ft

]
.

Proof. See [22].

Theorem 4.1 (Hamilton-Jacobi-Bellman Equation), [22]

Assume that there exists an optimal control process u∗ and the value function V is
of class C1,2 . Then V satisfies the HJB equation

Vt(t, x)− λ(t)V (t, x) + sup
(c,π,p)∈RN+1×(R+

0 )K
H(t, x; c, π, p) = 0, (4.23)

with terminal condition
V (T, x) = U3(x),

where the Hamiltonian function H is given by
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H(t, x;u) =

(
i(t)− c(t)−

K∑
k=1

pk +

(
r(t) +

N∑
n=1

πn(µn(t)− r(t))

)
x

)
Vx(t, x)

+
x2

2

M∑
m=1

(
N∑
n=1

πnσnm(t)

)
Vxx(t, x) + U1(t, c)

+ λ(t)U2

(
t, x+

K∑
k=1

pk
ηk(t)

)
.

Moreover, the supremum in the HJB equation is attained by u = ũ(c̃(·), π̃(·), p̃(·)) ∈ A
with Vt(s, X̃(s))− λ(s)V (s, X̃(s)) +H(s, X̃(s); ũ) = 0.

Proof. See Ye and Pliska [22] for the details of the proof.

Theorem 4.2 (Mousa et al., [16])

Suppose that the value function V is of class C1,2(R) and the Hamiltonian function
H given in Theorem 4.1 has a unique maximum u = ũ(c̃(·), π̃(·), p̃(·)) ∈ A.

Moreover, the optimal strategies are

c̃(t, x) = I1(t,
∂V

∂x
(t, x)),

π̃(t, x) = −

∂V

∂x
(t, x)

x
∂2V

∂x2
(t, x)

· E · α(t),

and, for each k ∈ {1, 2, . . . , K},

p̃k(t, x) =

max

{
0,

[
I2(t, ηk(t)

(
λ(t))−1∂V

∂x
(t, x)

)
− x
]
ηk(t)

}
, if k = k̃(t),

0, otherwise,

where
k̃(t) = arg min

k∈{1,2,...K}
{ηk(t)} . (4.24)

Here, E denotes the non-singular square matrix given by (σσT )−1, and

α(t) = (µ1(t)− r(t), . . . , µN(t)− r(t))T ∈ RN

which consists of the appreciation rates for the wage-earner, and Ii : [0, T ]×R+ → R+,
i = 1, 2, are continuous inverse functions such that

I1

(
t,
∂U1

∂x
(t, x)

)
= x and

∂U1

∂x
(t, I1(t, x)) = x, (4.25)
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and

I2

(
t,
∂U2

∂x

)
= x and

∂U2

∂x
(t, I2(t, x)) = x. (4.26)

Proof. By Theorem 4.1, we know that the supremum in the HJB equation of Eqn.
(4.23) is attained by an optimal control ũ. We have partitioned the supremum in the
HJB equation of Eqn. (4.23) into three separate suprema:

sup
(c,π,p)∈RN+1×(R+

0 )K
H(t, x; c, π, p) = sup

c∈R
{U1(t, c)− c∂V

∂x
(t, x)}

+ sup
π∈Rn

{x
2

2

M∑
m=1

(
N∑
n=1

πnσnm(t)

)2

Vxx(t, x) +
N∑
n=1

πn(µn(t)− r(t))x∂V
∂x

(t, x)}

+ sup
p∈(R+

0 )K
{λ(t)U2

(
t, x+

K∑
k=1

pk
nk(t)

)
− ∂V

∂x
(t, x)

K∑
k=1

pk}

+ r(t)x
∂V

∂x
(t, x) + i(t)

∂V

∂x
(t, x). (4.27)

We apply unconstrained optimization rules for c and π. From the first-order neces-
sary conditions, we obtain the following equations:

−∂V
∂x

(t, x) + U1(x)(t, c̃) = 0

x2Vxx(t, x)σσT π̃ + x
∂V

∂x
(t, x)α = 0RN , (4.28)

where 0RN is origin of RN . Combining these equations with inverse functions, Eqn.
(4.25) and Eqn. (4.26), implies that

c̃(t, x) = I1(t,
∂V

∂x
(t, x)),

π̃(t, x) = −

∂V

∂x
(t, x)

xVxx(t, x)
α(t)E .

Now, we apply constrained optimization rules for p. We can write the corresponding
Kuhn-Tucker conditions (which are necessary but not sufficient optimality conditions)
as:

λ(t)

nk(t)

∂U2

∂x

(
t, x+

K∑
k=1

pk
nk(t)

)
− ∂V

∂x
(t, x) = −µk,

pk ≥ 0,

µk ≥ 0,

pkµk = 0, (4.29)
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where k = 1, 2, . . . , K.

Note that when k1 6= k2 for some (t, x) ∈ [0, T ]× R, from Eqn. (4.29) equality µk1 =
µk2 implies that pk1 = pk2 which contradicts the assumption that all insurance com-
panies offer pairwise distinct contracts. So, we have for every k1, k2 ∈ {1, 2, ..., K}
that when k1 6= k2, µk1(t, x) 6= µk2(t, x) for every for some (t, x) ∈ [0, T ] × R for
Lebesgue a.e., which yields there is at most one k ∈ {1, 2, . . . , K} such that µk = 0.
Hence, this implies that there is at most one pk(t, x) 6= 0 for Lebesgue a.e.

From the first condition of Eqn. (4.29), we have

λ(t)
∂U2

∂x

(
t, x+

K∑
k=1

pk
ηk(t)

)
= ηk(t)

(
∂V

∂x
(t, x)− µk

)

⇒ ηk1(t)

(
∂V

∂x
(t, x)− µk1

)
= ηk2

(
∂V

∂x
(t, x)− µk2

)
. (4.30)

From Eqn. (4.30), it follows that for (t, x) ∈ [0, T ] × R, if µk1(t, x) > µk2(t, x), then
ηk1(t) > ηk2(t). Now, if for some t ∈ [0, T ] it holds µk1(t, x) = 0, then ηk1(t) < ηk2(t)

for every k = 1, ...., K, and k1 6= k2. In what follows, if we select k̃(t) as given in
Eqn. (4.24), then pk(t, x) = 0 for every k = 1, ...., K, or p̃k(t, x) > 0 is a solution of

λ(t)

ηk̃(t)

∂U2

∂x

(
t, x+

K∑
k=1

p̃k
ηk̃(t)

)
=
∂V

∂x
(t, x). (4.31)

We can rewrite Eqn. (4.31) as

∂U2

∂x

(
t, x+

K∑
k=1

p̃k
ηk̃(t)

)
=
∂V

∂x
(t, x)

ηk̃(t)

λ(t)
.

Therefore, by our inverse functions we get the following result:

p̃k(t, x) =

max

{
0,

[
I2(t, ηk(t)

(
λ(t))−1Vx(t, x)

)
− x
]
ηk(t)

}
, if k = k̃(t),

0 , otherwise.

To check the optimality of c̃ and p̃, we shall look to the second-order derivatives of the
Hamiltonian H:

Hcc(t, x; ũ) =
∂2U1

∂c2
(t, c̃),

Hpk1pk2
(t, x; ũ) =

λ(t)

ηk1(t)ηk2(t)

∂2U2

∂x2

(
t, x+

K∑
k=1

p̃k
ηk̃(t)

)
, k1, k2 = 1, . . . , K,

Hππ(t, x; ũ) = x2∂
2V

∂x2
(t, x)σσT .
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The strict concavity of the utility functions U1 and U2 with respect to their second
variables guarantees the optimality of c̃ and p̃, and it also makes the first-order and
Kuhn-Tucker conditions sufficient conditions.

For the optimality of π, we show that Hππ(t, x; ũ) is negative definite. Since σσT

is assumed to be nonsingular, thus, positive definite, and
∂2V

∂x2
(t, x) must be negative

(otherwise, H would not be bounded from above which yields that either
∂V

∂t
(t, x) or

V (t, x) would have to be infinity, which is a contradiction with the smoothness of V ),
Hππ is negative definite. Therefore, we can say thatH has a regular interior maximum,
which completes the proof.

Now, in the following proposition we obtain optimal strategies for the discounted
CRRA utility functions, which are given by

U1(t, c) = e−ρt
cγ

γ
, U2(t, Z) = e−ρt

Zγ

γ
, and U3(X) = e−ρt

Xγ

γ
, (4.32)

where γ < 1, γ 6= 0, is the risk-aversion parameter of power utility functions, and
ρ > 0 is the discount rate for the utility functions.

Proposition 4.1. (Optimal Strategies for Discounted Power Utility) (Mousa et al.,
[16])

Under the assumptions made, the optimal strategies for the same discounted CRRA
utilities which are given by Eqn. (4.32) are such that

c̃(t, x) =
1

ξ(t)
(x+ A(t)),

π̃(t, x) =
1

1− x
x+ A(t)

x
(µ(t)− r(t))E ,

p̃k(t, x) =

max

{
0, nk(t)

(
(B(t)− 1)x+ A(t)B(t)

)}
, if k = k̃(t),

0 , otherwise,

where E is the non-singular square matrix given by (σσT )−1, and
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A(t) =

∫ T

t

i(s) exp

(
−
∫ s

t

(r(u) + ηk̃(u)) du

)
ds,

B(t) =
1

ξ(t)

(
λ(t)

ηk̃(t)

) −1

γ − 1
,

ξ(t) = exp

(
−
∫ T

t

D(u) du

)
+

∫ T

t

exp

(
−
∫ s

t

D(u) du

)
E(s) ds,

D(t) =
λ(t) + ρ

1− γ
− γ

1− γ
(r(t) + ηk̃(t))−

γ

(1− γ)2
H(t),

E(t) = 1 +

(
λ(t)

(ηk̃(t))
γ

) −1

γ − 1
,

H(t) = αT (t)α(t)E − 1

2
‖σTα(t)E‖∈.

Proof. By Theorem 4.2, we have the subsequent results for optimal strategies:

c̃(t, x) =

(
eρt
∂V

∂x
(t, x))

) 1

γ − 1
, (4.33)

π̃(t, x) = −

∂V

∂x
(t, x)

x
∂2V

∂x2
(t, x)

· E · α(t), (4.34)

p̃k(t, x) =


max

0,


eρt ηk(t) ∂V∂x (t, x)

λ(t)

− x
 ηk(t)

 , if k = k̃(t),

0 , otherwise,
(4.35)

for each k ∈ {1, 2, . . . , K}.

Substituting these results into the HJB equation in Eqn. (4.23), we obtain the following
PDE:

∂V

∂t
(t, x)− λ(t)V (t, x) + (i(t) + (r(t) + nk̃(t))x)

∂V

∂x
(t, x)

−H(t)

(
∂V

∂x
(t, x)

)2

∂2V

∂x2
(t, x)

+
1− γ
γ

eρt/(γ−1)E(t)

(
∂V

∂x
(t, x)

)γ/(γ−1)

= 0, (4.36)

with the terminal condition
V (T, x) = U3(x).
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Now, we make a guess for the value function V such as

V (t, x) = M(t)
(x+ A(t))γ

γ
. (4.37)

Then, we get the first-order and the second-order partial derivatives such that

∂V

∂t
=

1

γ
(x+ A(t))γ

dM(t)

dt
+M(t) (x+ A(t))γ−1 dA(t)

dt
,

∂V

∂x
= M(t) (x+ A(t))γ−1,

∂2V

∂x2
= M(t) (γ − 1)(x+ A(t))γ−2.

Substituting these partial derivatives into the PDE Eqn. (4.36), we can rewrite Eqn.
(4.36) as

1

γ

dM(t)

dt
+

M(t)

x+ A(t)

dA(t)

dt
− λ(t)

γ
M(t) +

(i(t) + (r(t) + ηk̃(t))x)

x+ A(t)
M(t)

+H(t)
M(t)

1− γ
+ eρt/(γ−1) 1− γ

γ
E(t) (M(t))γ/(γ−1) = 0,

which is equal to

1

γ

dM(t)

dt
− λ(t)

γ
M(t) +H(t)

M(t)

1− γ
+ eρt/(γ−1) 1− γ

γ
E(t) (M(t))γ/(γ−1)

+
M(t)

x+ A(t)

(
dA(t)

dt
+ (i(t) + (r(t) + ηk∗(t))x)

)
= 0,

i.e.,

1

γ

dM(t)

dt
− λ(t)

γ
M(t) +H(t)

M(t)

1− γ
+ eρt/(γ−1) 1− γ

γ
E(t) (M(t))γ/(γ−1)

+r(t)M(t) + ηk̃(t)M(t)− r(t)M(t)− ηk̃(t)M(t)

+
M(t)

x+ A(t)

dA(t)

dt
+

M(t)

x+ A(t)
i(t) +

M(t)

x+ A(t)
r(t)x+

M(t)

x+ A(t)
ηk̃(t)x = 0.
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Consequently, we have

1

γ

dM(t)

dt
− λ(t)

γ
M(t) +H(t)

M(t)

1− γ
+ eρt/(γ−1) 1− γ

γ
E(t) (M(t))γ/(γ−1)

+ r(t)M(t) + ηk̃(t)M(t)− r(t)M(t)− ηk̃(t)M(t) +
M(t)

x+ A(t)

dA(t)

dt

+
M(t)

x+ A(t)
i(t) +

M(t)

x+ A(t)
r(t)x+

M(t)

x+ A(t)
ηk̃(t)x = 0.

Hence, this gives us the following ODEs

1

γ

dM(t)

dt
+M(t)

(
−λ(t)

γ
+
H(t)

1− γ
+ r(t) + nk̃(t)

)

+eρt/(γ−1) 1− γ
γ

E(t) (M(t))γ/(γ−1) = 0 (4.38)

M(T ) = e−ρT ,

and
dA(t)

dt
− (r(t) + ηk̃(t))A(t) + i(t) = 0, (4.39)

A(T ) = 0.

We now suppose M(t) in Eqn. (4.38) as

M(t) = e−ρt (ξ(t))1−γ ,

and define

D(t) =
λ(t) + ρ

1− γ
− γ

1− γ
(r(t) + ηk̃(t))−

γ

(1− γ)2
H(t),

where
H(t) = aT (t)Ea(t)− 1

2
‖σTEa(t)‖2.

Thus, we obtain a new boundary value problem, i.e., a linear, first-order ODE,

dξ(t)

dt
−D(t)ξ(t) +H(t) = 0,

ξ(T ) = 1. (4.40)

We can solve Eqn. (4.40) by using an integrating factor, and obtain the result

ξ(t) = exp

(
−
∫ T

t

D(s) ds

)
+

∫ T

t

exp

(
−
∫ s

t

D(s) ds

)
H(s) ds,
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which gives

M(t) = e−ρt
[
exp

(
−
∫ T

t

D(s) ds

)
+

∫ T

t

exp

(
−
∫ s

t

D(s) ds

)
H(s) ds

]1−γ

.

(4.41)
To find the solution of Eqn. (4.39), we again apply the same argument to obtain the
following result

A(t) =

∫ T

t

i(s) exp

(
−
∫ s

t

(r(u) + ηk̃(u)) du

)
ds. (4.42)

Evaluating Eqns. (4.33), (4.34) and (4.35), with (4.37), (4.41) and (4.42), we obtain
the desired results.

A remarkable result of Proposition 4.1 is that for a wage-earner who has a large amount
of wealth and is close to retirement age, to buy no life-insurance is the optimal choice.
Because, when t approaches to T , ξ(t) goes to 1, and A(t) goes to 0. Moreover,
provided that λ(t) < ηk̃, we haveB(t) < 1. Therefore, the premium becomes negative.
Since a negative life-insurance purchase is not more realistic, the wage earner who has
a large amount of wealth and is close to retirement age, usually buys no life-insurance.

Now, we will show the optimal results with graphics obtained from Matlab. We con-
sider a wage-earner who starts to work at age 25, and retires 40 years later, at age
65. At the beginning, his initial wealth is $50, 000, with growing parameter ρ = 0.03.
His total wealth is denoted by x + A(t), where A(t) is called as future income of the
wage-earner and calculated as in Proposition 4.1:

A(t) =

∫ T

t

i(s) exp

(
−
∫ s

t

(r(u) + ηk̃(u)) du

)
ds.

The other parameters were taken as r = 0.04, γ = −3, µ1 = 0.09, µ2 = 0.1, σ11 = 0.2,
σ12 = 0.18, σ21 = 0.18 and σ22 = 0.25.

The hazard rate function of the model were taken as λ(t) = λc(λ1 + exp(λ2 + λ3t)),
where λc = 1, λ1 = 0.001, λ2 = −9.5 and λ3 = 0.1. We know that the premium
is fair when λ(t) ≤ η(t). So, to make profit, insurance company must establish his
premium-payout ratio as λ(t) ≤ η(t). To prevent this, premium-payout ratio was
taken as η(t) = 1.05λ(t).

Using these parameters and the results of Proposition 4.1 with utility functions

U1(t, c) = e−ρt
cγ

γ
, U2(t, Z) = e−ρt

Zγ

γ
, and U3(X) = e−ρt

Xγ

γ
, (4.43)

Figures 4.1-4.2 are obtained.
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Figure 4.1: A wage-earner’s optimal ptimal life-insurance purchase with respect to his
age and total wealth.

Figure 4.2: A wage-earner’s optimal consumption amount with respect to his total
wealth at ages 20 and 40.

In the Figure 4.1, we see that the optimal life-insurance purchase rate of an insurer
is at higher rates if the wage-earnes has not sufficiently large wealth his age is close
to his retirement. According to same figure, if he has large amount of wealth, his
optimal decision is to buy no life insurancecontract from any insurance company. In
the Figure 4.2, we compare the consumption amounts of the wage-earner at age 20 and
40 according to the different level of initial wealths. We see that as the initial wealth
increases the consumption level increases. Moreover, we see that the consumption
level increases as the retirement time approaches.
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CHAPTER 5

CONCLUSION AND OUTLOOK

In this thesis, we investigate two fundamental methods of stochastic optimal control,
namely Maximum principle and Dynamic Programming Principle, and indicate how
these techniques are applied to finance and insurance problems. As a beginning, we
set up notation and terminology of probability theory and stochastic calculus, follow-
ing closely Cont [5], Papapanteleon [18], Øksendal and Sulem [17]. Then, we give a
detailed summary of stochastic optimal control problems. In the following, we sum-
marized the Maximum Principle methodology for general jump-diffusion processes
without proofs, following closely Framstad et al. [9]. The Hamiltonian systems and
adjoint equations were sketched and mean-variance portfolio selection problem was
solved by MP. We also studied the DPP which reduces the stochastic optimal control
problem to the problem of solving a second-order nonlinear PDE, called as Hamilton-
Jacobi-Bellman Equation. Firstly, we derived the HJB equation for diffusion processes
in a heuristic manner, and then we developed it for jump-diffusion processes using the
similar arguments. The Verification Theorem, a sufficient condition for optimization
problem, is also derived. The Verification Theorem says that if there exists a solution
for the HJB equation, indeed it is an optimal solution and called as the value function.
By using DPP, a financial application, Merton Portfolio Problem for Optimal Con-
sumption, for both diffusion and jump-diffusion processes was studied. Moreover, the
relationship between MP and DPP was briefly discussed.

Chapter 4 was devoted to applications of stochastic optimal control to the insurance
sector. We examined two problems from insurance. In the first problem, the purpose
was to find an optimal investment strategy and liability ratio for an insurer where the
insurer’s aggregate claims are represented by Lévy processes. By using MP, closed-
form solutions for logarithmic utility function were obtained. In the second problem,
the objective was to find an optimal life-insurance purchase, investment and consump-
tion of a wage-earner, where the financial market consists of a fixed number of risky
assets, and the insurance market comprises of multiple life-insurance providers. Using
DPP, the optimal strategies were determined for discounted CRRA utility functions. As
a result, buying a life-insurance from the insurance company that offers the smallest
premium-payout ratio, or buying no life-insurance makes sense for the wage-earner.
Another result obtained from this problem was that for a wage-earner who is close
to retirement time and has a sufficiently large wealth, to buy no life-insurance is an
optimal choice. Finally, using Maple and Matlab, we graphed the optimal results of
life-insurance purchase problem as a contribution.
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As a future work, we would like to solve the optimal investment, consumption and
life-insurance purchase problem of Mousa et al. [16] from the perspective of insurance
companies by investigating the optimal premium, loading factor and optimal premium-
payout ratio. We also would like to study the same problem by developing the hazard
rate models. This problem can also be extended to hybrid or regime-switch models,
e.g., the models in which the mean rate of return can be considered in three different
economical states. Another possible extension is to study the robust optimal control
problems.

62



REFERENCES

[1] A. Bensoussan, Lectures on stochastic control, Nonlinear filtering and stochastic
control, pp. 1–62, 1982.

[2] A. Bensoussan and P. Lions, Optimal control of random evolutions, Stochastics:
An International Journal of Probability and Stochastic Processes, 5(3), pp. 169–
190, 1981.

[3] J. M. Bismut, Conjugate convex functions in optimal stochastic control, Journal
of Mathematical Analysis and Applications, 44(2), pp. 384–404, 1973.

[4] J. M. Bismut, An introductory approach to duality in optimal stochastic control,
SIAM review, 20(1), pp. 62–78, 1978.

[5] R. Cont and P. Tankov, Financial Modelling with Jump Processes, volume 2,
CRC press, 2003.

[6] M. G. Crandall and P.-L. Lions, Viscosity solutions of Hamilton-Jacobi equa-
tions, Transactions of the American Mathematical Society, 277(1), pp. 1–42,
1983.

[7] I. Duarte, D. Pinheiro, A. A. Pinto, and S. Pliska, Optimal life insurance pur-
chase, consumption and investment on a financial market with multi-dimensional
diffusive terms, Optimization, 63(11), pp. 1737–1760, 2014.

[8] W. H. Fleming and H. M. Soner, Controlled Markov processes and viscosity so-
lutions, volume 25, Springer Science & Business Media, 2006.

[9] N. C. Framstad, B. Øksendal, and A. Sulem, Sufficient stochastic maximum prin-
ciple for the optimal control of jump diffusions and applications to finance, Jour-
nal of Optimization Theory and Applications, 121(1), pp. 77–98, 2004.

[10] C. Guambe and R. Kufakunesu, A note on optimal investment–consumption–
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[31] M. A. Özalp, Y. Yolcu-Okur, and K. Yıldırak, Optimal investment strategy and
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